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Abstract

The aim of this thesis is to gain a better understanding of the shape and

structure of nanoparticles. Nanoparticles are important in heterogeneous

catalysis, where the chemical reaction happens at the surface, since they

maximise the available surface area for a given amount of catalyst. Studies

of the catalytic activity on single surfaces have shown that the reaction rates

depends strongly on the geometry of the adsorbing and active site on the

surface, and the structure of nanoparticles therefore plays and important

role in understanding their catalytic capabilities.

Different simulation methods are in this thesis used to model the shape

and structure of nanoparticles with different levels of detail. Molecular dy-

namics and Monte Carlo methods are used to elucidate the surface structure

of Pt5Y core-shell and gold nanoparticles respectively. The Pt5Y nano-

particles are modelled with focus on the oxygen reduction reaction, where

the flat (111)-surface atoms are believed to constitute the active site. It is

found that the surface layer of the Pt5Y particles is compressed and that

it contains significantly more atoms resembling the flat (111)-surface com-

pared to pure platinum particles. The gold nanoparticles are modelled with

focus on the oxidation of carbon monoxide (CO), where low-coordinated

atoms are believed to constitute the active site. It is here found that the

activity solely steams form low-coordinated corner atoms. Further more is a

continuous Wulff construction applied together with microkinetic modelling

to model the shape of late transition metal particles under reaction condi-

tions with focus on the direct decomposition of nitrogen monoxide (NO). It

is found that the gas-environment has a considerable influence on the shape

of the particles, even in this simple model.

Interatomic potentials have been used to describe the potential energy of

the nanoparticles in the molecular dynamics and Monte Carlo simulations.

These potentials are based on empirical grounds, and the thesis therefore

includes a method to fit the potentials to different material properties. This

method has been used to fit different potentials.
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Resumé

Målet for denne afhandling er at opn̊a en bedre forst̊aelse af nanopartik-

lers form og struktur. Nanopartikler er vigtige elementer i heterogen kata-

lyse, hvor de kemiske reaktioner foreg̊ar p̊a overfladen, da de maksimere

det tilgængelige overfladeareal for en given mængde katalysator. Studier af

den katalytiske aktivitet p̊a overflader har vist at reaktionshastigheden af-

hænger af geometrien omkring det adsorberende og aktive sted. Strukturen

af nanopartikler er derfor af stor betydning n̊ar deres katalytiske form̊aen

skal forst̊as.

Forskellige metoder bliver, i denne afhandling, brugt til at modellere

form og struktur af nanopartikler med forskellig detaljegrad. Molekylær

dynamik og Monte Carlo metoder er benyttet til at belyse overfaldestruk-

turen p̊a henholdsvis Pt5Y og guld nanopartikler. Pt5Y nanopartiklerne er

modelleret med fokus p̊a reduktionen af oxygen, hvor atomerne p̊a de flade

(111)-overflader menes at udgøre de aktive sites. I sammenligning med

rene platin partikler er det fundet, at overfladelaget p̊a Pt5Y partiklerne er

komprimeret samt at det best̊ar af signifikant flere atomer, som minder om

den flade (111)-overflade. Guld nanopartiklerne er modelleret med fokus p̊a

oxidering af kul monooxid (CO), hvor lavt korredinered hjørner menes at

udgøre de aktive steder. Det er her fundet, at aktiviteten udelukkende stam-

mer fra netop disse lavt korredinered hjørne atomer. Yderligere er en kontin-

uerlig Wulff konstruktion anvendt sammen med mikro-kinetisk modellering

til at bestemme formen af partikler af sene transitions metaller under reak-

tionsbetingelser med fokus p̊a direkte nedbrydning af nitrogen monooxid

(NO). Det er, selv i denne simple model, fundet, at gas-omgivelserne har

stor betydning for formen af partiklerne.

Interatomare potentialer er i denne afhandling benyttet til at beskrive

nanopartiklernes potentielle energi i molekyle dynamik og Monte Carlo sim-

uleringerne. Disse potentialer er baseret p̊a empiriske date og denne afhand-

ling indeholder derfor en metode til at tilpasse potentialerne til forskellige

materiale egenskaber, der er benytte til at bestemme forskellige potentialer.
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Chapter 1

Introduction

In 2012 the world’s energy consumption was a staggering 17 TW [1], ac-

counting for all the energy used in electricity generation, transportation,

residential heating and so on. This is equivalent to running approximately

eight billion vacuum cleaners (2 kW) at the same time, a little more than

one for each human on Earth. Out of all this energy, 87 % were provided by

fossil fuels, 4 % by nuclear fission, and 9 % by hydro electric and renewable

energy sources, e.g. biomass, solar and wind [1]. It is further estimated that

the energy consumption by 2050 will be in the order of 30 TW, by assuming

a considerable smaller growth rate than in the last decade [2]. On top of

this is the vast amount of fossil fuels burned to produce energy causing a

considerable emission of unwanted greenhouse gasses and other pollutants,

which are suspected to lead to climate changes and poor health of humans.

In order to meet the energy demands of the future, where the availability

of fossil fuels is only decreasing, and minimize the emission of greenhouse

gasses and pollutants, the share of renewable energy needs to be increased

substantially. The problem with renewable energy is that the production in

most cases is uncorrelated with the consumption and an efficient storage of

energy is therefore needed. The most promising road is to utilise the energy

from the sun and store it in chemical bonds, e.g. by splitting water into

hydrogen and oxygen or even make hydro carbons with artificial photosyn-

thesis [3]. The chemical energy that is stored in hydrogen can for example

be converted back to electricity in fuel cells by oxidizing hydrogen to water,

and the electricity can then be used to propel a car.

In this energy conversion loop catalysis is essential, since it lowers the

energy losses connected to the chemical reactions in the conversion and

thereby makes it feasible. Catalysis is also the workhorse of the chemical

1



Chapter 1. Introduction

Metal Adsorbate levels

s s

σ*

σ

Distance from surface

EF d-band

sp-band

Figure 1.1: Schematic drawing showing how the bonding, σ, and anti-bonding,

σ∗, orbitals interacts with the broad sp- and the narrow d-band in transition metals.

Reproduced from [4].

industry, where it is involved in nearly 90 % of all chemical processes, e.g.

in the production of transportation fuels, plastics and inorganic chemicals

like ammonia that used in fertilizers, and important in the abatement of

pollution [4]. The chemical industry also accounts for a considerable am-

mount of the world’s energy consumption, so improvements here will lead

to a significant reduction in the energy demand. The development of better

catalysts is therefore an import technological quest now and in the future,

in order to ensure the continuation of our present living standard.

1.1 Heterogeneous catalysis

Catalysts are used to ease the bond breaking and bond making in molecules

during chemical reactions without being used itself, thereby accelerating the

reaction. In heterogeneous catalysis, solids are used to catalyse reactions of

molecules in gas or solution. Here the reactants adsorb on the solid surface,

their bonds are broken and new ones formed making the products, which

finally desorb from the surface again.

The catalytic process exploits the weakening of the bonding between

the atoms in the molecules as they interact with the solid. In the case of

transition metals, the basic principles behind the bonding and weakening

of the molecular bond can be explained by the Newns-Anderson model [4–

6]. As the molecule approach the metal surface it first feels the weak Van

der Waals interaction leading to physisorption without any actual bonding.

2



1.2 Importance of the shape and structure

Figure 1.2: Adsorption energy of oxygen and carbon monoxide on gold and plat-

inum plotted against the d-band center for a flat (111)-, stepped (211)- and kinked

(532)-surface, and a small cluster (M12). Adapted from ref. [7]

When the molecule gets closer to the surface the electrons starts to interact

with the broad sp- and the narrow d-band of the metal, which respectively

leads to a broadening of the molecule’s bonding and anti-bonding orbitals,

and a further split of these into metal-adsorbate bonding and anti-bonding

orbitals. This interaction leads to the chemisorption of the molecule on

the metal surface. If the metal-adsorbate bonding orbital coming from the

molecule’s anti-bonding orbital is lowered below the Fermi energy, then the

internal bonding in the molecule will be weakened upon adsorption. This

can be seen in figure 1.1, where the whole adsorption process is illustrated.

Another key factor in determining the reaction rate is the strength of

the interaction between the adsorbate and metal. If the adsorption is too

weak the reactants will not adsorb on the surface, and if it is too strong

the products cannot leave the surface again. The optimal catalyst therefore

interacts moderately with both the reactants and the products. This is

known as Sabatier’s principle and gives rise to a volcano shaped dependence

of the reaction rate on the adsorption strength.

1.2 Importance of the shape and structure

Metal catalysts normally consist of nanoparticles deposited on a high sur-

face area and inert substrate in order to maximise the ratio between the

catalyst surface area and the amount of catalyst metal used. Nanoparticles

3



Chapter 1. Introduction

constitute complex structures that are dependent on particle size, the nature

of the supporting substrate and the gas/liquid environment that embrace

them. Changes in the morphology of copper nanoparticles have for example

been observed with changing gas environment and different support sub-

strates [8, 9]. Adding to the complexity is the dependence of the adsorbate

interaction on the local geometry of the adsorption site and the underlying

electronic structure in the metal [10]. This can be seen in figure 1.2, where

the oxygen and carbon monoxide adsorption energy is plotted against the

d-band center for different geometries. Ammonia synthesis on ruthenium

nanoparticles is for example highly structure dependent and happens only

at the bottom of steps [11,12]. The same is the case for carbon monoxide ox-

idation on gold nanoparticles, which only takes place on the low-coordinated

corner atoms [13]. The binding energy of CO and oxygen on platinum and

gold nanoparticles have also shown to depend of the particle size [14]. Know-

ledge about the shape and structure of nanoparticles is therefore important

in the tailoring of new and better catalysts.

1.3 Overview of the thesis

This thesis deal with the fundamental understanding of the shape and struc-

ture of nanoparticles within catalysis and include the following chapters.

Chapter 1 gave a motivation for the importance of catalysis in modern so-

ciety, explained the fundamental principles of heterogeneous catalysis

and argued why the shape and structure of nanoparticles are one of

the key elements to make better catalysts.

Chapter 2 gives an short introduction to the density functional theory

method for solving the many-body Schrödinger equation. It also de-

scribes different approximation of the exchange-correlation functional,

that is used in the thesis.

Chapter 3 introduces interatomic potentials as a fast but less accurate al-

ternative to density functional theory. The effective medium theory

and the Gupta potential, which both are used in this thesis, are de-

scribed in detail. A new implementation of the cut-off function in the

effective medium theory potential is also presented.

Chapter 4 describes different methods to estimate the shape, structure

and other properties of nanoparticles. This includes the simple Wulff

construction that can be used to determine the equilibrium shape of a

finite crystal, molecular dynamics and Monte Carlo that can be used

4



1.3 Overview of the thesis

to sample properties of atomic systems, and global optimization that

can be used to find the structure that minimises the potential energy.

Chapter 5 presents an optimization method to fit the parameters describ-

ing interatomic potentials to material properties obtained from exper-

iments or calculated with density functional theory calculations. New

parameters for the effective medium potential obtained with the fit-

ting are presented. New parameters for the platinum-yttrium alloy

system are likewise presented and tested.

Chapter 6 presents results obtained by modelling Pt5Y core-shell nan-

oparticles with molecular dynamics. The average distance between

nearest neighbour platinum atoms is compared with resent experi-

mental date. The surface structure of the Pt5Y nanoparticles are

also compared to pure platinum particles in order to get a better un-

derstanding of the enhanced activity towards the oxygen reduction

reaction.

Chapter 7 presents a method to couple microkinetic modelling, describing

the chemical reactions on metal surfaces, with a Wulff construction in

order to predict the shape of nanoparticles under reaction conditions

and also their total catalytic activity. The method is applied as a proof

of concept within direct decomposition of nitrogen monoxide (NO).

Chapter 8 presents a two-level Monte Carlo method to evaluate the shape

and structure of gold nanoparticles with emphasis on low-coordinated

atoms. The catalytic activity for the nanoparticles are calculated

based on the found structures and compared to experimental results.

Chapter 9 summarises the results obtained in the thesis.

5





Chapter 2

Density functional theory

The majority of the topics covered in this thesis relies on first principle

electronic structure calculations, where one tries to solve the Schrödinger

equation for a collection of atoms only knowing their position and atomic

configuration. This is a difficult problem due to its many-body nature and

approximations are therefore needed to solve it. One of the most popular

approaches to this is density functional theory (DFT), owing its versatil-

ity to the generality of the fundamental concepts behind and their flexible

implementations.

This chapter will make a brief introduction to the fundamental con-

cepts behind DFT and how these are implemented in the work in the

later chapters. A more detailed description can be found in the liter-

ature [15–18]. Atomic units are used throughout the chapter, meaning

e = ~ = a0 = me = 1 for the unit charge, reduced Planck constant, Bohr

radius and electron mass, respectively.

2.1 The Schrödinger equation

A fundamental postulate of quantum mechanics is that all information

about a system of particles is contained in the many-particle wavefunction

|Ψn〉 for the particles [19]. This wavefunction is an eigenstate of the time-

independent and non-relativistic many-body Hamiltonian, Ĥ, describing the

interaction between the particles in the system, and having the eigenvalue,

εn. This eigenvalue problem is know as the Schrödinger equation [20]

Ĥ|Ψn〉 = εn|Ψn〉. (2.1)

7



Chapter 2. Density functional theory

The eigenstate wavefunction with the lowest eigenvalue energy, ε0, is called

the ground-state wavefunction, |Ψ0〉, and all other states are called exited-

states.

When considering atomic structures with both electrons and nuclei (ions)

the Born-Oppenheimer approximation is normally used [21]. Here it is as-

sumed that the nuclei have infinite mass, since the nuclei are much heavier

than the electrons, and the nuclei kinetic energy is therefore set to zero.

The nuclei and electrons are therefore normally treated separately and the

interaction between the two is represented in the electronic calculation by

an external potential. For a non-relativistic Coulomb system of electrons

the Hamiltonian can be written as

Ĥ = −1

2

∑

i

∇2
i

︸ ︷︷ ︸
T̂

+
1

2

∑

i,j>i

1

|ri − rj |
︸ ︷︷ ︸

V̂int

+
∑

i,I

−ZI
|ri −RI |

︸ ︷︷ ︸
V̂ext

, (2.2)

where T̂ is the kinetic energy operator for the electrons, V̂int is electron-

electron Coulomb interaction operator and the final term V̂ext is the poten-

tial energy operator acting on the electrons due to the nuclei at the positions

RI with a charge ZI . Lower- and uppercase indices are respectively for elec-

trons and nuclei.

The Schrödinger equation (2.1) with the Hamiltonian described by (2.2)

is far from trivial to solve, since the Hamiltonian not only depends on the

position and charge of the nuclei, but also contains many-body interactions

between all electrons. Another problem is the representation of the many-

body wavefunction, which is described by the 3N spatial coordinates and N

spin coordinates of the electrons. The storage needed for this will therefore

grow exponential with the number of particles making the representation

impossible beyond molecules with a small number of active electrons [22].

2.2 Hohenberg-Kohn theorem

In order to overcome the problem with the many-body wavefunction Hohen-

berg and Kohn [23] introduced the ground-state electron density, n0(r), to

describe the system of electrons instead of the ground-state wavefunction,

|Ψ0〉. They based this introduction on the fact that the external potential,

vext(r), is uniquely determined by the ground-state density and because the

ground-state wave-function is uniquely determined by the external potential

it is also a functional of the ground-state density.

|Ψ0(r1, r2, . . . , rN )〉 = |Ψ[n0(r)]〉 (2.3)

8



2.3 Kohn-Sham equations

Consequently all ground-state observables can be written as a functional of

the ground-state density and especially the energy should be minimized by

this density

E0 = min
n→n0

〈Ψ[n]|Ĥ|Ψ[n]〉

= min
n→n0

〈Ψ[n]|T̂ + V̂int + V̂ext|Ψ[n]〉

= min
n→n0

(T [n] + Eint[n] + Eext[n])

= min
n→n0

E[n] . (2.4)

Here we can see that the total energy, E[n], can be constructed by the func-

tionals of the kinetic energy, T [n], the electron-electron interaction energy,

Eint[n], and the external potential energy

Eext[n] =

∫
vext(r)n(r)dr. (2.5)

The exact forms of T [n] and Eint[n] are unknown and therefore Hohenberg

and Kohn rewrote the total energy in the following way

E[n] = Ts[n] + EH [n] + Eext[n] + Exc[n], (2.6)

where Ts[n] is the kinetic energy of non-interacting electrons, EH [n] is the

Hartree energy

EH [n] =
1

2

∫∫
n(r)n(r′)
|r− r′| dr

′dr (2.7)

and Exc[n] is the exchange-correlation energy functional which contains the

energy contributions that is omitted by using Ts instead of T and EH instead

of Eint. It should be emphasised that the energy expression (2.6) is exact if

an exact exchange-correlation energy functional is used. However, the exact

form is not known and the exchange-correlation functional therefore needs

to be approximated, which will be covered later in section 2.4.

2.3 Kohn-Sham equations

The Hohenberg-Kohn theorem shows how we can write all ground-state

observables as functionals of the ground-state density, but it does not supply

us with a recipe to find this ground-state density. In order to solve this

problem Kohn and Sham [24] assumed that the exact ground-state density

which minimises the energy according to (2.4) can be represented by the

ground-state density of an auxiliary system of non-interacting particles with

9



Chapter 2. Density functional theory

an effective potential, vs(r), where the construction of this potential is based

upon the energy expression in (2.6). In this scheme they formulated a self-

consistent set of single-particle equations from which it is possible to find

the ground-state density:

(
−1

2
∇2 + vs(r)

)
φi(r) = εiφi(r) (2.8a)

n(r) ≡ ns(r) =

N∑

i

fi|φi(r)|2 (2.8b)

vs(r) = vext(r) + vH(r) + vxc(r) (2.8c)

Here φi is the Kohn-Sham orbitals of the non-interacting electrons, εi is the

corresponding energies, ns is the density arising from the effective potential,

fi is the occupation of the i’th orbital and vH(r) is the Hartree potential

given as

vH(r) =

∫
n(r′)
|r− r′|dr

′. (2.9)

The exchange-correlation potential, vxc(r), is determined as the functional

derivative of the exchange-correlation energy with respect to the density.

vxc(r) =
∂Exc[n(r)]

∂n(r)
(2.10)

The Kohn-Sham equations (2.8) give us a practical way to find the ground-

state density by applying them iteratively until a self-consistent density is

achieved, starting from an initial guess of either the density or effective

potential. The energy of the system can now be evaluated with (2.6) using

the found density and eigenvalues.

2.4 Exchange-correlation functionals

As mentioned earlier the exchange-correlation functional constitutes the en-

ergy contribution from all the electron-electron interactions that is beyond

the approximations made in (2.6). The exchange accounts for the energy

lowering caused by antisymmetrisation of the many-body wavefunction, i.e.

electrons with the same spin avoids each other due to Pauli’s principle, and

the correlation energy accounts for the energy lowering caused by the Cou-

lomb repulsion and the deviation of the wavefunction from a perfect anti-

symmetric state. Estimating the exchange-correlation functional is therefore

a central problem in all DFT calculations in order to obtain valid results.

10



2.4 Exchange-correlation functionals

Much effort has gone into the search for different functionals and this has

lead to a wide variety of functionals which vary in accuracy, complexity and

so forth.

2.4.1 Local density approximation

The simplest way to estimate the exchange-correlation functional is with

the local-density approximation (LDA) [24]. Here it is assumed that the

exchange-correlation energy is locally determined and the contribution to it

from a point in space therefore only depends on the density in that point.

ELDAxc [n] =

∫
εhomxc (n(r))n(r)dr (2.11)

Here the exchange-correlation energy in a given point is approximated by

that of a homogeneous electron gas (HEG) with the same density, εhomxc . The

exchange energy for the HEG is know exactly while the correlation energy

is quite complicated to calculate.

Even though this is a very simple approximation, it has given good

results for systems where the local variations in the density are small, e.g.

in metals. A simple explanation to this is a systematic error cancellation

between the exchange and correlation energies, where the former is typically

overestimated and the latter is underestimated.

2.4.2 Generalised gradient approximation

The first step in improving the LDA is to take the variations in the density

into account through its gradient. First attempts were based on the gradi-

ent expansion approximation (GEA), where an expansion of the gradient,

|∇nα|, was used, but it did not turn out to be very successful. A more

successful implementation has been the generalised gradient approximation

(GGA), where an enhancement factor, Fxc, is used to modify the LDA ex-

pression at large density gradients in order to preserve desired properties.

EGGAxc [n] =

∫
εhomx (n(r))Fxc(n(r), |∇n(r)|)n(r)dr. (2.12)

Here εhomx represent the exchange energy of the HEG and |∇n(r)| the mag-

nitude of the local density gradient. The remainder of this section will

concern itself with the exchange part of the problem, since this is fairly

simple compared to the correlation part, which therefore is left out of the

discussion.

11



Chapter 2. Density functional theory

The most used GGA functional is the Perdew-Burke-Ernzerhof (PBE)

functional [25], where the exchange enhancement factor is given as

Fx(s) = 1 + κ− κ

1 + µs2/κ
. (2.13)

Here s = |∇n|/2 kF n is the reduced density gradient with kF = (3πn)1/3

being the Fermi wave vector of the HEG, and κ = 0.804 and µ = π2β/3 =

0.2195 are parametrisation coefficients. This form of the enhancement factor

obeys the LDA limit, Fx(0) = 1, and the Lieb-Oxford lower [26] stating that

Fx(s) ≤ 1.804.

The PBE functional is known to give good atomization energies, but this

comes at the price of violating the gradient expansion for slowly varying

densities [27]

Fx(s) = 1 +
10

81
s2 + · · · , (2.14)

since the enhancement factor in (2.13) for small s can be written as Fx(s) '
1 + µs2 and µ 6= 10/81. This violation gives good atomization energies,

but causes the lattice constants and surface energies to be underestimated.

Perdew et al. [28] have therefore introduced the PBEsol functional restoring

the gradient expansion by choosing µ = 10/81 and β = 0.046. This choice

however violates the relationship µ = π2β/3, but the modification have

shown to give considerable better surface energies than PBE [29].

Another GGA functional closely related to the PBE functional is the

revised Perdew-Burke-Ernzerhof (RPBE) functional [30], which is designed

to give good chemisorption energies. The only difference between this and

the PBE functional is the form of the enhancement factor

Fx(s) = 1 + κ[1− exp(−µs2/κ)] . (2.15)

This form also obeys the LDA limit and the Lieb-Oxford bound, and has

the same problem with the gradient expansion, since it for small s can be

written as Fx(s) ' 1 + µs2.

2.5 Implementation comments

The Hohenberg-Kohn theorem, Kohn-Sham equations and exchange-correlation

approximations provide us with a versatile framework to calculate the ground-

state density and energy of a system of interacting electrons. The main

bottle neck of the implementation of this framework is an efficient com-

putational representation of the physical quantities used, e.g. densities,

12



2.6 Summary

potentials, wavefunctions, etc.. Commonly used representations are expan-

sion in atom-centered orbitals or plane waves, and numerical representation

on a real-spaced grid.

In any case the electrons can in general be divided into tightly bound

(localised) core states, that do not interact much with other states, and

loosely bound (de-localised) valence states, that are responsible for the in-

teraction with states on other atoms. The core states are therefore not

essential for the numerical description of the physics and can be left out of

the calculations. This exclusion is known as the frozen-core approximation.

However the valence states must be orthogonal to the core states, since

they are eigenfunctions of the Hamiltonian, and the valence states there-

fore oscillate rapidly in the core region. An accurate representation of this

with real-space grids or plane waves are costly, and unnecessary since the

properties of atoms depend mostly on the electrons far from the nucleus.

Pseudopotentials are one method to simplify the oscillatory behaviour in

the core region, by replacing the steep potential of the nuclei and core elec-

trons with a smoothly varying effective potential. This leads to smoothly

varying pseudowavefunctions that are easy to represent numerically. An-

other method is the projector augmented wave (PAW) method by Blöchl

[31,32], where a transformation τ̂ between convenient pseudowavefunctions

|ψ̂n〉 and the rapidly oscillating all-electron wavefunctions |ψn〉 are used.

The calculations are then performed on the pseudowavefunctions, while the

transformation ensures that the all-electron information is retained. This

is in contrast to the case of pseudopotentials, where the core information is

discarded. Otherwise the two methods are much alike.

The work presented in this thesis is mainly based on the GPAW code

[33,34], where the PAW method is used. A representation real-spaces grids

and expanded in local atom-centered orbitals (LCAO) is used. The latter is

used due to its low computational costs. A plane wave representation is also

used, since it performs better for bulk systems and can be used to calculate

the stress tensor, due to a simpler mathematical formulation compared to

the real-space grids. The calculations presented in chapter 7 are mostly

based on the DACAPO code [35], where a plane wave representation and

pseudopotentials are used.

2.6 Summary

This chapter has outlined the Hohenberg-Kohn and Kohn-Sham density

functional approach to solve the many-body Schrödinger equation for a

system on interacting electrons. This method is in principle exact if the

13



Chapter 2. Density functional theory

exchange-correlation functional is known exactly. This is however not the

case, and the three different GGA approximations used in this thesis has

therefore also been covered. Implementing DFT computationally leads to

further approximation, since the quantities used for the calculations need

to be represented numerically. Here pseudopotentials and the PAW method

are useful to handle the core electrons, and plane waves and real-spaced

grids to represent the quantities.
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Chapter 3

Interatomic potentials

Even though density functional theory (DFT) provides a versatile frame-

work to calculate the ground-state energy of an atomic system, it is com-

putationally demanding to apply. This limits the practical use of DFT to

systems with around 102–103 atoms for single energy calculations, and much

smaller systems when multiple energy calculations are needed, e.g. in first

principle molecular dynamics simulations [36]. It is likewise not feasible to

use DFT in the context of structure prediction of nanoparticles with e.g.

molecular dynamics or Monte Carlo simulations, which is used in chapter 6

and 8.

Approximate methods to calculated the energy of an atomic system, that

is less computationally demanding than DFT, is therefore needed. Classical

interatomic potentials such as glue [37], Gupta [38–40], Sutton-Chen [41]

and Effective Medium Theory (EMT) [42] are methods that can calculate

the energy extremely quickly compared to DFT and with reasonable accur-

acy to give good structure predictions. These potentials are semi-empirical

in the sense that they contain parameters, which are fitted to experimental

data or DFT calculations. How this can be done is the topic of chapter

5. This chapter will give a description of the EMT and Gupta potentials,

which both have been used and are incorporated in the ASAP calculator

code [43].

3.1 Effective medium theory

The main idea behind EMT is to estimate the energy of an atom in the

real system by calculating the energy of the same atom in a well known

reference system and then estimate the difference between the two energies.
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Chapter 3. Interatomic potentials

The total energy, E, is therefore written as

E =
∑

i

Ec,i + ∆Ei, (3.1)

where Ec,i is the cohesive energy calculated in the reference system and

∆Ei the energy difference that needs to be estimated. The original choice

of reference system was the homogeneous electron gas, but the closer the

reference system is to the real one the smaller the difference that needs to

be estimated is [44]. In the formulation used in this project a perfect face-

centered cubic (FCC) crystal has therefore been used as reference system

[42]. In the original publication by Jacobsen et al. [42] the formulation was

first derived in a nearest neighbour model with only one element, and then

latter extended to more than nearest neighbours and multiple elements. In

this derivation I will include both extensions from the start in order to

give a complete picture. It is stressed that all parameters in the model are

dependent only on the element and therefore can be equal for two different

atoms, which is especially the case in the reference system.

The link between the real system and the reference system is made by

requiring that the embedding electron density, ni, in the reference system

is the same as the one in the real system. The embedding density for

the i’th atom is calculated by superimposing density contributions from

the neighbouring atoms (denoted j) at distance rij averaged over a sphere

with a radius si around the i’th atom. If we assume that these density

contributions have an exponential form, then the embedding density can be

written as

ni =
∑

j 6=i
∆n0,j exp [η1,j(si − s0,j)− η2,j(rij − βs0,j)] , (3.2)

where the sphere radius si is chosen so that the total charge within the

sphere is zero, i.e. neutral sphere, s0 is the equilibrium neutral sphere

radius, β = (16π/3)1/3/
√

2 ' 1.81 is a geometrical constant, and η1 and

η2 are constants describing the decay of the electron densities. It has been

shown that the embedding density can be expressed solely as a function of

the neutral sphere radius

ni(si) = n0,i exp [−ηi(si − s0,i)] , (3.3)

where n0 is the neutral density and η is once again a density decay constant.

It is therefore convenient to let the neutral sphere radius, si, govern the link

between the real system and the reference system instead of the density [44].

In the FCC reference system the neutral sphere is approximately equal to

the Wigner-Seitz sphere, which is related to the nearest neighbour distance
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3.1 Effective medium theory

dnn = βs. Applying (3.2) and (3.3) for the reference system only taking the

nearest neighbours into account one therefore finds the relation βη2 = η+η1,

which is assumed to hold even when further neighbours are included in the

model. Using this for the reference system in the general case we find that

∆nref0,i =
n0,i

σref1,i

, (3.4)

where

σref1,i =

ref∑

j 6=i
exp(−η2,i(rij − βsi)) . (3.5)

Here the dependence on si is neglected in the following by assuming that

it is equal to s0,i. If only nearest neighbours are taken into account we end

up with ∆nref0,i = n0,i/12. Now applying (3.2) and (3.3) to the real system

using the relationship βη2 = η + η1, the same η1 for all elements and that

∆n0,i can be approximated by ∆nref0,i we end up with the neutral sphere

radius given as

si = s0,i − (βη2,i)
−1 ln

(
σ1(i, j)

σref1,i

)
, (3.6)

where

σ1(i, j) =

real∑

j 6=i
χij exp(−η2,j(rij − βs0,j)), (3.7)

and

χij =
n0,j
n0,i

σref1,i

σref1,j

exp(η1(s0,j − s0,i)) ≡
ñ0,j
ñ0,i

. (3.8)

Here ñ0 is introduced as a pseudo density, which in fact is the parameter

used to define the potential. From (3.8) we readily see that χi,j = 1 if the

i’th and j’th atom are the same element, and that the two expressions in

(3.5) and (3.7) actually are the same, but performed on respectively the

reference and real system. Hence if (3.6) is applied to the reference system

we get a neutral sphere radius that is the same as the equilibrium one. Now

that we have found the neutral sphere radius for the atom in the real system

we express the cohesive energy in the reference system as a function of this

in the following way

Ec,i(si) = E0,i(1 + λi(si − s0,i)) exp(−λi(si − s0,i)). (3.9)
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Chapter 3. Interatomic potentials

The next step is to estimate the correction energy, ∆Ei, to the cohesive

energy. This can, as a good approximation, be viewed as a pair-potential,

i.e. the correction energy between two particles depends only on the distance

between the two particles, and the correction energy is therefore given as

∆Ei =
1

2



real∑

j 6=i
χijV (rij)−

ref∑

j 6=i
V (rij)


 , (3.10)

where the pair-potential function, V (r), is given by

V (rij) = −V0,j exp

[
−κj
β

(r − βs0,j)
]
. (3.11)

The above equation (3.9), with the neutral sphere radius given in (3.6), and

(3.10) combined in (3.1) describes how the total energy of an atomic system

is calculated with EMT.

In practice one needs to limit the number of neighbours that are taken

into account in the sums of (3.5), (3.7) and (3.10) in order to ensure good

performance. This is obtained by setting a cut-off radius, rc, where atoms

inside this is included in the sum and atoms beyond are not. Doing this

one also needs to ensure that the exponentials in (3.5), (3.7) and (3.11)

goes smoothly to zero at the cut-off radius, in order to ensure continuity

when atoms moves in and out of the cut-off radius. This is obtained by

multiplying a cut-off function, Θ(r), to each of the exponentials. In the

original version of EMT a Fermi function was used,

Θ(r) =
1

1 + exp(a(r − rc)
, (3.12)

where a determines the steepness of the cut-off. Since the Fermi function

also has an exponential decay, the neighbour cut-off is enlarged compared

to rc and set to the distance where the Fermi function has dropped to 10−4.

Even though the Fermi function ensures that the exponential goes to zero

at the cut-off it unfortunately also causes the derivative of the exponential

tail to have an inappropriate bump at the cut-off and it therefore does not

go monotonically to zero. To avoid the enlarged cut-off and ensure that

both the exponential and its derivative goes smoothly and monotonically to

zero at the cut-off a new method is proposed in a recent revised version of

EMT. In the new method a linear cut-off function,

Θ(r) = a(r − rc) + b , (3.13)

is instead subtracted from the exponential, where a is the derivative and

b is the value of the exponential at the cut-off radius. The price of this
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cut-off method is therefore that the whole exponential is lowered by this

linear cut-off function. Adjusting the parameters will however make this a

minor problem compared to the bump with the Fermi function. Both in

the original and the revised version the cut-off radius is set so third nearest

neighbours are taken into account.

3.2 Gupta tight-binding potential

The starting point of the Gupta potential is the tight-binding model by

Friedel [45], where the density of states (DOS) for the d-band is represented

by a rectangle with a width W and a height 10/W . This simple form is

chosen since several thermodynamic and structural properties for transition

metals are mainly related to the average value and width of the DOS, and

insensitive to the details of it [46]. In this simplified picture the contribu-

tion to the cohesive energy from the d-band electrons (also called the band

energy) can be written as

Eb = 5Wf(1− f), (3.14)

where f is the filling of the d-orbitals. This parabolic dependence through

the transition metal series is also observed experimentally. The width of the

DOS can be calculated through its second moment,

µ2 ∝W 2, (3.15)

which can be related to the intersite hopping and transfer integrals between

an atom and its neighbours. If we assume the integrals to vary exponentially

in the region around the atoms [45,46], then the band energy can be written

as

Eb,i = −


∑

j 6=i
ξ2αβ exp(−2qαβ(rij/r

αβ
0 − 1))



1/2

, (3.16)

where ξ is an effective hopping integral, q describes the distance depend-

ence of the hopping integral, rij is the distance between the i’th and the

j’th neighbour atom, and r0 is the equilibrium distance of the first nearest

neighbours. In contrary to EMT the parameters here depend on both the

i’th and the j’th atomic specie denoted by α and β respectively. The band

energy in (3.16) constitute the attractive force between the atoms, since it

increases for decreasing atomic separation. For transition metals this is by

far the most dominating contribution to the energy, however to ensure the
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stability of the crystal a countervailing force is required. This is assumed to

be a sum of pairwise Born-Mayer ion-ion repulsions and can be written as

Er,i =
∑

j 6=i
Aαβ exp(−pαβ(rij/r

αβ
0 − 1)), (3.17)

where A describe the magnitude and p the distance dependence of the ion-

ion repulsion, which can be viewed as the kinetic energy cost due to the

compression of the electron gas when the atoms are brought together. Com-

bining (3.16) and (3.17) one can write the total energy as

E =
∑

i

Eb,i + Er,i . (3.18)

The number of neighbours taken into account in (3.16) and (3.17) are

also here limited by a cut-off radius, and a smooth transition of the expo-

nentials to zero at this radius is therefore needed. This is done by defining a

small cut-off region ending at the cut-off radius, in which the exponential is

replaced by a fifth-order polynomial that smoothly links the exponential at

the start of the region to zero at the end of it. The form of the polynomial

is quite complex and therefore left out for the sake of brevity. This imple-

mentation leads to the same unwanted bump in the derivative in the cut-off

region, as with the original EMT, but it ensures zero at the cut-off radius

like the revised EMT. The cut-off radius is set to include the third nearest

neighbours based on the equilibrium nearest neighbour distance, which in a

first nearest neighbour approximation is given as

ai,0 =

[
ln
(√

12Aαpα/ξαqα
)

pα − qα
+ 1

]
rα0 . (3.19)

3.3 Summary

This chapter has described the EMT and Gupta interatomic potential de-

tails. These are fast but less accurate alternatives to DFT, which are neces-

sary when it comes to modelling the shape and structure of nanoparticles.

The two potentials are evolved from two different approaches, EMT from

the electron density and Gupta from the band structure, and therefore they

describe the energy very different. Their performance are however much

alike, as we will see in chapter 5.
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Chapter 4

Modelling nanoparticles

In most applications where nanoparticles are used the structure plays an

important role for their properties (see chapter 6, 7 and 8). This is for

example the case within catalysis, where the adsorption energy can vary

significantly between different atomic geometries leading to sites that are

highly active and others that are not. An understanding of the structure of

nanoparticles is therefore necessary in order to understand their properties

within many fields. This chapter will in connection to this give an introduc-

tion to different methods that can be used to model the shape and structure

of nanoparticles.

4.1 Wulff construction

The Wulff construction [47,48] can be used to determine the thermodynam-

ically most stable shape of a finite crystal with a fixed volume given the

surface energies as a function of surface direction. The construction is fairly

simple and goes as follows: From a fixed origin erect vectors in the desired

(hkl)-directions with lengths proportional to the (hkl)-surface energy and

at the end of each vector construct the plane that is perpendicular to the

vector. The smallest volume confined by this set of planes will then be the

polyhedral that minimizes the total surface energy,

Esurface =
∑

hkl

Ahklγhkl, (4.1)

where Ahkl represent the area and γhkl the surface energy of the (hkl)-

surface. A 2-dimensional example of a Wulff construction can be seen to

the left in figure 4.1. It should be noted that the Wulff construction is
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Figure 4.1: Schematic drawing of a 2-dimensional Wulff construction with sub-

strate interaction (right) and without interaction (left).

scaling invariant and size independent, since the distances from the origin

to a given surface, l, are proportional to the surface energies. It is therefore

also only the mutual ratios between the surface energies that are important

to the shape. If the crystal is placed on a substrate, as it will be in most

cases, the shape of the crystal will change, due to the adhesion energy, β,

between the crystal and substrate. This is simply incorporated into the

Wulff construction by lowering the surface energy of the interface surface

by the adhesion energy γ′i = γi − β. The change in distance between the

origin and the interface surface will then be ∆li = li
β
γi

. This is illustrated

to the right in figure 4.1.

When applied to nanoparticles the construction must be viewed as a first

approximation, since it does not include the energy it costs to create edges

and corners. Hence for nanoparticles a specific surface can be preferred

not only because it has a low surface energy, but also because the energy

associated with the creation of edges and corners is low. It can also not

account for the ability of nanoparticles to lower the total surface energy by

deviating a bit from a perfect lattice introducing stress, e.g. when forming

an icosahedron. Further more, it does not take into account that the atoms

are placed in a lattice, and the shape of the construction will therefore be

size dependent when it represented with atoms.

The Wulff construction can both be modelled as a pure geometric struc-

ture and as an atomic structure. The geometric representation can be used

to calculate the surface areas and volume with the method described in the

appendix of the included paper II and the atomic representation can be used

to calculate the number of under-coordinated atoms or specific adsorption

sites.
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4.2 Molecular dynamics

4.2 Molecular dynamics

When the Wulff construction is deemed to be insufficient to describe the

structure of a nanoparticle one can turn to molecular dynamics. This is a

computer simulation of the physical movement of atoms that can be used to

sample the thermodynamic properties of complex systems like nanoparticles

based on the laws of statistical and classical mechanics [49, 50]. Molecu-

lar dynamics simulations do in many ways resemble real experiments, and

subjects like sample preparation and simulation time are therefore likewise

important. The sampling is carried out by integrating Newton’s second law,

m
d2x(t)

dt2
= F(x(t)), (4.2)

for a system of atoms iteratively with time, given the forces that acts on

them. Here x(t) is the positions of the atoms at time t, F(x(t)) is the forces

acting on them and m is the mass of the atoms.

4.2.1 Newtonian dynamics

In Newtonian dynamics the force is given by the gradient of the potential

energy,

F (x(t)) = −∇Epot(x(t)) , (4.3)

and the trajectory may therefore be seen as an exchange of potential and

kinetic energy, where the total energy of the system is conserved. The

system is therefore modelled within a micro canonical ensemble [51].

One of the most popular and simplest integrators used to create the

trajectory is the velocity Verlet [52,53], which show good stability over long

times. Here the atomic positions at step n+1 are updated using the velocity,

v = dx
dt , defined at half steps n+ 1

2 , which result in the following propagation

of the system:

vn+1/2 = vn +
∆t

2

F(xn)

m
(4.4a)

xn+1 = xn + ∆tvn+1/2 (4.4b)

vn+1 = vn+1/2 +
∆t

2

F(xn+1)

m
(4.4c)

4.2.2 Langevin dynamics

In Langevin dynamics the studied system is coupled to a heat bath account-

ing for atomic collisions by adding friction and a random force to the static
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forces given by the potential. When using Langevin dynamics one there-

fore models the system within the canonical ensemble, since the system now

can exchange energy with a heat bath. The force acting on the atoms is

expressed as

F(x(t)) = −∇E(x(t))− γmv +
√

2γkBTm R(t) , (4.5)

where γ is the damping constant, kB is the Boltzmann constant, T is the

target temperature and R(t) is the randomly fluctuating force being a sta-

tionary Gaussian process that fulfils

〈R(t)〉 = 0 and 〈R(t)R(t′)〉 = δ(t, t′). (4.6)

Here δ(t, t′) is the normal Dirac delta function. The magnitude of the damp-

ing constant determines the strength of the inertial damping compared to

the random external forces. Small values of γ corresponds to the iner-

tial regime and Newtonian dynamics, and large values corresponds to the

Brownian regime, where the movement is completely random.

4.3 Monte Carlo

The Monte Carlo method is another way to sample the thermodynamic

properties of a system. The method relies completely on random events and

statistics in contrast to the more physical molecular dynamics simulations.

A Monte Carlo calculation is characterized by a probability function f(x)

from which a number of random variables, x, are drawn and used to evaluate

a property by averaging over them [54].

Consider an atomic system and its state, given by the atomic positions,

xi, as a random variable in the canonical ensemble, where the states are

distributed with the Boltzmann probability

P (E(xi)) =
exp(E(xi)/kBT )

Z
. (4.7)

Here E(xi) is the energy and Z is the partition function of the system [51].

In this case the Metropolis algorithm can be used to construct a random

walk in the configuration space defined by the accessible states of the system,

where the asymptotic distribution of the sampled states is the Boltzmann

distribution [55]. In this scheme the random walk is constructed in the

following way: At the n’th step the system is in state xn and based on this

a possible next state x′n+1 is randomly chosen. We then set xn+1 ≡ x′n+1

with the probability

A(x′n+1|xn) = min

{
1,

S(x′n+1|xn)

S(xn|x′n+1)
exp

(
−E(x′n+1)− E(xn)

kBT

)}
, (4.8)
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4.3 Monte Carlo

Shake move Ball move Exchange move

Figure 4.2: Illustration of three different moves (random transformations from

one state to another) that can be used when modelling nanoparticles. In the shake

move is an atom displaced randomly within a sphere with a given radius around its

origin, in the ball move is an atom displaced randomly within the nanoparticle, and

in the exchange move are two atoms with different atomic numbers interchanged.

and otherwise we set xn+1 ≡ xn. Here S(y|x) represent the probability

of suggesting a transition to state y from state x and vice versa. When

the thermodynamic properties are not of interest, e.g. in global optimiza-

tion, the ratio between the forward and backward suggesting probabilities

is normally assumed to be one.

How the possible next state is randomly chosen depends on the problem

studied, since one needs random transformations from one state to another,

also called moves, that will take the system sufficiently around in the config-

uration space. In figure 4.2 three different moves are illustrated which can

be used when modelling nanoparticles, but there exist many other forms

of moves [56]. In the shake move is an atom displaced randomly within a

sphere with a given radius around its origin, in the ball move is an atom

displaced randomly within the nanoparticle, and in the exchange are move

two atoms with different atomic numbers are interchanged. All the moves

are carried out on randomly chosen atoms, and more than one atom can be

affected in each move. This is the case for the shake move, which normally

is applied to all atoms.

When using the accepting probability in (4.8) it can be shown that the

random walk is balanced, i.e. the probability of moving form a state x to

another state y is equal to the probability of moving the other way around.

This balance is needed in order to ensure the asymptotic behaviour of the

random walk [54].
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Chapter 4. Modelling nanoparticles

4.4 Global optimization

The Boltzmann probability in (4.7) states that the most probable structure

of a nanoparticle is the one with the lowest energy, and finding this is

therefore a question of finding the global minimum of its potential energy

surface (PES). This is a very difficult task, since the number of minima

structures grows exponentially with the number of atoms, however global

optimization algorithms can be used to find good candidates for the global

minimum and thereby give valuable information about the most probable

structures [56,57].

4.4.1 Simulated annealing

The idea in simulated annealing is to equilibrate the atomic system under

investigation at a high temperature and then cool it down slowly in order

to freeze the atoms in their equilibrium positions. Given that the temper-

ature is lowered logarithmically with time, the free energy minimum will

end up corresponding to the potential energy minimum [58]. This is how-

ever also the main bottle neck of simulated annealing, since the algorithm

ends up being very time consuming. During the cooling the system can also

get trapped in a free energy minimum, which is different from the poten-

tial energy minimum, leading to a false prediction of the global minimum.

Even though these problems are present, simulated annealing is very easy

to employ and can give good predictions of the global minimum.

Simulated annealing is normally used together with molecular dynamics,

where it also can be used to lower the total sampling time by increasing the

mobility of the atoms, but it can however also be used together with Monte

Carlo simulations.

4.4.2 Basin-hopping

In basin-hopping the PES is transformed using a local minimization in order

to lower the complexity of it and thereby make it easier to find the global

minimum, since the minima are collected in larger basins [59]. The good

thing about this transformation is that the position of the minimum is

retained and a reverse transformation is therefore not needed afterwards.

An illustration of the local minimization transformation is seen in figure

4.3, where the original PES is plotted as a full line and the transformed

one as a dotted line. Using this form of transformation one gets significant

performance improvements compared to simulated annealing.

Basin-hopping is used together with a Metropolis Monte Carlo simula-

tion, where it is the transformed energies that are used when calculating the
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Figure 4.3: Illustration of the effect of the local minimisation transformation of

the potential energy surface used in basin-hopping.

probability of accepting a new state in (4.8). The effect of the local min-

imization can be seen in figure 4.3, where it is evident that the move from

state A to state B, due to the increase in energy, would be less likely if local

minimisation was not applied. When performing basin-hopping simulations

the temperature plays an important role. Setting it too low will result in a

search that gets stuck in a minimum that may not be the global one, and

setting it to high will result in a search that will jump around in high lying

minima never reaching the global minimum.

4.5 Summary

This chapter has introduced different methods to estimate the shape, struc-

ture and other properties of nanoparticles. The Wulff construction can be

used as a first approximation to the shape and an atomic representation of

it can give insights into the different surface structures on the nanoparticles.

Molecular dynamics and Monte Carlo simulations can then be used to get

a more statistically accurate picture of the surface and bulk structure of

nanoparticles. Ultimately global optimization algorithms can be used to

find the structure with the lowest energy, or structures close to it, which

according to the Boltzmann distribution also is the most probable structure

of a nanoparticle.
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Chapter 5

Fitting interatomic

potentials

Interatomic potentials are needed for fast and reasonably energy calcula-

tions, when structure prediction are of interest and especially for large sys-

tems containing thousands of atoms. These potentials are however based on

semi-empirical grounds, since the parameters describing them must be fitted

to experimental data or density functional theory (DFT) calculations. The

validity of the potentials therefore depends strongly on the fitting and this

is therefore an important subject when dealing with interatomic potentials.

This chapter describe how the potential parameters can be fitted and how

target values can be obtained using DFT calculations.

5.1 Fitting algorithm

The core of potential fitting is the specific fitting algorithm used to fit the

potentials to material properties. In this work an algorithm based on a

random walk approach has been used, where parallels can be drawn to

the previously described basin-hopping global optimization algorithm (see

section 4.4). The optimization is carried out on an error function [60, 61],

that describes how well the potential fits the material properties it is fitted

to

Θ(P) =
∑

n

(
gn(P)−Gn

δnGn

)2

, (5.1)

where P is the set of parameters defining the potential, gn(P) is the n’th

material property calculated with the potential, Gn is the n’th target value
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Figure 5.1: Figurative illustration of the error function landscape in parameter

space, showing that the minima are very deep and well separated with higher lying

minima in between.

of the material property and δn is the relative uncertainty accepted in the

fitting on the given property. Traditionally the denominator, δnGn, has been

the standard deviation on the target value used, i.e. it does not make sense

to fit a target value more accurate than the uncertainty on the target value

itself. The relative uncertainties are therefore used to tune the importance

of the different material properties used in the fitting, since it is impossible

to get a potential that fits all properties perfectly. How target values are

obtained and how the individual material properties are calculated will be

explained in the next section.

The aim of the fitting is to find the parameter set that minimizes the

error function given a chosen set of relative uncertainties, i.e. finding the

potential that best describes the target material properties. This is done

using a random walk with local minimization at each step. The use of a local

minimization is a necessity due to two things: The number of minima in the

parameter space needs to be reduced in order to get effectively around the

parameter space (like in basin-hopping), and more importantly to ensure

that the minima are actually found at all. The latter can be a serious prob-

lem without a local minimization, since the minima are very deep and well

separated as illustrated figuratively in figure 5.1, and therefore the probab-

ility of hitting the bottom of enough minima to find the global minimum is

small. The random walk is constructed in the following way:

1. At the n’th step take the parameter set, Pn, and construct a possible
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5.1 Fitting algorithm

new parameter set, P′n+1, by applying a a random perturbation to

each parameter based on a normal distribution, with a pre-specified

width.

2. Then make a local minimization of the new parameter set using the

Nelder-Mead downhill simplex algorithm [62].

3. Decide if the minimized new parameter set is accepted as the next

step based on the probability

P(P′n+1|Pn) = min

{
1, exp

(
−Θ(P′n+1)−Θ(Pn)

Θ(Pn)T

)}
, (5.2)

where T is a fictive temperature1 used to tune the accepting probab-

ility.

4. If accepted then set Pn+1 ≡ P′n+1 and start over again until a pre-

specified number of steps is reached.

The normal distribution is favoured over a uniform distribution, because it

in rare cases will make large jumps across parameter space thereby increas-

ing the mobility of the random walk. The Nelder-Mead downhill simplex

algorithm is used for the local minimization [62], because the derivative of

the error function is unknown, and other more robust methods using the

gradient are therefore not usable. Since the error function can vary several

orders of magnitude within the same random walk and also when different

metals are fitted, the acceptance probability in equation (5.2) is made ad-

aptive while keeping a fixed global temperature. This is done by using the

relative change in the error function instead of the absolute difference as

shown in equation (5.2). The presented algorithm has be parallelized, so it

can run on multiple cores at the same time. When this is done, one node

uses the initial input parameter set as stating point, whereas all other nodes

start with a parameter set that is perturbed with a normal distribution with

a width that is five times greater than the width used during the random

walk. This is chosen in order to ensure that the random walks starts far

from each other.

When using randomly generated potentials many thing can go wrong.

Failures are mainly due to unrealistic potentials, where the parameters do

not fulfil certain constraints or the calculation of the material properties

fails for some reason. To handle this all, material property calculations are

1The term ”fictive temperature” is used because of the parallels drawn real Monte

Carlo simulations, where the temperature is in the denominator (see section 4.3)
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Chapter 5. Fitting interatomic potentials

performed in an exception handling environment that ensures the continu-

ation of the random walk in the case something goes wrong, just letting the

error pass and assigning a very high value to the error function.

5.2 Material properties

Material properties are the basis for potential fitting, and this section there-

fore deal with how these can be calculated with DFT and the choice of using

either experimental data or data based on accurate DFT calculations as tar-

get values in the fitting process. In general experimental values are preferred

when they are available, because they are the ”real thing” and values calcu-

lated with DFT often have scattering errors, but experimental data at 0 K,

where the calculations in the fitting are made, are however rare.

5.2.1 Lattice parameters

Lattice parameters describes along with the lattice structure how the atoms

in metals and alloys are arranged in a crystal structure, and are therefore

essential to include as targets in a fitting algorithm. Another feature of

the lattice parameters is that they are extensively documented with ex-

perimental data and in most cases fairly easy to calculate with electronic

structure calculations like DFT, which makes them very easy to use.

In general there are six parameters describing the crystal structure of a

solid; three parameters (lattice constants) defining the length of the unit-

cell vectors and three parameters describing the angles between the vectors

[63]. In most cases the interatomic potentials are designed and used for

transition metals with a closed-packed structure and alloys combining those.

Here the crystal structure in most cases only depends on one or two lattice

constants, e.g. cubic or hexagonal crystals structures respectively, which

greatly simplifies the calculations of the lattice constants.

In any case, the equilibrium lattice constants are found by a minim-

ization of the energy with respect to the lattice parameters. For a cubic

crystal with only one lattice constant this is done by calculating the en-

ergy for a range of different lattice constants spanning 0.5 % on each side

of the equilibrium, and then finding the minimum based on a third order

inverse polynomial fit to the volume [64]. For a hexagonal crystal the same

principle can be applied in two dimensions, but since the number of energy

calculations goes quadratically with the number of lattice parameters in the

mentioned range this is unfeasible. Instead we turn to a minimization of the

energy with respect to the energy using the Nealder-Mead downhill simplex
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5.2 Material properties

Table 5.1: Compilation of experimental and calculated lattice constants for the

original EMT metals. The experimental values at room temperature are reproduced

from [65] and the values at 0 K are reproduced from [66–68]. All values are stated

in Å.

Metal Experimental (298 K) Experimental (0 K) DFT (0 K)

Al 4.0496 4.0318 4.0194

Ni 3.5240 - 3.4745

Cu 3.6146 3.6029 3.5786

Pd 3.8903 3.8782 3.8791

Ag 4.0857 4.0695 4.0535

Pt 3.9236 - 3.9194

Au 4.0782 - 4.1047

algorithm. This method outperforms minimising the unit cell with respect

to the stress.

A compilation of both experimental and calculated lattice constants for

the seven original EMT metals can be seen in table 5.1. The calculations

are carried out with GPAW in plane wave mode with a plane wave cutoff

of 1000 eV, a k -point sampling with 12 points in all directions and the

PBEsol exchange-correlation functional. It is seen that the lattice constants

depends on the temperature, as expected due to thermal expansion. The

average deviation from the experimental values at 0 K lies around 0.3–0.4

% for both the experimental values at room temperature and DFT. It is

based on the listed data therefore not possible to tell which values will be

most suited as target values for the fitting. Here the DFT values have been

chosen.

5.2.2 Formation energies

Formation energies, e.g. the cohesive energy and heat of formation, are

the energy gained by forming a bulk crystal. These are, like the lattice

parameters, essential as targets in a fitting algorithm, since they describe

the strength of the binding between the atoms in the crystal.

The cohesive energy of a single element crystal is the energy needed to

separate its atoms into neutral free atoms, and it can be written as

Ecoh = Ebulk − Efree, (5.3)

where Ebulk is the energy per atom in the crystal and Efree is the energy of a
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Table 5.2: Experimental cohesive energies evaluated at 0 K and 1 atm reproduced

from [63, 69], and calculated phase energies between the FCC and HCP phases.

Metal Ecoh Ephase

Al 3.39 -0.0316

Ni 4.44 -0.0322

Cu 3.49 -0.0567

Pd 3.89 -0.0391

Ag 2.95 -0.0079

Pt 5.84 -0.0669

Au 3.81 -0.0336

single free atom. The cohesive energy is well defined for the interatomic po-

tentials considered in this work, since the single atom energy is well defined.

This is however not the case for DFT, where the strongly localized electrons

on single atoms lead to a large self-interaction energy, that is not cancelled

out in the exchange-correlation energy. The opposite is the case for bulk

metals where DFT performs well, since the electrons here are de-localized

and therefore only give rise to a small self-interaction energy. Due to this

the target values for the cohesive energies are obtained from experimental

references. Another important energy in the same category as the cohes-

ive energy, is the difference in cohesive energy between the FCC and HCP

crystal phase, also known as the phase energy

Ephase = EFCCcoh − EHCPcoh = EFCCbulk − EHCPbulk . (5.4)

The phase energy describes which of the FCC and HCP crystal structures

that is the most stable one for a given metal, i.e. a negative phase energy

means that the FCC structure is more stable than the HCP structure. Even

though the cohesive energy is badly described in DFT, this is not the case

for the phase energy, since it is the difference between two bulk energies.

Values for the cohesive energy and the FCC-HCP phase energy can be seen

in table 5.2. The phase energy is found to be negative for all the studied

metals indicating that the most stable phase is the FCC structure, which

also is the ground state structure of all the metals.

The heat of formation of an alloy, is the energy needed to separate its

elements into their ground state reference crystal structure. For an alloy

with two different elements, A and B, the formation energy can be written
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as

Eheat = EABalloy −NAEAref −NBEBref , (5.5)

where EABalloy is the energy of the AB-alloy, Eref is the energy per atom in

the reference crystal and N is the number of atoms in the alloy for a given

element. The heat of formation is, like the phase energy, a well defined

quantity for both the interatomic potentials used and for DFT, and since

experimental data are rare values calculated with the latter are used as

targets.

5.2.3 Elastic constants

Elastic constants describe the elastic properties of metals and especially the

energy it costs to deform the crystal, i.e. the stiffness of the bonds between

the atoms. This is especially important for nanoparticles, where it for small

particles can be favourable to transform into non-crystalline structures, like

the icosahedron, introducing stresses and higher bulk energy while lowering

the surface energy. The elastic constants are therefore also important targets

for a potential fitting.

The relationship between the stress and strain in a material is governed

by Hooke’s law in the linear regime where the strains are small

σ = C ε , (5.6)

where σ is the stress tensor, ε is the strain tensor and C the elastic stiffness

tensor. There are in general nine stress and nine strain components, three

for each of the three principal directions, and therefore 81 elastic stiffness

constants. The number of stress and strain components can however be

reduced to six using that the total torque must be zero, i.e. no rotations,

which leaves 36 elastic stiffness constants. For cubic crystals this number

can be reduced further using crystal symmetry to three independent elastic

stiffness constants [63]




σxx

σyy

σzz

σyz

σzx

σxy




=




C11 C12 C12 0 0 0

C12 C11 C12 0 0 0

C12 C12 C11 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C44







εxx

εyy

εzz

εyz

εzx

εxy




. (5.7)
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For hexagonal crystals the number of independent elastic stiffness constants

can be reduced to five [70]




σxx

σyy

σzz

σyz

σzx

σxy




=




C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C66







εxx

εyy

εzz

εyz

εzx

εxy




, (5.8)

where the following relationship holds

C66 = (C11 − C12)/2 , (5.9)

Another important and also more commonly know elastic constant is the

bulk modulus, B. It is defined based on the energy response to a uniform

dilation, i.e. an uniform increase of volume caused by a deformation in all

three principal directions, εxx = εyy = εzz = 1
3δ, in the following way

U =
1

2
εTC ε =

1

2
Bδ2. (5.10)

Solving (5.10) for a cubic crystal one finds that the bulk modulus is given

as

Bcub =
1

3
(C11 + 2C12) (5.11)

and for a hexagonal crystal as

Bhex =
2C11 + 2C12 + 4αC13 + C33α

2

(2 + α)2
, α =

C11 + C12 − 2C13

C33 − C13
. (5.12)

A compilation of experimental and calculated elastic constants are seen

in table 5.3 at both 0 K and room temperature. The calculated values are

found by applying a series of strains in a specific direction and then fit this

to the resulting stresses linearly using equation (5.7) or (5.8). For example,

to find C11 in a cubic crystal we apply a series of strains εxx leaving all

other zero, resulting in stresses σxx = C11 · εxx from which C11 can be

found through a linear fit. This approach utilises that GPAW in plane

wave mode and the interatomic potentials can calculate the stress. The

DFT calculations are carried out in plane wave mode with a plane wave

cutoff of 1000 eV, a k-point sampling of 12 in all directions and the PBEsol

exchange-correlation functional.
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Table 5.3: Experimental and calculated (rows marked with *) cubic elastic stiff-

ness constants incl. bulk modulus given in GPa. The experimental values at 0 K

are taken from [63] and the values at room temperature are taken form [65]. The

bulk modulus at room temperature are taken from [63, 71] and at 0 K calculated

using equation (5.11) (?).

Metal C11 C12 C44 B Temp. (K)

Al 106.8 60.4 28.3 72.2 298

114.3 61.9 31.6 79.4? 0

* 113.0 66.7 17.8 82.2 0

Ni 248.1 154.9 124.2 186 298

261.2 150.8 131.7 187.6? 0

* 311.2 201.6 144.9 238.4 0

Cu 168.3 122.1 75.7 137 298

176.2 124.9 81.8 142.0? 0

* 209.5 142.2 92.9 165.3 0

Pd 227.1 176.0 71.7 180.8 300

234.1 176.1 71.2 195.4? 0

* 247.5 181.9 - 206.6 0

Ag 124.0 93.7 46.1 100.7 300

131.5 97.3 51.1 108.7? 0

* 144.2 103.8 - 120.6 0

Pt 346.7 250.7 76.5 278.3 300

* - - - 284.0 0

Au 192.4 163.0 42.0 173.2 296.5

201.6 169.7 45.4 180.3? 0

* 191.6 162.6 42.4 172.8 0
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Figure 5.2: Parity plot of the cubic elastic constants C11, C12 and C44 calculated

with DFT versus the values found experimentally at 0 K. The date is taken from

table 5.3.

Even though there is experimental data available at 0 K for the metals

studied, these values are in general very sparse. One therefore need to choose

between experimental values at room temperature or calculated values at 0

K as targets for the fitting, which is carried out at the latter temperature.

One could therefore tend to use calculated values when 0 K experimental

values are not available. It is however clearly seen in figure 5.2 and 5.3 that

the experimental values at room temperature lie closer to the ones at 0 K

than the calculated values do. Experimental values are therefore used as

targets in the fitting. If 0 K data is not available values at room temperature

are used instead.

5.2.4 Surface energies

The surface energy is defined as one half of the energy per atom or unit area

needed to cleave a crystal along a given crystal plane, and is a basic quant-

ity in surface science. It determines the equilibrium shape of mesoscopic

crystals like nanoparticles [47], and plays an important role many other

places in surface science. It is therefore also important that an interatomic

potential can reproduce surface energies well if it has to be used in surface

science applications, which is the case in this work. It is however very diffi-

cult to measure the surface energy of solid metals and experimental surface
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Figure 5.3: Parity plot of the cubic elastic constants C11, C12 and C44 obtained

experimentally at 300 K versus the ones found at 0 K. The data are taken from

table 5.3.

energies are only available for liquid metals, which can be extrapolated to

0 K [72]. Experiments can therefore not shed light on the anisotropy of the

surface energy regarding different surface facets. Surface energies therefore

have to be determined with first-principal calculations [73–75], which also

have been used to find fitting values in this work.

The original approach to calculate the surface energy, γ, is to calculate

the energy of a N -layered slab and then from this subtract the bulk energy

obtained from another calculation

γ = lim
N→∞

1

2

(
ENslab −NEbulk

)
, (5.13)

where ENslab is the total energy of the slab and Ebulk is the bulk energy of

one layer in the slab. This should in principle converge as N gets large

enough. Boettger has however shown that this is not the case, since a tiny

difference between the bulk energy and the change in energy between a N -

and N +1-layered slab will cause the surface energy to diverge linearly with

N [76]. Fiorentini and Methfessel have therefore proposed a more accurate

method using that, when N becomes large and convergence is reached, then

equation (5.13) can be written as [77]

ENslab ≈ 2γ +NEbulk. (5.14)
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Table 5.4: Calculated surface energies on the low index surfaces (100), (110) and

(111) given in J/m2. Two references are given, one experimental [72] and one

computational [75], where the latter is given as the average of the listed surfaces.

Metal (100) (110) (111) Avg. Ref. [72] Ref. [75]

Al 1.004 1.106 0.927 1.012 1.143 1.272

Ni 2.683 2.721 2.396 2.600 2.380 2.268

Cu 1.767 1.866 1.569 1.734 1.790 2.118

Pd 1.897 1.949 1.724 1.857 2.003 2.157

Ag 1.130 1.195 1.013 1.113 1.246 1.203

Pt 2.228 2.330 1.906 2.155 2.489 2.617

Au 1.198 1.278 0.979 1.152 1.506 1.537

Based on this the surface and bulk energy can be obtained by a linear fit

to all slab energies versus the number of layers, without using a bulk en-

ergy calculated elsewhere. This linear-in-N behaviour is found by Fiorentini

and Methfessel to be dominant already at thin slabs with only three to five

layers for Pt (100). Previous results from [78] for low index gold surfaces

using this method show that the surface energy is converged around nine

to eleven layers. A compilation of surface energies for the studied metals

calculated with this method can be seen in table 5.4 together with an ex-

perimental reference by Tyson et al. [72] and a computational reference by

Vitos et al. [75]. The experimental reference is based on liquid surface ten-

sion measurements extrapolated to 0 K and the calculated reference is the

average of the low index surface energies calculated. In figure 5.4 the aver-

age of the calculated surface energies in this work and by Vitos et al. are

plotted against the experimentally found surface energies. For both of the

calculations the mean absolute error is found to be below 0.2 J/m2.

The DFT calculations are carried out on slabs with 3, 5, 7 and 9 layers

using grid mode with a grid spacing of 0.15 Å and a k-point sampling of

12 in the two in plane directions with periodic boundary conditions. The

vacuum above and below the slab was at minimum 6.0 Å and have been

fitted, so the total height of the cell was dividable with the grid spacing.

This was done to have an integer number of grid points, keeping the atoms

positions relative to the grid points fixed when the slab thickness increases.

The PBEsol exchange correlation-functional has been used, since Schimka et

al. [29] have shown that it compared to other functionals reproduce surface

very well, which we also see in figure 5.4. The two outer most layers were

only relaxed on one side until the maximum force was below 0.05 eV/Å2,
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Figure 5.4: Average surface energy of the (100)-, (110)- and (111)-surface plotted

against experimental values for the present work and the work by Vitos et al. [75].

assuming a symmetric relaxation on both sides.

5.3 Revised EMT potentials

The presented fitting algorithm have been used to refit the original EMT

potential parameters for aluminium (Al), nickel (Ni), copper (Cu), palla-

dium (Pd), silver (Ag), platinum (Pt) and gold (Au) to the revised EMT

potential described in section 3.1. The fitting is based on the lattice con-

stant, cohesive energy, bulk modulus, elastic constants C11, C12 and C44,

and surface energies for the closed packed (111)-surface and the more open

(100)-surface. The surface energies are fitted to the value given in eV/atom,

since this evade a double fit of the lattice constant. All the material prop-

erties are calculated based on the FCC structure, which is the most stable

one for these metals (see also the phase energy in table 5.2).

Before the actual potentials were fitted it was tested which distribution

width and temperature would be the optimal ones. The results of these tests

are summarised in table 5.5, where the found global minimum energy and

the percentage of minima found that was less than 0.5 % from the global one

are listed for different widths and temperatures. The temperatures 0.014,

0.144 and 0.288 are chosen so a relative increase in the error function of

respectively 1 %, 10 % and 20 % will have a 50 % chance of being accepted.
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Table 5.5: Test results showing the found global minimum and the percentage of

minima found that was less than 0.5 % from the global one (last column) listed for

different distribution widths and temperatures.

Width Temperature Global min. (eV) Good min. (%)

0.01 0.014 50.291118 2.14

0.01 0.144 50.785404 4.63

0.01 0.288 49.965844 2.28

0.1 0.014 48.197363 1.76

0.1 0.144 47.908973 5.18

0.1 0.288 47.916085 4.04

0.5 0.000 48.195443 0.10

Table 5.6: The material properties or combinations of those that are used in

the potential fitting listed together with the relative uncertainties used. There is

applied high weight (low uncertainty) on the lattice parameters and the cohesive

energy, whereas the rest of the properties are weighted more equally.

Material property: a B C11 C44 Ecoh γ111 γ111/γ100

Uncertainty (δ): 0.001 0.01 0.01 0.02 0.001 0.02 0.01

It can be seen from the tests that the lowest global minimum is found with

a distribution width of 0.1 and that the frequency of minima within 0.5 %

of the global one is highest for a temperature of 0.144. These two values

have therefore been used in the fitting, which has been done on eight CPU’s

with 200 steps on each leading to a total of 1600 steps made in the random

walk.

For performance reasons the potentials are not fitted with the standard

parameters and material properties. The parameter κ is exchanged with

δ = βη2 − κ, since all material properties of the pure elements to first

order are insensitive to change in V0 and δ if their product is remains the

same (see ref. [42]). The elastic constant C12 not used, since it is given by

the bulk modulus and C11 (see equation (5.11)), and the surface energies

are fitted through the (111)-surface energy and the ratio between this and

the (100)-surface energy, since it is the ratio that determines the shape of

a Wulff construction (see section 4.1). A list of the material properties or

combinations of those that are used can be seen in table 5.6 together with the

relative uncertainties used. There is applied high weight (low uncertainty)

on the lattice parameters and the cohesive energy, whereas the rest of the

42



5.3 Revised EMT potentials

a B C 1 1 C 1 2 C 4 4 E c o h γ1 1 1 γ1 0 0

- 6 0
- 5 0
- 4 0
- 3 0
- 2 0
- 1 0

0
1 0
2 0

De
via

tio
n f

rom
 ta

rge
t (%

)

P r o p e r t i e s

A l

Figure 5.5: Plot of the deviation of the material properties of Al calculated with

the new and old potential. See caption in figure 5.6 for a further explanation.

properties are weighted more equally. The FCC-HCP phase energy have

not been included in the fitting, since EMT is not good at describing this

property, since the FCC and HCP structures are too much alike when it

comes to the neighbouring environment of individual neighbours, and the

fitting will therefore loosen the accuracy on other parameters in order to fit

the phase energy.

The results of the fitting can be seen in table 5.7, where the final potential

parameters are listed in the top part, and in figure 5.5 and 5.6, where

the deviation from the target value for the material properties used are

plotted. The actual values of the fitted material properties can be seen

in the included paper IV. The revised EMT potential with the refitted

parameters (hereafter also called the new potential) in general performs

very well for all the studied metals and the new potential in most cases

also perform better than the old EMT potential. Firstly it should be noted

that both the old and new potential hits the important lattice constant

and cohesive energy spot on. The better performance of the new potential

can to a large extent be attributed to better absolute values for the surface

energies, which the old potential was not fitted to. Taking the latter into

account it is remarkable that the old potential actually hits the target better

than the new potential when it comes to the surface energy ratio. The new

potential is however not inferior, since the ratios are less than 10 % off for

all the metals. When it comes to the elastic constants the new potential

gets a better bulk modulus for six out of the seven metals studied and a

better value for the shear modulus C44 for all the metals. For the two

other elastic constants the picture is more muddy, where the new potential
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Figure 5.6: Plot of the deviation of the material properties of Ni, Cu, Pd, Ag, Pt

and Au calculated with the new and old potential. In general is the new potentials

more accurate than the old ones, which primarily is cause by the better surface

energies. The new potential however has a tendency to underestimate C11 and

overestimate C12, since the fitted bulk modulus is the sum of those.
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Chapter 5. Fitting interatomic potentials

performs similarly to or better than the old potential for Al, Cu, Pd, Ag

and Au, but worse for Ni and Pt. A clear tendency to underestimate C11

and overestimate C12 for the new potentials is also seen, which stems from

fitting the potential to the bulk modulus, since this is defined based on the

sum of C11 and C12. A good bulk modulus is therefore still obtained having

significant deviations on C11 and C12 if they just are of opposite sign. This

will however give rise to a wrong anisotropy ratio [79] based on the difference

between C11 and C12

A =
2C44

C11 − C12
. (5.15)

It is possible to fit the parameters to the anisotropy excluding both C11

and C12, but this will lead to huge underestimation of the absolute surface

energies for many of the metals. Both the old and new potential for Al

performs worse than all the other metals, which may be attributed to the

fact that Al does not have a d-band, like the transition metals, and therefore

directional bonding might be present, giving EMT difficulties in describing

its material properties.

The found potentials should be evaluated on material properties that it

has not been fitted to in order to ensure that the potential is not over-fitted,

even though this is not a problem normally. This is because the potentials

have a strict functional form that imitates the real physics behind and the

number of energy calculations made by far exceeds the number of parameters

fitted2. A description of different methods to evaluate a potential will be

described in the next section.

5.4 Pt−Y interatomic potentials

Before the revised EMT potential parameters were refitted using the presen-

ted fitting algorithm, this was used to fit a platinum-yttrium (Pt−Y) poten-

tial with both the revised EMT and Gupta potential, which it also originally

was developed to do. The algorithm presented in section 5.1 is therefore

also an optimized version of the algorithm used to fit the Pt−Y potentials.

Firstly, the random perturbations were made with a uniform distribution,

that had an individual width for each parameter fitted. Secondly all final

parameter sets were accepted, i.e. the temperature was set to infinity. The

2When fitting an interatomic potential we actually fit its potential energy surface to

one that is defined by the material properties used. The potential is therefore fitted

indirectly to the material properties, but directly to the points on the potential energy

surface, and it is therefore the number of these compared to the number of parameters

fitted that defines the probability of over-fitting.
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5.4 Pt−Y interatomic potentials

Table 5.9: Material properties and target values used in the fitting of the Pt−Y

system. For Pt, only the properties that are new or have different target values

than the ones presented in section 5.2 are listed. Most of the target values are

calculated using the described methods, but with the PBE exchange-correlation

functional in stead of PBEsol. [a] Taken from ref. [65], [b] taken from ref. [63]

and [c] taken from ref. [69].

Metal Property Value

Pt ahcp (Å) 2.77

Pt chcp (Å) 4.78

Pt Ephase (eV) -0.05

Pt γ100 (J/m2) 1.861

Pt γ111 (J/m2) 1.519

Pt3Y a (Å) 4.13

Pt3Y B (GPa) 171.2

Pt3Y Eheat (eV) -4.04

Pt3Y γ100 (J/m2) 2.222

Pt3Y γ111 (J/m2) 1.529

Metal Property Value

Y ahcp (Å) 3.65[a]

Y chcp (Å) 5.73[a]

Y B (GPa) 36.6[b]

Y C11 (GPa) 77.90[a]

Y C12 (GPa) 28.50[a]

Y C44 (GPa) 24.31[a]

Y Ecoh (eV) 4.37[b,c]

Y Ephase (eV) 0.028

Y γ100 (J/m2) 0.954

Y γ111 (J/m2) 0.963

Y γ0001 (J/m2) 1.009

width used in the fitting was varied between the different runs in the range

from 0 to 1 in order to optimize the random walk, and a complete reference

to the used values are therefore unfortunately not available. Besides the

random walk there was also a stationary search, where the random perturb-

ation was applied always to the initial parameter set. The major drawback

of the old algorithm was that it was not encouraged to find better minima

through a finite temperature and rejection of parameter sets that raised the

error function.

Since the potentials were fitted at a different time, other target values

than the ones presented in section 5.2 have been used for the fitting. This

includes some values for platinum that differs from the previously stated and

not previously mentioned material properties for yttrium and the Pt3Y alloy.

All these values are listed in table 5.9. The relative uncertainties used in the

fitting have been omitted since they where adjusted during the different runs

in order to optimize the fitting, like the distribution widths. A complete

reference to the used values are therefore not available, but the used values

follow the trends for the ones used in the revised EMT fitting (previous

section) listed in table 5.6. Similar to the revised EMT fitting is the EMT
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parameter κ exchanged with δ = βη2 − κ, and the previously mentioned

scheme for the surface energies and bulk modulus are used. Further more,

the two lattice constants of yttrium are fitted to the ratio between the two

and volume per atom, V =
√

3a2c/4, since these are thought to be better

targets.

The results of the fitting can be seen in table 5.7 (bottom part) and 5.8,

where the final potential parameters are listed for respectively the revised

EMT and Gupta potential. In figure 5.7 the deviations from the target

values are plotted for the material properties used in the fitting. For yt-

trium it is not clear if it is the revised EMT or the Gupta potential that

performs best, since their mutual performance varies between the different

material properties. For the elastic constants C11, C12, C13 and C33, sur-

face energies and phase energy the Gupta potential deviates less than the

revised EMT potential from the target values, whereas this is reversed for

the more important lattice constants and the bulk and shear modulus, C44.

It should however be noted that the revised EMT potential describes the

ratios between the surface energies better. For the two platinum potentials

the deviations from the target values are more or less equal for all the elastic

constants except the shear modulus where the revised EMT potential again

performs better than the Gupta potential. This is also the case for the

surface energies. Comparing this platinum potential with the more recently

fitted one described in the previous section, we see that the former performs

a little better than the latter, mainly due to small improvements on the sur-

face energies and the elastic constant C44 by approx. 5–9 %. The simple

reason for this is that the new fitting algorithm have found a lower lying

minimum compared to the algorithm used here. For the Pt3Y system the

revised EMT potential performs a little bit better than the Gupta potential

on the bulk modulus and surface energies, whereas they are much similar

on the lattice constant and heat of formation. The conclusion based on the

fitting results is that none of the potentials stand out from the other regard-

ing performance and further evaluation using other systems and properties

are therefore needed.

5.4.1 Potential evaluation

In order to evaluate the performance of the combined Pt−Y potential, three

different test cases have been used. Firstly the potentials have been used

to calculate material properties for different Pt−Y crystal structures which

then can be compared to values found with more accurate DFT calculations

or experimentally. Secondly the potentials have been used to find minimum

energy structures using global optimization, and then the 10 lowest-lying
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Figure 5.7: Illustration of the deviation from the target values for the revised

EMT and Gupta potential fitted to the Pt−Y system. The negative deviation in

phase energy for Y is ∼80 % and for Pt ∼100 % for both potentials. The negative

deviation in C13 for Y is 94 %
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Table 5.10: Lattice constants, bulk modulus and heat of formation for the non-

fitted alloys Pt5Y, Pt2Y and PtY found experimentally and calculated with DFT,

the revised EMT potential and the Gupta potential. [a] Taken from ref. [80] and [b]

taken from ref. [81]. DFT calculations are made by Ulrik Grønbjerg Vej-Hansen.

Alloy Property Experiment DFT EMT Gupta

Pt5Y a (Å) 7.490[a] 7.518 7.454 7.457

Pt5Y B (GPa) - 187.55 221.09 229.38

Pt5Y Eheat (eV) - -3.69 -3.90 -4.24

Pt2Y a (Å) 7.594[a,b] 7.690 7.681 7.670

Pt2Y B (GPa) - 160.79 180.38 199.26

Pt2Y Eheat (eV) - -3.24 -2.98 -3.50

PtY a (Å) 7.018[b] 7.248 7.153 7.104

PtY b (Å) 4.476[b] 4.749 4.473 4.561

PtY c (Å) 5.547[b] 5.505 5.698 5.660

PtY Eheat (eV) - -1.36 -1.94 -2.67

minima for each potential are compared to DFT calculations. Thirdly the

potentials have been used to calculate melting points for different Pt−Y

crystal structures, which are then compared to experimental results. The

three different test cases are explained in more details in the following sec-

tions.

Different crystal structures

Both the revised EMT and Gupta potential have been fitted to crystal prop-

erties of Pt3Y in the L12 crystal structure, but not to material properties of

other phases of Pt−Y. These other phases can therefore be used to evaluate

the performance of the potentials. A compilation of lattice constants, bulk

modulus and heat of formation for the phases Pt5Y, Pt2Y and PtY calcu-

lated with DFT, both potentials and found experimentally can be seen in

table 5.10. The DFT calculations were carried out using grid mode with a

fixed number of grid points resulting in a grid spacing just below 0.1 Å for

the cubic unit cells (Pt5Y and Pt2Y) and a grid space close to 0.15 Å for

the orthorhombic unit cell (PtY). A k-point sampling with 6 points in all

directions were used for the cubic unit cells and a sampling with 4, 6 and 5

points were used for the three primary directions in the orthorhombic unit

cell.
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Table 5.11: Melting points for Pt, Y and Pt3Y in K found experimentally and

calculated with the revised EMT and Gupta potential. The experimental references

are taken from [82], where the temperature for Pt3Y is an estimate based on the

phase diagram.

Material Experimental EMT Gupta

Pt 2042 1676 1721

Y 1795 2217 1382

Pt3Y ∼2313 2323 1663

Comparing the DFT results with the experimental reference we see that

DFT describe the experimental trends in the lattice constants with only

minor error. Looking at the potentials we see that both of the potentials

actually describe the investigated properties really well taking into account

that they are interatomic potentials and not fitted to these properties. The

deviations on the lattice constants compared to experiments are for both

of the potentials comparable to that of DFT, and sometimes even better.

When it comes to the heat of formation and bulk modulus the revised EMT

potential gets a little closer to the DFT values than the Gupta Potential.

Melting points

The melting point of metals and some alloys are well know experimentally

and it is therefore a good property to evaluate the performance of a po-

tential against. The melting point is here calculated based on the mean

temperature of a very thick slab that ideally is melted half way through.

To get this we start with a bulk crystal slab and enforce a temperature

gradient over it with a Langevin molecular dynamics simulation, where the

unit cell is allowed to relax. The temperature at the top and bottom of the

slab is set so it spans the expected melting point in order to get a molten

and a solid part. When the temperature gradient is established and there

is a molten and solid part in the slab the molecular dynamics is switched to

constant energy Velocity Verlet dynamics in order to find the equilibrium

temperature. If there in the final slab is a molten and solid part with a

well defined boundary, then this temperature is the melting point. The ini-

tial gradient and the equilibrium temperature at constant energy through a

platinum slab is plotted in figure 5.8. Melting points for platinum, yttrium

and Pt3Y have been calculated using this method with both the revised

EMT potential and the Gupta potential. The results are seen in table 5.11

together with an experimental reference. For platinum the Gupta potential
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Figure 5.8: Temperature gradients through a platinum slap at two different times

during the calculation of the melting point. The black line shows the enforced

temperature gradient with the Langevin dynamics and the red line shows the final

temperature after the constant energy Velocity Verlet dynamics.

performs a little better than the revised EMT potential and for yttrium both

potential are equally bad; EMT finds a melting point that is too high and

Gupta finds one that is too low. The experimental reference for the Pt3Y

alloy is only an estimate based on the phase diagram, and a direct compar-

ison is therefore shaky. It is however seen that the revised EMT potential

are close to this estimate whereas the Gupta potential is much smaller. It is

evident that the two potentials for some reason gets very different melting

points when yttrium is involved, but almost similar values for platinum.

Structure of small clusters

Both of the previous evaluation cases are focused on the bulk properties

of the potentials. In order to investigate the non-bulk properties of the

potentials, basin-hopping global optimization has been preformed on nan-

oparticles with 20, 60 and 100 atoms composed of 25 % Y and 75 % Pt

using both the revised EMT and Gupta potential. All the optimizations

were started from a random configuration of atoms and they were run us-

ing the shake move with a sphere radius of 1.4 Å (see section 4.3), at a

temperature of 2000 K and in 100.000 steps. After the global optimizations

20 minima structures were selected for each nanoparticle size, the 10 lowest
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Figure 5.10: Figurative illustration of the missing details in the EMT and Gupta

potential energy landscapes leading to a split between two almost identical minima

in EMT and Gupta when evaluating them with DFT.

minima for each potential, which then were minimized with each of the po-

tentials and DFT using the LCAO mode enabling the study of the large 100

atoms nanoparticles. The arrangement of these minimized energies for the

20 structures for each nanoparticle size can be seen in figure 5.9. Looking

at the plots we see that the spread in DFT energies is much larger than

it is for the potentials indicating that the potential energy surface of DFT

is more complex than for the potentials, as expected. This is also seen for

the 20 atoms nanoparticles, were three of the found minima with the two

potentials are almost identical3, however running minimization with DFT

will give two different minima. This scenario where the energy landscape of

the potentials only has a single minima whereas DFT has a double minima

is illustrated in figure 5.10. From the nanoparticles with 60 and 100 atoms

we can see that the 10 minima found with the revised EMT potential has

lower DFT energy than the 10 minima found with the Gupta potential.

This picture it however reversed for the nanoparticle with 20 atoms, were

the minima predicted by the Gupta potential have the lowest energy, ex-

cept the global minimum which is is found by the revised EMT potential.

Based on this it seems that the Gupta potential is good for small structures

whereas the revised EMT potential is good for large structures and bulk.

3Taking the Gupta structure and minimizing it with the EMT potential will give an

EMT structure and the other way around.
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5.5 Summary

5.5 Summary

This chapter has presented an algorithm that can be used to fit interatomic

potential parameters based on material properties. A review of the different

material properties used, is given, where methods to calculate these with

DFT are explained and the results are compared to experimental data. In

general is the latter preferred, since these by definition are more accurate,

but some properties cannot be measured and DFT calculations are therefore

needed, i.e. for surface energies. Refitted potential parameters for the

revised EMT potential are presented, and the resulting potentials are found

to have an overall smaller deviations form the fitted material properties than

the old EMT potentials. The surface energies are found to be significantly

better, but this has come at the price of less accurate elastic constants

for some of the metals. This is viewed as an acceptable compromise, when

surface properties are of interest. Potential parameters for the Pt−Y system

for both the revised EMT and Gupta potential are also presented, and

their validity are tested against non-fitted material properties and found to

describe these well.

It is undoubtedly possible to fit potentials that hit some of the material

properties better than the presented potentials. This illustrates the diffi-

culties in potential fitting, where one cannot get it all right and compromises

must therefore be made. Potential fitting is craftsmanship, where fine tun-

ing the weights of the material properties used is an important task, in order

to find the optimal potential for a given system.
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Chapter 6

Compressed Pt overlayer on

Pt−Y nanoparticles

This chapter deal with the ongoing effort to find catalysts that is more active

than platinum (Pt) for the oxygen reduction reaction, without sacrificing the

long-term stability. In this respect platinum-yttrium (Pt−Y) nanoparticles

have shown promising results, since they are highly active and stable. It

is believed that the high activity is caused by compressive strain in the

platinum overlayer and we therefore model Pt−Y nanoparticles with the

aim of gaining a better understanding this and other effects playing a role

in the enhanced activity.

6.1 Platinum alloy catalysts in fuel cells

In a future hydrogen society the low temperature polymer electrolyte mem-

brane fuel cell (PEMFC), that uses hydrogen and oxygen to produce elec-

tricity, plays an important role. The operation of the PEMFC is divided in

two half reactions, one at the anode and one at the cathode;

2 H2 −−→ 4 H+ + 4 e− (6.1a)

O2 + 4 H+ + 4 e− −−→ 2 H2O (6.1b)

where the latter oxygen reduction reaction (ORR) by far is the most de-

manding reaction with a high overpotential [83]. In the present state-of-the-

art PEMFC’s platinum is used as a catalyst due to its high activity towards

the ORR and because it is one of the only metals that is thermodynamically

stable in the acidic and oxidising environment of a PEMFC [84, 85]. How-

ever the relative high loading of platinum limits the commercialisation of
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Chapter 6. Compressed Pt overlayer on Pt−Y nanoparticles

Figure 6.1: Plot of the predicted ORR activity relative to platinum as a func-

tion of the oxygen binding energy relative to platinum (dotted line). Experimental

measured activities for different alloys containing platinum (see reference for de-

tails). Reproduced from ref [91].

PEMFC’s for mainly mobile applications, since platinum is too scarce [86].

One of the most promising ways to overcome this problem is to reduce the

platinum loading by enhancing the activity by alloying platinum with other

metals using a platinum surface overlayer as protection against the corrod-

ing environment of the PEMFC [83]. In a resent estimate by Gasteiger and

Markovic they indicate that a eight- to ten-fold increase compared to pure

platinum is needed [87].

This is not a trivial accomplishment, since the optimal catalyst should

bind moderately to all the intermediates of the ORR, namely OOH*, O*

and OH* in order to activate O2 adsorption and desorption of H2O. One

can however not adjust the binding energy of one intermediate without

changing it for the others, since they all scale linearly with the oxygen

binding energy [88]. This scaling can on the other hand be used to describe

the trends in oxygen reduction activity with the oxygen binding energy

giving raise to a volcano-type relationship between this and the activity

seen as the dotted line in figure 6.1 [84,89,90]. One can see that platinum is

close to the peak of the volcano and that there is room for improvements if

the oxygen binding energy can be lowered by 0.2 eV compared to platinum.

This lowering can for example be achieved by alloying platinum with another

transition metal utilising strain effects, where the d-band of the surface

platinum layer is changed due to strain in the surface layer, or by ligand

effects, where the electronic structure is changed due to the presence of the
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6.1 Platinum alloy catalysts in fuel cells

Figure 6.2: Plot of the oxygen binding energy relative to that of platinum as a

function of the alloy formation energy for different alloys of platinum and palla-

dium with other transition metals. For some systems cases where there are 50 %

(circles) and 25 % (squares) of the alloyin element is reported. Reproduced from

ref. [90].

alloying metal in the subsurface layer [92,93].

Several different alloys between platinum and late transition metals have

been examined as extended surfaces and shown a considerable increase in

activities compared to pure platinum, among these Pt3Ni, Pt3Co, Pt3Fe and

near surface alloys of Cu/Pt(111), which can be seen in figure 6.1 [91,94,95].

In a screening study by Greeley et al. [90] they found that platinum and

palladium alloyed with early transition metals yttrium and scandium were

promising candidates as ORR catalyst, since they both showed increased

activity and high stability compared to the previously mentioned alloys.

This can be seen in figure 6.2 where the oxygen binding energy relative

to oxygen is plotted against the heat of formation for the alloy. The high

stability of the Pt3Y and Pt3Sc alloy can be explained by the fact that Y

and Sc have an empty d-band whereas the ones for Pt and Pd are almost full

leading to half filled band with only bonding states occupied in the alloy.

Based on these results Stephens et al. [80] did experimental tests on

Pt−Y alloys with different compositions and also Pt3Sc, Pt3Hf and Pt3Zr.

They found that Pt3Y among the examined alloys had the highest activity,

approx. nine times as high as pure platinum, but Pt5Y also showed an

increased activity of approx. six times that of pure platinum. The most

surprising results was however that the platinum overlayer after the electro-

chemical test were measured to be around 10-15 Å thick ruling out ligand

effects as the main driver for the enhanced activity as previously anticipated.

59



Chapter 6. Compressed Pt overlayer on Pt−Y nanoparticles

Figure 6.3: Specific activity (a) and mass activity (b) at 0.9 V for the ORR from

different PtxY particle sizes initially (red) and after 9000 potential cycles (blue),

and pure Pt particles for comparison (black). Reproduced from ref. [98]

The hypothesis has since been that the enhancement of the activity is due

to the platinum surface layer being under compressive strain. This were also

one of the conclusion in a thorough study on different alloys with platinum

by Tobias P. Johansson [96]. He found that Y deposited on Pt(111) after an-

nealing probably forms Pt surface layer under 5 % compressive strain with

an underlying crystal structure of Pt5Y. This can explain the enhanced

activity since a compressive strain would weaken the oxygen bond. Form-

ing a Pt overlayer on a Pt3Y crystal will on the other hand result in tensile

strain strengthening the oxygen bond and make the catalyst less active [92].

6.2 Studies of Pt5Y nanoparticles

The work presented until now have been carried out on extended surfaces,

since these are easy to prepare and perform electrochemical test with. How-

ever in commercial PEMFC’s the catalyst used typically comes in the form

of nanoparticles deposited on a high surface area carbon substrate in order

to maximize the total surface area of the catalyst, since the ORR is believed

to take place on the flat (111)-surfaces [86,87].

Motivated by this and the fact that Pt3Y and Pt5Y have shown high

activity for ORR, Christian Strebel and co-workers [97, 98] prepared and

performed electrochemical tests on PtxY mass selected nanoparticles in the

size range 3–9 nm. In the first attempt they tried to make Pt3Y particles

from a Pt75Y25 target, but ended up with particles with too much yttrium

resulting in poor stability, due to leaching of the yttrium in the electrolyte.

In the second attempt they used a Pt90Y10 target, which resulted in particles
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6.2 Studies of Pt5Y nanoparticles

Figure 6.4: Plot of the average nearest neighbour Pt–Pt distance for PtxY and

pure Pt nanoparticles at different sizes measured by EXAFS. Measurements were

carried out on particles as prepared (AP) and after electrochemical treatment (EC).

Reproduced from ref. [99].

with a stoichiometric composition very close to that of Pt5Y for the 5, 7

and 9 nm particles. For the 3 nm particles they however found a much

higher Pt:Y ratio of 10. The measured activity of these particles are shown

in figure 6.3 where a clear increase in activity is seen compared to pure

platinum particles.

In order to confirm the hypothesis that this increase in activity is due to

the platinum atoms being under compressive strain the particles were ex-

amined with EXAFS [99]. Based on these measurements the average Pt–Pt

nearest neighbour distance in the PtxY particles can be calculated assuming

a crystal structure of Pt5Y. The results seen in figure 6.4, indeed show that

the average Pt–Pt nearest neighbour distance is compressed compared to

pure platinum particles, and that the compression increases with particle

size weakening the oxygen binding energy explaining the increase in specific

activity with size. The measured Pt–Pt distance is, however, an average

over all Pt–Pt neighbours in the particles and it therefore does not shed

light on the Pt–Pt distance and strain in the platinum overlayer, which

actually determines the oxygen binding energy and ORR activity.
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Figure 6.5: The average Pt–Pt nearest neighbour distance as a function of sim-

ulation time. It is seen that convergence is reached around half way through the

simulation for both the samples that are annealed at 900 K and the ones that are

not.

6.3 Molecular dynamics simulations

In order to get a better understanding of the morphology of the presumed

Pt5Y core-shell nanoparticles large scale Langevin molecular dynamics sim-

ulations have been made on particles in the size range 2.5–8 nm. Along side

the Pt5Y particles, pure Pt particles have also been modelled for compar-

ison.

All the simulations have been carried out with the fitted Pt−Y revised

EMT potential (see section 5.4 for details), with a time step of 5 fs and

a damping coefficient of 0.002 s−1. The simulations have been performed

at two different temperatures: 900 and 300 K. The former temperature

have been chosen with the aim of ensuring a good mobility of the surface

atoms, whereas the latter was chosen with the aim of imitating the environ-

ment the experimental prepared PtxY particles have been in, i.e. at room

temperature. The mobility of the surface atoms were tested at different

temperatures, and 900 K was found to give the best compromise, where

the core atoms stayed fixed and the surface atoms moved around one to

three nearest neighbour distances during the simulation. Each simulation
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6.3 Molecular dynamics simulations

Table 6.1: Used initial diameters in Å and the resulting Pt:Y ratio with an initial

shell thickness of 1.5 nm.

Diameter 40 46 50 56 60 66 70 76 80 86

Pt:Y ratio 245.5 162.4 67.0 49.4 43.1 29.0 28.0 22.1 20.4 17.9
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Figure 6.6: Plot of the final shell thickness (top) and the compression of the

initial particle diameter after the simulation (bottom) as a function of the particle

diameter.

has been run with 9,000,000 steps corresponding to a total of 45 ns. This

was more than enough to converge the average nearest neighbour Pt–Pt

distance, as can be seen in figure 6.5 where this is plotted against the time

of the simulation and it is seen that the average nearest neighbour Pt–Pt

distance does not change significantly during the last part of the simulation.

The starting structure for each of the simulations has been a spherical

particle with a certain diameter cut out from a bulk Pt5Y crystal, where

the yttrium has been removed in a shell with a thickness of 1.5 nm around

the core of the particle. No special scheme have been applied to mimic the

leaching of yttrium in the electrolyte. The initial diameters used can be

seen in table 6.1 together with the obtained Pt:Y ratios.

In figure 6.6 the shell thickness1 (top) and the compression of the particle

1The shell thickness is defined as half of the difference between the diameter of the
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Figure 6.7: Cross sections of the modelled Pt5Y nanoparticle with an initial dia-

meter of 6 nm and an overlayer thickness of 1.5 nm at three different times: (a)

initial structure cut out form a bulk Pt5Y crystal, (b) after a short local minim-

ization of the initial structure, and (c) after 45 ns of Langevin dynamics at 900

K.

after the simulation (bottom) are plotted as a function of particle diameter.

The compression of the Pt5Y particles are large compared to the Pt particles

due to all the vacancies created in the shell when the yttrium is removed. In

general, we see a decreasing compression when the particle size increases as

expected, since a larger fraction of the particle diameter will be taken up by

the bulk core. We also see that there is no difference between the simulations

at 300 and 900 K with respect to compression. If we look at the obtained

shell thickness’s, we see that these align well with the experimental reported

thickness of 10–15 Å [80]. There are, however, huge jumps for the particles

annealed at 900 K, which indicate that the yttrium atoms in the core-shell

boundary have had a too high mobility and therefore moved around a lot.

Cross sections of the 6 nm Pt5Y particle initially (a), after a short local

minimisation (b) and after the simulation (c) are seen in figure 6.7. The

short local minimisation is made in order to eliminate the risk of platinum

atoms evaporating in the surface layer where the yttrium has been removed.

After each simulation a statistical ensemble of 1,000 particle structures

were collected for data treatment with a short simulation of 100,000 steps

(0.5 ns) at 300 K, corresponding to the temperature where the EXAFS

measurements were carried out. The particles that had been run at 900 K

were before this cooled down with 1 K per 2,000 steps (10 ps). For data

treatment partial radial distribution functions were made for each structure

in the ensemble and then averaged over all structures. A radial distribution

function (RDF) describe how many neighbouring atoms there are in average

at a given distance from an atom. This can also be normed with the volume

full particle and the artificial one only containing the yttrium atoms
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Figure 6.8: Partial radial distribution functions for Pt–Pt averaged overt the

whole nanoparticle shown for different particle sizes that has been run at 900 K.

The centre of the first peak gives the average nearest neighbour distance.

resulting in the average density of atoms at a given distance from an atom.

A partial A-B element RDF describe how many A atoms there are in average

at a given distance from B atoms. The partial RDF’s are split into groups

of atoms according to their distance from the surface, so RDF’s can be

constructed for both the shell and the core of the particles separately. When

grouping it is only the B atoms that are restricted to a subset of all B atoms,

thus all A atoms are included in the partial RDF for a specific group. In

this way the total partial RDF or full RDF with all elements is just the

weighed average over all groups where the weight are the fraction of atoms

in each group.

Based on the partial Pt–Pt RDF it is possible to calculate the nearest

Pt–Pt neighbour distance as the top of the first peak, i.e. the distance where

there is the highest density of neighbours. This is found based on fitting a

Gaussian function to the top 25 % of the peak and then the mean of this

is interpreted as a best estimate of the nearest neighbour distance. The

standard deviation or the width tells something about the disorder in the

particle. Partial Pt–Pt RDF’s at different particles sizes for the particles

that have been annealed at 900 K can be seen in figure 6.8, together with

Gaussian fits to the first peak shown as red dotted lines. It is seen that

the Gaussian fit is a good description for the peak giving a continuous

description of the nearest neighbour distance compared to the quantized
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Figure 6.9: Plot of the average nearest neighbour Pt–Pt distance for the Pt5Y

core-shell nanoparticles modelled at different sizes. Both the series at 300 and 900

K can be seen together with at series of pure platinum particles at 900 K and the

experimental values from [99] for comparison.

RDF. It is also seen that the two smallest particles differ from the three

largest particles, since they both have a larger Pt–Pt nearest neighbour

distance, and also distinctive peaks at the second and third neighbours with

almost nothing in between. This indicates that the two smaller particles are

closer to bulk platinum than the other three as expected, due to the low

amount of yttrium.

6.4 Nearest neighbour Pt–Pt distance

Based on the presented simulations the average Pt–Pt distance over the

whole Pt5Y core-shell and pure Pt nanoparticles have been calculated. The

results can be seen in figure 6.9 together with the experimental results from

[99] shown in figure 6.4.

For the pure platinum particles a smooth trend that slowly converges

towards the bulk limit is seen. Comparing with the values found exper-

imentally at 5 and 7 nm (see figure 6.4) we see that both these and the

calculated lies close to 2.76 Å with a tendency to a smaller Pt–Pt distance
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Figure 6.10: Plot of the nearest neighbour Pt–Pt distance in the shell and the

core of the particles. Here the shell is defined as the two outer most layers and

the core is defined as all atoms that are five or more layers for the surface.

for the calculated particles. This is however expected since the experiments

are carried out at ambient pressure leading to a surface stabilisation that

again leads to a larger Pt–Pt neighbour distance at the surface compared

to vacuum. The decreasing Pt–Pt distance with decreasing size originate

from an increase in the ratio between surface and bulk atoms, and the fact

that the compression of the surface atoms increases with decreasing size (see

figure 6.10).

Turning our attention to the Pt5Y core-shell particles we see that the

annealed ones are far from reproducing the decreasing trend observed ex-

perimentally. This might be because the temperature has been too high

making the yttrium atoms at the core-shell boundary too mobile causing a

larger nearest neighbour Pt–Pt distance. The particles that have not been

annealed, however, follow the trend nicely up to a diameter of 5 nm, after

which the nearest neighbour Pt–Pt distance for some reason starts to in-

crease again. This is unexpected since we may assume that the nearest

neighbour Pt–Pt distance should converge towards the bulk limit of 2.65

Å , or at least close to this, for increasing particles sizes since the bulk will

dominate the average. To get a better understanding of this the nearest

neighbour Pt–Pt distance in the shell and in the core are plotted in figure
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6.10 for both the Pt5Y and the pure Pt particles. Here the shell is defined

as the two outer most layers, even though there are around four platinum

layers in the overlayer and the core is defined as all atoms that is five or

more layers for the surface. This indicates that the increase in the average

Pt–Pt distance is caused by an increase in the core of the particle, assuming

that the minor increase in the shell also is caused by this. At present there

is no explanation on why the nearest neighbour distance in the core of the

particles suddenly increases when the size goes above 5 nm.

A study by Ulrik Grønbjerg [100] have shown that the oxygen binding

energy on a platinum (111)-surface is lowered by around 0.1 eV for each

percent the nearest neighbour distance is compressed. In order to obtain

the optimal catalyst a 0.2 eV lowering is needed, which corresponds to a

2 % compression of the nearest neighbour distance compared to that of a

bulk (111)-surface. I have for comparison calculated the average nearest

neighbour distance of the surface layer of the (111)-surface to be 2.75 Å2, as

shown in figure 6.10. For pure platinum particles we see that larger particles

have a compression around 0.3 % approaching zero and that the smallest

particles have a compression around 0.7 %. We would therefore expect that

the smaller particles have a higher ORR activity than the larger particles,

which again should be higher than a bulk (111)-surface. This picture is,

however, completely opposite of what is observed experimentally, where the

specific activity decrease with decreasing particle size as seen in figure 6.3.

It is therefore plausible that the electrolyte surrounding the particles may

influence the compression of the surface layers, and that other factors than

the compression, e.g. the surface structure, influence on the varying activity

with particle size. The compression can however as a first assumption ex-

plain the observed enhancement in activity of the PtxY particles compared

to the pure platinum. Looking at the Pt5Y particles at 300 K we see we see

that these on average are compressed around 1.3 % compared to the bulk

(111)-surface. Transferring this to the volcano plotted in figure 6.1 one gets

that the Pt5Y particles should be around five times more active than the

Pt particles, which is in good agreement with the measured activities seen

in figure 6.3.

6.5 Surface structure

The smaller nearest neighbour Pt–Pt distance of the surface atoms on the

Pt−Y nanoparticles compared to a (111)-surface of platinum is one driver for

2Calculated relaxing a 20 layer thick Pt (111) slab using the revised EMT poten-

tial. The value is smaller than the bulk nearest neighbour distance due to the inwards

relaxation of the surface.
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Figure 6.11: Coordination of the atoms (top) and fraction of atoms in the surface

shell (bottom) plotted against the local nearest neighbour distance relative to a

platinum (111)-surface, for the Pt5Y and Pt particles close to 5 nm. The bulk

distance is indicated by the dotted line. The values are averaged over the statistical

ensemble made after the simulation in order to avoid thermal vibrations. The view

is limited to the nearest neighbour distances in between 2.67 and 2.77 Å, since there

are the interesting ones.

the enhanced ORR activity, which have been the focus until now. Another

driver is the surface structure, which will be investigated further in this

section.

Looking at figure 6.11 we can see the mean coordination (top) and frac-

tion of atoms (bottom) in the surface shell plotted as a function of the local

nearest neighbour distance3 relative to that of a platinum (111)-surface, for

the Pt5Y and Pt particle close to 5 nm. It is clear that the fraction of

atoms at different compressions are very different when the two particles

are compared. Most interesting is the dip around 1–2 % compression for

the Pt particle compared to the Pt5Y particle. This indicates that the Pt5Y

particle should have a higher ORR activity than the Pt particle as observed,

3This distance is calculated for each atoms as the average distance to the neighbouring

atoms that are within 3 Å. This should not be confused with the nearest neighbour

distance calculated with the RDF, however they are related when averaged over many

atoms.
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Figure 6.12: Fraction of nine coordinated atoms plotted against the local nearest

neighbour distance relative to a platinum (111)-surface, for the Pt5Y and Pt

particle close to 5 nm. With nine coordinated atoms is meant atoms with an

average coordination of 8.5–9.5 over the statistical ensemble. See figure 6.11 for

further details.

since the presence of atoms with a compressed nearest neighbour distance

is higher. This is however not the whole story, since a vast majority of the

atoms in this dip have a coordination smaller than nine. The general rule

is that when the coordination number is lowered the d-band center is lifted

resulting in a stronger binding of adsorbates [101]. This effect is on the

order of 0.2 eV per coordination number. The lowering of the oxygen bind-

ing energy due to the compressive strain will therefore be overcompensated

by the lower coordination leading to a stronger binding and lower activity.

This is in line with the belief that it is the flat (111)-surface atoms that is

active towards the ORR.

In order to isolate the effect of the atoms similar to those on the (111)-

surface we now limit our view to atoms with a coordination of nine, which

can be seen in figure 6.12. We clearly see that the local nearest neighbour

distance on the particles are smaller than that on the bulk (111)-surface,

which should lead to higher activity even for the pure platinum particle.

This is however not observed experimentally (see figure 6.3) and one reason

for this could be the surface stabilisation due to reactants adsorbing on the

70



6.6 Summary

Figure 6.13: Colour map of the local nearest neighbour distance relative to that

of a platinum (111)-surface (2.75 Å) for the Pt5Y and Pt particles with a diameter

of ∼ 5.0 nm.

surface leading to a smaller surface compression. Comparing the Pt5Y and

Pt particle we get a good picture of why the former has a higher ORR

activity compared to the latter: In total there are more nine coordinated

atoms on the Pt5Y particle and there are especially more atoms in the

highly active region around 1–2 % compressive strain. This picture is also

confirmed if we look at the two particles seen in figure 6.13, where each

atom has been coloured with respect to its local nearest neighbour distance

relative to a platinum (111)-surface. From this, it is clear that the Pt5Y

particle has more blueish coloured (compressed) atoms on the surface.

Another interesting thing is that the Pt particle is highly faceted in

shape like a Wulff construction with clear (100)- and (111)-surfaces visible,

whereas the Pt5Y is more round in the shape with region of (111)-surface.

6.6 Summary

This chapter has addressed the development of better catalysts for the oxy-

gen reduction reaction focusing on Pt−Y nanoparticles. Their enhanced

activity compared to pure platinum particles is believed to originate from

a compressed platinum shell on top of a Pt5Y core, and nanoparticles with

this structure have therefore been modelled in order to get at better under-

standing of the platinum compression in the shell. The particles have first

been equilibrated with a molecular dynamics simulation of 45 ns and after-

wards a statistical ensemble is made, which then is used to evaluate different
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properties of the particles. It it found that the average platinum nearest

neighbour distance is compressed compared to bulk platinum and the pure

platinum particles in agreement with the experimental data. The experi-

mentally found trend of increasing compressing for increasing size is however

not found, and the reason for this is at the moment not understood. Looking

at the compression of the nearest neighbour platinum distance in the shell,

we find that this is around 1.3 % compared to a platinum (111)-surface cor-

responding to an activity enhancement around five times, which is close to

the experimentally observed. It is also found that the pure platinum nano-

particles have a compressed nearest neighbour distance in the surface layer

compared to a platinum (111)-surface and therefore also should show higher

activity. This contradict the experimental observations, and it is therefore

believed that the electrolyte may influence the compression in the surface

layer. The surface structure have also been investigated and it is found

that the number of 9-coordinated atoms, resembling the (111)-surface, is

increased on the Pt5Y particle compared to a pure platinum particle, which

is especially the case for atoms with a nearest neighbour distance com-

pressed around 1–2 %. This strongly indicates that the morphology of the

Pt5Y particles may play an important role in the enhanced activity.
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Chapter 7

Continuous description of

catalysis on nanoparticles

This chapter deal with the extension of catalyst screening on single surfaces

to nanoparticles in the context of direct decomposition of nitrogen monoxide

(NO) from exhaust gases. The extension is based on combining microkin-

etic modelling on different surfaces with a Wulff construction to model the

nanoparticle shape under reaction conditions, and it should be seen as a

continuation of the work by Falsig et al. [102] and Khan et al. [103].

7.1 Better catalysts for NO decomposition

Nitrogen oxides (NOx) produced during the combustion of fossil and renew-

able fuels consists mainly of nitrogen monoxide and is a major source of air

pollution. In light of global warming more fuel-efficient diesel and lean-burn

gasoline engines with a lower carbon dioxide (CO2) emission have become

popular. The efficiency is raised by up to 30 % compared to traditional

gasoline engines feeding a surplus of air to the combustion. However, this

comes at the cost of decreasing the effect of the conventional three-way

catalyst decomposing NOx. On top of this emission requirements are only

getting more and more stringent increasing the need for new catalyst that

can decompose NOx effectively under lean-burn conditions [104]. Different

technologies such as selective catalytic reduction (SCR) using additional re-

ductants exist, but it would be preferable to be able to directly decompose

NO to nitrogen (N2) and oxygen (O2). Even at room temperature the NO

molecule is unstable and should therefore spontaneously decompose, but

this is hindered by a high activation barrier. Hence a catalyst is needed to
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Chapter 7. Continuous description of catalysis on nanoparticles

Figure 7.1: Left: The number of under-coordinated atoms on gold nanoparticles

as a function of particle diameter. Adapted from ref. [117]. Right: The number

of active sites towards ammonia synthesis (step sites) on ruthenium nanoparticles

as a function of particle diameter. Adapted from ref. [12].

facilitate the reaction [105,106].

When searching for new catalysts, screening studies based on microkin-

etic models and scaling relations have shown to describe the chemical reac-

tions on metal surfaces well and thereby also predict catalytic rates [107–

109]. The fundamental idea is to describe the catalytic reaction based on a

small number of descriptors, often adsorption or dissociation energies of one

or more reaction intermediates, and search for new materials where these

descriptors take optimal values [110, 111]. Normally these studies are car-

ried out on one single surface at a time searching for the most active surface

or site on the surface. In commercial applications the catalyst normally

comes in the form of nanoparticles deposited on a high area substrate in

order to maximize the surfaces-to-volume ratio and increase the number of

catalytic active sites [112]. Both theoretical and experimental studies have

also shown that the morphology of nanoparticles changes when they are in-

troduced to a gas environment [9,113–115]. It is therefore equally important

to investigate the shape of the nanoparticles under reaction conditions in

order to confirm that the found active surfaces or surface sites are present

under reaction conditions.

There are in the literature examples of applying an atomic Wulff con-

struction under vacuum conditions to calculate the number of low-coordinated

atoms that are active towards the oxidation of carbon monoxide (CO) on

gold nanoparticles [112,116,117] and to calculate the number of active sites

towards ammonia synthesis on ruthenium nanoparticles [12,118]. These pre-

dictions can be seen respectively to the left and right in figure 7.1. Wulff con-

structions have also previously been used to model catalytic nanoparticles,

for example shape changes as a function of alloy composition [119], as a
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function of gas pressure [120] and as a function of oxidation/reduction of

the support surface [121]. Wulff constructions works well for large particles

where corner and edge effects are negligible, but they must be viewed as

an approximation for nanoparticles and more detailed calculations may be

needed [122,123].

The aim here is to describe the total reaction rate for an entire cata-

lytic nanoparticle as a function of two descriptors, namely the dissociative

chemisorption energy of N2 and O2. The total catalytic activity of a nan-

oparticle can in principle be calculated by combining reaction rates and

surface areas for the different surfaces present on the nanoparticle. Here,

the reaction rates are well described from the descriptors with a microkin-

etic model. It is, however, not trivial that the surface areas given by a Wulff

construction can be described well with the descriptors, and a part of the

work has therefore been to investigate the possibility of such a description.

Ten different transition metals, silver (Ag), gold (Au), cobalt (Co), cop-

per (Cu), nickel (Ni), palladium (Pd), platinum (Pt), rhenium (Re), rho-

dium (Rh) and ruthenium (Ru), in the FCC structure and six different

surfaces representing flat, (100), (110) and (111), stepped, (211) and (311),

and kinked, (532), surfaces are used in the study. Some of the metals natur-

ally occur in the hexagonal closed-packed (HCP) structure, but are included

since the face-centered cubic (FCC) structure has been found to be a good

approximation when trends are of interest. The lean-burn environment is

modelled with a temperature set to 700 K, a total pressure of 1 bar and

partial pressures of pNO = 0.001, pN2
= 0.7 and pO2

= 0.1.

7.2 Modelling the NO decomposition

The direct NO decomposition on the studied metal surfaces is described

within the microkinetic modelling framework, where all elementary reactions

are described individually by their free reaction and activation energies, and

solved numerically in steady state [124]. I will in the following describe

the used microkinetic model in more detail, how the number of descriptive

energies are reduced through linear scaling and how adsorbate-adsorbate

interactions are included in the model.

7.2.1 Microkinetic model

The reaction rate and coverage of the reaction intermediates are modelled

with a mean-field microkinetic based on the work by Falsig et al. [125,126]

and described in detail in [102]. In this model the direct NO decomposition
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is described by the following four elementary reactions:

R1: NO(g) + ∗ ←−→ NO∗ (7.1a)

R2: NO∗ + ∗ ←−→ N∗ + O∗ (7.1b)

R3: 2 O∗ ←−→ O2(g) + 2∗ (7.1c)

R4: 2 N∗ ←−→ N2(g) + 2∗ (7.1d)

This result in the rate equations

R1 = pNOθ∗k1 − θNOk−1 , (7.2a)

R2 = θNOθ∗k2 − θNθOk−2 , (7.2b)

R3 = θ2Ok3 − pO2
θ2∗k−3 , (7.2c)

R4 = θ2Nk4 − pN2
θ2∗k−4 , (7.2d)

where θO, θN, θNO and θ∗ are respectively the coverages of O, N, NO and

free sites on the surface, and pO2
, pN2

and pNO are respectively the par-

tial pressure of O2, N2 and NO. The forward rate constants are given

as ki = νi exp(−Ga,i/kBT ), the backward rate constants as k−i = ki/Ki

and the equilibrium constants as Ki = exp(−∆Gi/kBT ), where Ga,i is the

Gibbs free activation energy, ∆Gi is the Gibbs free reaction energy, kB is

Boltzmann constant and T is the temperature. It is assumed that the pre-

factor in the rate constants is metal independent and given as νi = kBT/h.

The Gibbs free energies are given as

G(T ) = Eelec + EZPE − TS , (7.3)

where Eelec is the electronic energy calculated with DFT, EZPE is the zero-

point energy and S is the entropy. The reaction Gibbs free energy is the

difference between the initial state (reactant) and the final state (product),

and the activation Gibbs free energy is the difference between the initial

state and the transition state. The entropies of the gas phase species are

taken from the literature [127] and the entropy of the adsorbed and trans-

ition state species are calculated within the harmonic approximation.

7.2.2 Scaling relations

With the d-band model Hammer and Nørskov showed that there is a sys-

tematic correlation between the adsorption energy and the position of the

d-band center relative to the Fermi energy (hereafter referred as the d-band

center) through the transition metal series [101, 128]. Due to this under-

lying correlation the adsorption energy of different atoms and molecules is

found to scale linearly with each other. Hence all the reaction energies in
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Figure 7.2: Left: Scaling of the dissociative chemisorption energy of N2 and

O2 to the adsorption energy of NO. Right: The BEP relationship between the

transition state energy (activation energy) and the reaction energy for the disso-

ciative chemisorption of N2, O2 and NO on the (111) surface. Reproduced from

ref. [102, 125].

the microkinetic model can be described by only one of two energies, usu-

ally called the descriptors of the reaction [129]. An example of this can be

seen to the left in figure 7.2, where linear scaling between the dissociation

energy of O2 and N2 are plotted against the NO dissociation energy on

the (111)-surface [125]. In the present model the NO dissociation energy

is scaled to the dissociation energy of N2. Furthermore is the dissociative

chemisorption energy of N2 and O2 on the (hkl)-surface scaled to the same

on the (111)-surface, in order to describe the direct NO decomposition on

all surfaces with only two independent descriptors (see the included paper

II for details).

The correlation with the d-band also holds for the activation energies,

which is known to scale linearly with the reaction energies. This is known

as Brønsted-Evans-Polanyi (BEP) relationships [130, 131]. In the present

model BEP relationships are used to scale the activation energies of the

elementary reactions 2, 3 and 4 to the dissociation energies of N2 and O2,

which can be seen to the right in figure 7.2 for the (111)-surface. Even

though it is the universal BEP relationship that is shown in the figure, i.e.

a relationship that holds for a range of different molecules [132, 133], the

BEP relationships for the individual molecules are used in the microkinetic

model. Furthermore the activation energy of the elementary reaction 1 is

assumed to be zero.

The adsorption energy scaling and BEP relationships provides the mi-

crokinetic framework with true predictive power, since the catalytic activity

can be described by only one or two parameters [108].
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Figure 7.3: Left: Average adsorption energy as a function of coverage for N, O

and NO on a rhodium (111)-surface. The solid lines are the predictions by the

present interaction model with a threshold coverage of 1/4. Right: Linear scaling

between the self-interaction parameters and the adsorption energy at zero coverage

on (111)-surfaces of Pd, Pt, Rh, Ru, Re, Mo, W, Sc and Ti. Energy calculations

are made by Tuhin Suvra Khan (see the included paper III).

7.2.3 Adsorbate-adsorbate interactions

Adsorbate-adsorbate interactions on a surface can change the adsorption

energy significantly and thereby also change the reaction kinetics and cata-

lytic activity [134,135]. This can be seen in the left part of figure 7.3, where

the average adsorption energy is plotted against the coverage. Adsorbate-

adsorbate interactions are therefore included in the microkinetic model, us-

ing a piecewise interaction model, where the total electronic adsorption

energy per surface site varies with coverage.

Eint(θ) =

{
E0 θ |θ| ≤ θ0

E0 θ + f2θTε θ |θ| > θ0
(7.4)

Here θ = [θ1, θ2, . . . , θN ] is the coverage vector of the N reaction intermedi-

ates, |θ| is the total coverage, E0 is the adsorption energy for the intermedi-

ates at zero coverage, f = 1−θ0/|θ| and ε is the N by N interaction matrix.

In the microkinetic model we are interested in the dissociative chemisorp-

tion energy which is directly related to the differential adsorption energy,

i.e. the adsorption energy for an adsorbate at a given coverage. This can

be obtained by differentiating the total adsorption energy with respect to
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Figure 7.4: Plot of the RMS error between the average adsorption energies pre-

dicted by the model and the ones calculated with DFT averaged over the three

adsorbates studied.

the coverage resulting in

Eidiff (θ) =





E0
i |θ| ≤ θ0

E0
i + f2

∑
j

εijθj + f2
θ0

|θ|2
∑

i,j

εijθiθj |θ| > θ0
. (7.5)

In the proposed interaction model the adsorption energy is described by

the adsorption energy at zero coverage for the adsorbates and the interac-

tion matrix, consisting of the self-interaction parameters, εii, and symmetric

cross-interaction parameters, εij = εji. The adsorption energy at zero cov-

erage and the self-interaction parameters are obtained analytically from the

average adsorption energy,

Eavg =
Eint
|θ| , (7.6)

using the calculated average adsorption energy of a single adsorbate at cov-

erage 1/4 and 1, where the threshold coverage is set to θ0 = 1/4. The res-

ulting piecewise model is plotted as solid lines in the left part of figure 7.3,

which is in good agreement with the calculated adsorption energies. Hav-

ing obtained the adsorption energy at zero coverage and the self-interaction

parameter, these can be used to find the cross-interaction parameters using

the calculated average adsorption energy of two co-adsorbed species with

1/2 coverage each. One can also estimate the cross-interaction parameters

reasonably well using the geometric mean of the self-interaction parameters,

εij =
√
εii εjj [103]. All the parameters in the model can also be obtained
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Table 7.1: Calculated slope and intercept for the linear scaling of the self-

interaction parameters for N, O and NO

Adsorbate N O NO

Slope (α) 0.592 0.669 2.228

Intercept (β) 7.129 5.912 7.278

from more than two average adsorption energies using least square fitting,

which will improve the accuracy of the parameters. The accuracy can also

be improved by using a more optimal threshold coverage, which can be seen

in figure 7.4. Here is plotted the RMS error between the average adsorption

energies predicted by the model and the ones calculated with DFT averaged

over the three adsorbates. Here we see that the optimal threshold coverage

actually is lower than one would think based on average adsorption energies

plotted in figure 7.3.

It has been shown by Kitchin et al. [136, 137] that the d-band width of

the surface atoms increase together with a down shift in the d-band cen-

ter for increasing surface coverage. Coupling this with the d-band model

actually results in a some what linear scaling between the self-interaction

parameter and the adsorption energy at zero coverage, as seen to the right

in figure 7.3. This scaling makes the interaction model directly applicable

in the microkinetic model, since the parameters can be obtained from the

descriptors in the latter. In the present model the self-interaction para-

meters are therefore calculated through a linear scaling to the adsorption

energies at zero coverage, εii = αE0 +β, with the parameters listed in table

7.1.

The present interaction model is a mean-field model and is therefore not

directly transferable to surfaces where there is more than one adsorption

site, e.g. stepped and kinked surfaces. In these cases interactions between

adsorbates on different sites with different geometries has to be taken into

account, which calls for a more complex model that is more suitable to be

solved within the framework of kinetic Monte Carlo [138–140]. This is not

within the scope of this project and the present mean-field is therefore used

as a first approximation used to describe the interaction between the step

and kink sites, and their neighbouring environment. The parametrisation of

the model is further simplified by applying the parameters calculated for the

(111)-surface sites to all surface sites studied. This is a huge simplification

of the adsorbate-adsorbate interaction, but we are without doubt better of

with it than without it.
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Table 7.2: The number of broken bonds on the different surfaces and the fraction

of broken bonds compared to the (111) surface.

Surface (100) (110) (111) (211) (311) (532)

Broken bonds 4 6 3 10 7 26

BBhkl/BB111 1.333 2.000 1.000 3.333 2.333 8.667

7.3 Trends in surface energies

If a Gibbs-Wullf construction is to be applied together with the microkin-

etic model to predict the nanoparticle shape and the catalytic activity of it,

one needs to describe the surface energies of the different surfaces with

the descriptors used in the microkinetic model, namely the dissociative

chemisorption energy of N2 and O2 on the (111)-surface. In our quest to

find such relation let us first reduce the problem by looking at the correl-

ation between the surface energies of the different surfaces. Here one can

use the bond-breaking model [141] to describe the relationship between the

surface energies based on the number of broken bonds (BB) there are on

the surface

γhkl =
BBhkl
BB111

γ111 . (7.7)

The number of broken bonds on the different surfaces and the fraction com-

pared to the (111)-surface can be seen in table 7.2. Furthermore is the

(hkl)-surface energy plotted as a function of the (111)-surface energy in

figure 7.5. It shows that the calculated surface energies follow the bond-

breaking model nicely and that the fitted proportionality constants (see

legend) are close to the predicted ones for all the surfaces (see table 7.2).

It should be mentioned that these surface energies, which also are used to

parametrise the model, are calculated before this work by Juan Shen and

Glenn Jones with another method than the one described in section 5.2. I

refer the reader to the included paper II for calculation details.

When this has been established we can turn our attention to describing

the (111)-surface energy with the dissociative chemisorption energy. The

(111)-surface is chosen in favour of the other five surfaces since this is the

most close-packed surface with a high symmetry simplifying the relation as

much as possible. From the d-band model it is known that the adsorption

energy scales linearly with the d-band center of the surface atoms as shown

earlier, and that the cohesive energy through the transition metal series

varies quadratically with the d-band center. In connection to the bond-

breaking model Methfessel et al. [73] have also showed that the surface
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in eV/atom. The solid lines are linear fits with the intercept constrained to zero

imitating a bond breaking model. The surface energies are calculated by Juan Shen

and Glenn Jones (see the included paper II).
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Figure 7.6: The FCC (111)-surface energy plotted against the d-band center of

the surface atoms relative to the Fermi energy. It is seen that there is an almost

quadratic variation through the 4d and 5d transition metal series.
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Figure 7.7: Linear scaling of the (111)-surface energy to a linear combina-

tion of the dissociative chemisorption energy of N2 and O2 given by ∆Ediss =

0.72Ediss(O2) + Ediss(N2).

energy is proportional with the cohesive energy. Hence one can expect

a quadratic dependence between the surface energy and the position of

the d-band center, and ultimately also the adsorption energy. I have in

order to shed light on this calculated (111)-surface energies and d-band

centers of the surface atoms for a wide range of transition metals in the

FCC structure, where non-FCC metals have been included for the sake of

qualitative understanding. The result of this can be seen in figure 7.6 where

the surface energy is plotted against the position of the d-band center of

the surface atoms relative to the Fermi energy. We see that there is an

somewhat quadratic dependence through the 4d and 5d transition metal

series confirming the proposed hypothesis. The 3d transition metals follow

the trend more coarsely, since they probably are affected by the magnetic

properties.

In the present model the catalytic activity on late transition metal nan-

oparticles are investigated, hence the quadratic dependence can be approx-

imated by a linear scaling. Such linear scaling between the (111)-surface

energy and a linear combination1 of the dissociative chemisorption energies

of N2 and O2 can be seen in figure 7.7. Here the surface energies calculated

1A linear combination is chosen, so the scaling varies along with the linear correlation

between the two dissociation energies for the metals, see the included paper II for details.
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Chapter 7. Continuous description of catalysis on nanoparticles

by Juan Shen and Glenn Jones are used, after they have been scaled to

experimental values in order to compensate for the underestimation caused

by the used RPBE exchange-correlation functional (see the included paper

II for details). Most of the metals follow the linear trend really well except

ruthenium that for some reason stands out. This linear scaling is somewhat

also visible on the left side of the parabola shown in figure 7.6.

7.4 Gibbs-Wulff constructions

The shape of the nanoparticles under reaction conditions are modelled by

the Gibbs-Wulff construction, where the Gibbs free surface energy is used

instead of the vacuum surface energy used in the Wulff construction. Here

one takes into account the adsorbate stabilization of the surface through the

change in Gibbs free energy of the adsorbates on the surface.

When combining the mean-field microkinetic model with the vacuum

surface energy to get the Gibbs free surface energy we need to consider the

surface structure and especially how many adsorption sites there are per area

on the surface. A description of the surface structure in terms of the unit

area, number of different sites per unit cell and site density for the surfaces

investigated can be seen in table 7.3 and structural schematics can be seen in

figure 7.8. The number of surface sites for the stepped and kinked surfaces

refers to the number of (111)-surface sites on the terraces and the step sites

for the kinked surface refers to the number of (211)-surface step sites along

the edge. It is assumed that the adsorbed species only binds to the hollow

FCC-site on the (111)-surface and terraces, and not the hollow HCP-site

since this is inactive. These sites are respectively numbered 1 and 2 on the

(111)-surface in figure 7.8. It is seen that the highest site density is found

for the flat closed-packed (111)-surface followed by the stepped (211)- and

(311)-surfaces, the kinked (532)-surface and the flat (100)-surface. The open

(110)-surface has a considerable lower site density than the other surfaces.

The Gibbs free surface energy can based on this surface analysis be

expressed as

γhklfree = γhkl +
1

ρhkla2

∑

s∈hkl

Ns [Eint(θ
s) + ∆EZEP · θs − T∆S · θs] , (7.8)

where γhkl is the vacuum surface energy, ρhkl is the unit surface area, a is

the lattice constant, Ns is the number of sites, θs is the adsorbate coverage

at the site, Eint is the total adsorption energy given by equation (7.4), T

is the temperature, and ∆S and ∆EZEP are respectively the change in

entropy and zero point energy of N, O and NO caused by adsorption on the
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7.4 Gibbs-Wulff constructions

Table 7.3: Surface structure information in the form of unit area, number of

different sites per unit cell and site densities. The number of surface sites for

the stepped and kinked surfaces refers to the number of (111)-surface sites on the

terraces and the step sites for the kinked surface refers to the number of (211)-

surface step sites along the edge.

Surface (100) (110) (111) (211) (311) (532)

Unit area 0.500 0.707 0.433 1.225 0.829 3.082

Surface sites 1 1 1 1.5 0.5 3

Step sites - - - 1 1 2

Kink sites - - - - - 1

Sites/unit area 2.000 1.414 2.309 2.041 1.809 1.947

(100) (110) (111)

(211) (311) (532)

Figure 7.8: Schematic drawings of the six different surfaces studied. On each of

the surfaces the unit cell and the different adsorption sites are marked.
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Ag Pt Pd

Figure 7.9: Drawings of the normal Wulff constructions in vacuum (top row) and

Gibbs-Wulff constructions under lean-burn conditions (lower row) for the three

metals that show interesting changes between the two. Colour code: (100) red,

(110) green, (111) blue, (211) yellow, (311) cyan, (532) magenta.

surface. The sum is over all the different sites, s, present on the surfaces

as listed in table 7.3. It should be mentioned that the lattice constant is

scaled in the same fashion that the surface energy, just with a quadratic

dependence instead. The Gibbs-Wulff construction is obtained using the

Gibbs free surface energy given in equation (7.8) and the method described

in section 4.1.

7.4.1 Particle shapes under lean-burn conditions

With the described Gibbs-Wulff construction and microkinetic model one

can find the equilibrium shape of the metal nanoparticles under lean-burn

conditions. Here the calculated dissociative chemisorption energies for N2

and O2, surface energies and lattice constants are used without any scaling.

Drawings of the equilibrium particle shapes for silver (Ag), platinum

(Pt) and palladium (Pd) in vacuum and under lean-burn conditions can be

seen in figure 7.9. I have only chosen to show these metals since they are

the only ones that shown interesting changes between vacuum and reaction

conditions. All other metals except the inert gold, which does not change

shape at all, are assumed to oxidize since they have a negative Gibbs free
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surface energy on one of the surfaces, i.e. the metal-adsorbate system will

gain energy by introducing more surface area leading to an oxidation of the

metal. The corresponding Gibbs-Wulff construction is therefore viewed as

non-existing as surface oxides are not treated in this model, even though

they might be stable and catalytic active. It should be mentioned that

oxygen is the most dominant adsorbate even though its concentration is

lower than nitrogen, and on all metals accounts for 98 % or more of the

total coverage. The Wulff construction under vacuum for all other metals

are left out for the sake of brevity and the reader is referred to the included

paper II.

The adsorbate contribution to the Gibbs free surface energy is in general

negative, but a positive contribution is however seen on the (100)-surface

of Ag. This is surprising since it is slight uphill for oxygen to adsorb on

the (100)-surface of Ag. The thermal energy due to the high temperature

is however enough to get coverage of 10 % making the surface less stable.

The effect of this can be seen in the figure, where the (100)-surfaces gets

smaller going to a lean-burn environment. The nobility of Ag is seen for

all other surfaces which does not change. The most drastic change is seen

for Pt, where the normal Wulff construction is dominated by low energy

(111)-surfaces followed by (100)- and (211)-surfaces, and the Gibbs-Wulff

construction under lean-burn conditions mostly consist of stepped (311)-

surfaces with small (111)-surfaces. This is caused by the high fraction of

step sites on the (311)-surface leading to a higher stabilisation than the other

surfaces. More moderate changes are seen on Pd where the open (110)-

surface together with the stepped (211)- and (311)-surfaces are removed in

favour of the (111)-surface. For Pd and Rh the present results are in good

agreement with work by Mittendorfer et al. [120], where they found that the

Pd Gibbs-Wulff construction at high oxygen pressures will consist mainly

of (111)- and (100)-surfaces, and that Rh will be oxidised due to negative

surface energy.

7.5 Catalytic activity on nanoparticles

The catalytic activity of a nanoparticle under lean-burn conditions can be

predicted in the form of volcano curves plotted against the dissociative

chemisorption energy of N2 and O2 on the (111)-surface by combining the

described Gibbs-Wulff construction and microkinetic model. Here the linear

scaling of the surface energy on the different surfaces is used together with

the briefly mentioned scaling of the dissociative chemisorption energies on

the (hkl)-surface and lattice constants. In this framework the total reac-
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Figure 7.10: The NO decomposition rate given in terms of the dissociative

chemisorption energy of N2 and O2 under lean-burn conditions.

tion rate on the nanoparticles given as a turnover frequency per 1 nm3 of

material can be calculated as

Rtot =
∑

hkl

Ahkl
∑

s∈hkl

NsRs

ρhkla2
, (7.9)

where Ahkl is the area of the (hkl) facet predicted by the Gibbs-Wulff con-

struction, ρhkl is the unit surface area, a is the lattice constant, Ns is the

number of sites and Rs is the site dependent reaction rate found with the

microkinetic model. The sum is over all the different sites, s, present on the

(hkl)-surface as listed in table 7.3.

The total catalytic activity of the direct NO decomposition on a nan-

oparticle calculated with (7.10) can be seen in figure 7.10. The first thing

that comes to the mind is probably the steep cut-off of the volcano at neg-

ative binding energies for both nitrogen and oxygen. This is caused by the

discontinuity coming from the Gibbs free surface energy getting negative

leading to zero reaction rate, since surface oxides or nitrides are not treated

in this model. Hence the maximum of the volcano moves to less negative

binding energies for both nitrogen and oxygen, -2.02 eV and -0.08 eV re-

spectively, compared to the volcanoes for the individual surfaces. In the

88



7.5 Catalytic activity on nanoparticles

-6

-2

2

6 (100)

-6

-2

2

6 (110)

-6

-2

2

6 (111)

-6

-2

2

6 (211)

-6

-2

2

6 (311)

-6 -2 2 6
-6

-2

2

6 (532)

-6 -2 2 6 -6 -2 2 6

24

21

18

15

12

9

6

3

0

3

E 111
diss(N2 ) (eV)

E
11

1
d
is
s
(O

2
) (

eV
)

Log(Rate/Area) (s−1 /A2 ) Log(Area) (A2 ) Log(Rate) (s−1 )

Figure 7.11: Plot of the rate per area (left), surface area (middle) and contribu-

tion to the total rate given by the last sum in equation (7.9) (right) as a function

of the dissociative chemisorption energy of N2 and O2 for the different surfaces.
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Figure 7.12: Schematic drawings of the Wulff construction at the top of the

volcano (left) and at large nitrogen and oxygen binding energies (right), 4 eV and

2 eV respectively. Colour code: (100) red, (110) green, (111) blue, (211) yellow,

(311) cyan, (532) magenta.

search for new and better catalyst this is an important point, since it shows

that it is not enough to find materials close to the maximum of the single

surface volcanoes, the materials should also lie in a stable region.

In order to get a better understanding of the different surfaces contribu-

tion to the total rate we look at this together with the surface area in the

Gibbs-Wulff construction and the rate per area on the surfaces (last sum in

(7.9)), which are shown in respectively the right, middle and left columns

in figure 7.11. Looking at the rate per area, we see that the (111)-, (211)-,

(311)- and (532)-surfaces all have comparable reaction rates, and that the

maximum rate over these surfaces is ' 10−5 s−1/Å2. The (100)- and (110)-

surfaces show much higher reaction rates, and the maximum of the rate for

both surfaces are ' 10−3 s−1/Å2. Turning to the surface areas we see that

for large positive nitrogen and oxygen binding energies in the inert region

all facets are present on the particles, except the kinked (532)-surface. The

(111)-surface is the dominant one due to its low surface energy, which is

seen to the right in figure 7.12. It is also seen that the rate contributions

from the present surfaces on the Gibbs-Wulff construction are more or less

equal. Alongside this we observe that most of the activity around the top

of the total volcano is coming from the stepped (211)-, (311)- and kinked

(532)-surfaces. At the top of the total volcano it is only the (311)-surface

that is present in the Gibbs-Wulff construction as seen to the left in fig-

ure 7.12. This is caused by a high surface stabilization of the (311)-surface

compared to the other surfaces, like for Pt.
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7.6 Summary

This chapter has presented a method to predict the shape of nanoparticles

under reaction conditions and also their total catalytic activity. The method

is based on coupling microkinetic modelling of surface reactions with a Wulff

construction through a Gibbs free surface energy. It is explained in detail

how the method is made applicable to screening studies through scaling

of the surface energies with respect to each other and the descriptors of

the microkinetic model, namely the dissociative chemisorption energy of N2

and O2. The surface energies are found to scale linearly with each other

following a bond-breaking model nicely. It is therefore chosen to scale the

surface energies to that on the (111)-surface and then scale this to a linear

combination of the descriptors in the microkinetic model. It is in this context

elucidated that the surface energy should vary quadratically with the d-band

center through the transition metal series, and this is also shown based on

DFT calculations. This leads to the same quadratic variation between the

surface energy and the dissociative chemisorption energy, since the latter

scales linearly with the d-band center. Looking at the late transition metals

a linear scaling is, however, found to be a good approximation.

The method has been applied to direct NO decomposition, where both

the shape under reaction conditions and the total catalytic activity have

been examined. It is found that the inert Au and Ag particles only show

small changes to the shape under reaction conditions, that Pt show signific-

ant changes where the stepped (311)-surface becomes dominating, and that

Pd show moderate changes where the stepped surfaces are eliminated. All

other metals are found to oxidise, since they have one or more Gibbs free

surface energies that are negative. The maximum catalytic activity, i.e. the

top point of the volcano, is found to move to weaker binding energies of the

descriptors compared to the single surfaces. This is caused by the negative

Gibbs free surface energies obtained for stronger binding energies, which is

interpreted as an oxidation or nitrification of the metals in this region.
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Chapter 8

Low-coordinated atoms on

gold nanoparticles

This chapter deal with the surprisingly good catalytic capabilities of gold

nanoparticles in the context of carbon monoxide (CO) oxidation. It is be-

lived that the origin of this catalytic activity is an increase of low-coordinated

gold atoms per volume when the particle size decreases. The nanoparticle

structure and especially the number of low-coordinated atoms is therefore

investigated as a function of particle size. The optimization algorithm that

is used is based on ref. [78] and the results are published in the included

paper I.

8.1 Gold as a catalyst

Extended gold surfaces are generally considered chemically inert, as the d-

states of gold lie so low in energy that the interaction between these and the

oxygen 2p-states are net repulsive [142]. This nobility is also illustrated by

the fact that gold is the only metal where the chemisorption of O2 is endo-

thermic [13,143]. However the measurements by Haruta et al. in 1987 have

shown that gold nanoparticles with sizes below 5 nm can be used to cata-

lyse the CO oxidation reaction at room temperature [144]. Many different

explanations for this activity have been proposed, including quantum con-

finement effects [145–147], electric charging of the nanoparticles [148–150],

effects of the support [151–154] and the relative abundance of low coordin-

ated atoms on the nanoparticles [112,155]. Recent work based on Density

Functional Theory (DFT) calculations combined with microkinetic models

has shown that low-coordinated gold atoms at corners and possibly edges of
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Figure 8.1: Reported catalytic activities for the CO oxidation on gold at 273 K

as a function of the particle size for different support materials. The solid curve

shows the calculated fraction of atoms located at the corners of the particles as a

function of diameter. Reproduced from [117].

Figure 8.2: Catalytic activity of CO oxidation on gold nanoparticles as a function

of the diameter. Reproduced from [156]

94



8.2 A two-level Monte Carlo method

the nanoparticles can act as active sites for catalytic CO oxidation at room

temperature and that this can explain the majority of the overall trend of in-

creased activity of particles smaller than 5 nm [157,158]. Other effects, such

as influence of the support, undoubtedly contribute to the activity, but it

appears to be possible to explain the overall trend without invoking these.

Janssens et al. [155] have compiled experimental activities obtained with

various preparation techniques and supports (see figure 8.1) and demon-

strated that the activity per gram gold scales with the particle diameter

d−3, supporting that corner atoms are the main contributor to the activity.

Overbury et al. [156] have likewise measured the activity versus diameter

for TiO2-supported gold nanoparticles (see figure 8.2) and found a scaling

exponent between −3 and −2 depending on the loading, possibly indicating

that both corner and edge atoms contribute to the activity.

This work aim to investigate how the activity depends on the presence

of low coordinated atoms by calculating the activity of a given nanoparticle,

based on the frequency of the active low coordinated sites and the specific

activities of these sites. This principle has been applied to CO oxidation on

gold nanoparticles [117] and also to ammonia synthesis on ruthenium nano-

particles [12]. In both cases, a relatively simple model for the particle shape

was employed, based on the Wulff construction. This is the correct approach

for large particles, where the material can be considered a continuum and

where the energy associated with edges and corners is negligible. However,

for nanoparticles neither are the case: The excess energy associated with the

atoms in the corners and edges may be comparable to the surface energies.

In addition, the Wulff construction is only able to create clusters with cer-

tain ”magic” numbers of atoms, corresponding to adding or removing whole

atomic layers to the cluster surfaces. The Wulff construction is, therefore,

only an approximation neglecting these effects. The detailed shape of gold

nanoparticles is therefore investigated with particular focus on the frequency

of low coordinated atoms using a two-step Monte Carlo algorithm.

8.2 A two-level Monte Carlo method

The present method is described in detail in the included paper [123], and

I will therefore not go into detail here, but just stick to the main points.

The potential energy landscape of nanoparticles with thousands of atoms

is very complex, with many local minima separated by large energy barri-

ers as illustrated figuratively in figure 8.3. The local minima correspond to

small changes to the local structure, e.g. moving single atoms around on

the surface, whereas the large minima correspond to large changes to the
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Figure 8.3: Illustration of the potential energy landscape of a nanoparticle. The

large ”valleys” correspond to different overall shape of the nanoparticle, i.e. the

presence of different facets, whereas the small ones correspond to the detailed struc-

ture, i.e. the arrangement of single atoms.

overall shape of the nanoparticle, e.g. moving whole surface layers of atoms

around on the particle or distorting it. Any single global optimization al-

gorithm like the Metropolis Monte Carlo or Basin Hopping will have huge

difficulties getting sufficiently around the energy landscape, i.e. find all rel-

evant minimum structures, due to the high energy barriers. The developed

method therefore contains two steps: Firstly, the overall shape, i.e. the large

valleys, are investigated with a low number of parameters. Secondly, the

detailed structure, i.e. the local minima in the large valleys, are investig-

ated based on the results from the first step. This approach have also been

applied by Ganvholt and Schiøtz in [122] where they looked at the structure

of Ruthenium nanoparticles with applications to ammonia synthesis.

Both steps in this method are limited to structures based on the face-

centred cubic (FCC) crystal structure, i.e. all atoms are fixed to FCC lattice

sites. This has been chosen in order to keep computational resources at a

minimum allowing the study of larger nanoparticles. In this way defects

such as stacking faults and twin boundaries are not allowed, which also is

the case for nanoparticle structures that is not based on the FCC lattice,

such as the Mackay icosahedron and Marks decahedron. The latter might

be problematic, because it is known that small nanoparticles favours these

structures, where the surface energy is lowered at the cost of a slightly

higher bulk energy due to small lattice displacements [159]. The choice of

not allowing them can be justified with the investigations of the crossover
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size between the Mackay icosahedron, Marks decahedron and truncated oc-

tahedron (FCC) by Baletto et al. [160]. They find that the crossover size

depends strongly on the metal at hand, and that gold has the strongest

tendency to stay in the truncated octahedral or Marks decahedral structure

compared to the icosahedral structure even below 100 atoms. However in

another work by Bernard et al. [161] they find, using a shape-dependent

thermodynamic model, that the Marks decahedron is the most stable struc-

ture at room temperature in the size range 4-16 nm. Below 4 nm it is the

Mackay icosahedron and above it is the truncated octahedron. It would be

preferable to include the mentioned non-FCC phases, but it is not trivial

to do so, and since the purpose of this work is to investigate the scaling of

the catalytic activity with respect to size, it is desirable to have only one

structure.

In the first step the overall shape of the gold nanoparticles are described

by limited number of parameters, namely the distance in atomic layers from

the particle centre to the six (100) surfaces, 12 (110) surface and 8 (111)

surfaces in analogy to a Wulff construction giving 26 parameters in total.

A Metropolis Monte Carlo algorithm are used to search for different low

energy overall shapes in this parameter space. Each step in the search

starts with selecting a random parameter, which is then either increased or

decreased by one, i.e. adding or removing an atomic layer to the chosen

surface. Afterwards the size of the nanoparticle is fitted to a predefined

size by choosing another parameter at random, which is then increased or

decreased by one to compensate. This is repeated until the desired size

is reached. This search results in an ensemble of reasonable nanoparticles

consisting of only clean surfaces with sizes close to a desired number of

atoms, where symmetric duplicates have been removed.

In the second step the detailed shapes of the nanoparticles found in

the first step are explored with a Metropolis Monte Carlo algorithm, where

the individual atoms are moved randomly around on the surfaces. Before

this the size of the nanoparticle is corrected so it matches the desired size,

either by removing the lowest-coordinated atoms or adding atoms to the

highest-coordinated vacant sites on the surface. Each of these Monte Carlo

simulations will result in a canonical ensemble of nanoparticles reflecting

the sub-space of the potential energy landscape reached from the starting

nanoparticle found in the first step.

When evaluating the nanoparticle properties based on these ensembles

we need to combine them and furthermore correct for the removal of sym-

metric duplicates in the first step, missing structure relaxation in both steps,

the fact that the probability of going from one structure to another one is

not the same as going back and that the simulation is run at a higher tem-
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Table 8.1: Values for the used EMT parameters for gold. Obtained from ref.

[162, 163].

E0 (eV) s0 (bohr) V0 (eV) η2 (bohr−1) κ (bohr−1) λ (bohr−1)

-3.80 2.60 2.703 1.310 2.757 1.948

perature than desired. Except for the latter, which is intentional, these

issues are assumed not to change the result of the simulation and they can

therefore be corrected a posteriori. I will not go into more detail here and

only refer to the included paper [123].

It should be noted that it is important to use the Boltzmann average

of the entire ensemble and not just the lowest energy particle to find these

activities, since activities calculated from the ground state configurations

vary by up to 40 % from the ones calculated based on the Boltzmann av-

erage. It is not trivial to link the two, since the variation is found to be

unsystematic, as the presence or absence of a single defect may influence

the activity significantly, and as there are often several configurations with

an energy only slightly larger than the ground state.

8.3 Shape and structure

The presented method has been used to investigate structural and catalytic

trends on gold nanoparticles with sizes ranging from 65 to 8000 atoms with

diameters going approximately from 1 to 6 nm. The number of atoms

has been selected, so it is not obvious that the nanoparticle will have closed

shells or the like. The original version of the effective medium theory (EMT)

interatomic potential described in section 3.1 has been used to calculate the

energy of the gold nanoparticles. The parameters used are the ones refitted

to elastic and surface properties by Rasmussen [162, 163] and are listed in

table 8.1.

The average number of atoms with a given coordination number (CN)

was found based on the weighted average of the ensembles and structures

as described in the included paper [123]. The result can be seen in figure

8.4, where the fraction of atoms in the nanoparticle with a CN between four

and nine is plotted against the diameter, which is calculated based on the

volume of the atoms assuming a spherical shape.

The majority of the nine-coordinated atoms are (111)-surface atoms.

They are seen to dominate the non-bulk for particles above 3 nm and their

fraction is seen to increase with decreasing particle size until 1.5 nm where

it drops drastically. This drop happens because the particles become so
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Figure 8.4: Fraction of atoms in the nanoparticle with coordination number

between 4 and 9 plotted against the nanoparticle diameter.

small that their surface is mostly made up of edges and corners instead

of flat facets. The seven-coordinated atoms represent the edges between

two (111)-surfaces and edges between the (100)- and (111)-surfaces. The

majority of the six-coordinated atoms are the corners between two (111)-

and the (100)-surfaces, but six-coordinated atoms are also seen at edge

defects. Both the fraction of seven- and six-coordinated atoms are seen to

increase for decreasing particle diameter as expected, where the rise for the

corner atoms is steeper than the one for the edge atoms. For small particles

below 3 nm, the fraction of these atoms becomes comparable to the fraction

of nine-coordinated surface atoms. The majority of the eight-coordinated

atoms are mostly (100)-surface atoms and their fraction is seen to be low

and fairly constant, as the (100)-facets are small, until the fraction begins

to fluctuate for very small particles. The five-coordinated atoms are caused

by defects such as vacancies at edges, and they are seen to be insignificant

for particles larger than 1.5 nm. The majority of four-coordinated atoms

are corners where four (111)-surfaces meet, or ad-atoms on (100)-surfaces;

the former can be seen as a special case of the latter where the (100)-surface

is only four atoms. This fraction is always small, but increases somewhat

for the very smallest particles around 1 nm.
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8.4 Catalytic activity

In previous DFT calculations, the catalytic activity of CO oxidation on gold

for the flat (111)- and stepped (211)- and kinked (532)-surfaces, with CN

equal to 9, 7 and 6, respectively, has been calculated [7]. The activity has

also been found for atoms with CN 4 and 5, based on DFT calculations for

a 12-atom and a 55-atom cluster, respectively [158]. The catalytic activity

have in both cases been calculated based on a microkinetic model [7, 158],

where the CO oxidation is split into the following five elementary steps;

R1 : CO + ∗ ↔ CO∗ (8.1a)

R2 : O2 + ∗ ↔ O2
∗ (8.1b)

R3 : O2
∗ + ∗ ↔ 2O∗ (8.1c)

R4 : CO∗ + O∗ ↔ CO2 + 2∗ (8.1d)

R5 : CO∗ + O2
∗ ↔ CO2 + O∗ + ∗ (8.1e)

The microkinetic model is analysed with the simplified kinetic treatment

called ”Sabatier anaysis” [143], where the coverage of free sites and adsorbed

species are assumed to be optimal for each reaction step. The Sabatier rate

will therefore only give an upper bound of the rate, since the optimal condi-

tions may not be realizable under experiments. It is assumed that reaction

R1 and R2 have reached equilibrium and their net rates are therefore zero.

The overall rate of the CO oxidation is therefore the sum of the rates of R4

and R5. R4 is however limited by the availability of atomic oxygen and R5

is on the other hand limited by the poisoning of atomic oxygen, which in

both cases come from R3 and R5. The Sabatier rate is therefore given as

rs = max{2 min{r+4 , r+5 },min{2r+3 , r+4 }}, (8.2)

The rate constants for the elementary reactions are calculated based on

binding energies and transitions barriers found with DFT and are given as

ki =
kBT

h
exp

(
−∆Ei + ∆ZPEi − T∆Si

kBT

)
(8.3)

where ∆Ei is the activation energy, ∆ZPEi is the zero-point energy change,

∆Si is the entropy change and T is the temperature. It is assumed that

the prefactor is metal independent, that the zero-point energy is negligible

compared to the activation energy, and that the entropy of the adsorbed

specie is much smaller than the gas phase. For further details the reader is

referred to [7, 158]. The resulting activities can been seen in table 8.2. For

all structures, 2–3 atoms are needed for the reaction, but as the activity is

mostly determined by the coordination number of the lowest-coordinated
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8.4 Catalytic activity

Table 8.2: CO and O adsorption energies on gold together with the calculated

Sabatier activities and rates, where that latter is calculated at 300 K. The effect

of low coordinated atoms is clearly seen in the calculated Sabatier rates.

CN EO (eV) ECO (eV) As (eV) rs (s−1)

9 -0.23 0.12 -1.181 9.040× 10−8

7 -0.24 -0.23 -0.832 6.593× 10−2

6 -0.29 -0.48 -0.586 8.946× 102

5 -0.27 -0.56 -0.548 3.891× 103

4 -0.59 -0.83 -0.529 8.113× 103

atom, the activity is here formally assigned to this atom. It should be

noted that the activity of the six-coordinated atoms is around 104 times

larger than the one of the seven-coordinated atoms at room temperature.

The activity contribution from atoms with CN larger than six is, therefore,

insignificant compared to the overall activity.

Based on the fraction of atoms with a given CN and the activity per

atom for the different CN’s, it is straightforward to calculate the overall

catalytic activity of the nanoparticles as a function of the diameter. The

result is seen in figure 8.5, where the overall activity is seen, and in figure

8.6, where the activity is broken up into contributions from atoms with

different coordination numbers. The shape of the curves resembles the

compilation of experimental data on CO oxidation on gold nanoparticles

on a variety of substrates by Janssens et al. seen in figure 8.1. The linear

relationship in figure 8.5 confirms that the activity depends exponentially

on the diameter of the particles, and the exponent is found to be −3.0±0.1.

This exponent is in excellent agreement with the expectations when corner

atoms are dominating the activity. It is however in less good agreement

with the experimental results by Overbury et al. seen in figure 8.2, where

the exponent is found to be −2.7 ± 0.3 and −1.9 ± 0.2 at 298 K for two

different loadings of gold nanoparticles on a TiO2 substrate. A scaling

exponent between −2 and −3 naturally leads to the conclusion that both

edge and corner sites contribute to the activity in contradiction to the DFT

calculations, indicating that only corner atoms have any significant activity.

This can also be seen in figure 8.6, where only atoms with CN less than six

are seen to contribute to the activity.

A detailed analysis of the present results also indicates that corners

alone may cause an exponent between −2 and −3. The experiments by

Overbury et al. only address particles larger than 2 nm; if the present
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Chapter 8. Low-coordinated atoms on gold nanoparticles

Figure 8.5: The average activities of the nanoparticles as a function of diameter

on a double-logarithmic scale. The fitted line has a slope of −3.0 ± 0.1, which is

in good agreement with the results of Overbury et al. [156].

Figure 8.6: The contribution to the activities from atoms with different coordin-

ation number is shown for particles smaller than 3 nm. It is seen that the con-

tribution from seven- or higher coordinated atoms is negligible confirming that the

low coordinated atoms definitely plays a role in the activity.
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8.4 Catalytic activity

Figure 8.7: The absolute number of low-coordinated atoms as a function of

particle size. The number of six-coordinated atoms is seen to be close to the num-

ber of corners of a truncated octahedron (24) for particles with intermediate size,

but deviates from this value for the smallest and largest particles.

analysis is limited to particles larger than 2 nm, we find an exponent of

−2.7± 0.1, in perfect agreement with one of Overbury’s experimental data

series and consistent with the compilation of experimental reactivities by

Janssen et al. This change is not random, but is caused by a small but

systematic variation in the data, where the activity of both the smallest

and largest particles are slightly above the exponential fit with slope of

−3.0, for two different reasons. In figure 8.7, showing the absolute number

of low-coordinated atoms for all the particles, it is seen that for the smallest

particles, the number of six-coordinated ”corner” atoms decrease, whereas a

small number of five and even four coordinated atoms appear. This happens

because it becomes energetically favourable to eliminate an entire two-by-

two atoms (100)-facet by adding a single ad-atom, effectively introducing

a four-coordinated atom at the expense of four six-coordinated atoms. As

the activity of a four-coordinated atom is more than ten times that of a six-

coordinated, this actually leads to an increase in the activity for the very

small particles, giving a slope higher than −3. For particles in the range

of 17–35 Å, the number of six-coordinated atoms is increasing, because it

becomes difficult to accommodate a given number of atoms in a defect-

free shape without departing too much from the ideal Wulff shape, and

it therefore becomes energetically favourable to introduce a few defects, a
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Chapter 8. Low-coordinated atoms on gold nanoparticles

tendency enforced by entropic effects. The number of corner sites is expected

to grow even further for larger particles, as the (110)-facets predicted by

the Wulff construction will eventually appear, leading to a doubling of the

number of six-coordinated atoms. This increase in six-coordinated atoms

leads to an increase in activity for the larger particles giving a slope in

that region that is less than −3. This analysis shows that depending on

the region of particle sizes you look at, the slope will change from above

to below −3, explaining why the slope can differ from −3, when it is only

the corner atoms or other lower coordinated atoms that contribute to the

activity.

8.5 Summary

This chapter has addressed gold nanoparticles catalytic capabilities towards

oxidation of CO with focus on clarifying that the activity can be explained

by the presence of low-coordinated atoms on the nanoparticles. The effect

of low coordination is illustrated by microkinetic modelling showing that 6-

coordinated corner atoms are 104 times more active than 7-coordinated edge

atoms. The structure of nanoparticles in the range 1–6 nm have therefore

been investigated with a two-level Monte Carlo algorithm: The first step

searches for global shapes, by moving whole surface planes, and the second

step searches for the detailed structure, by moving individual surface atoms

around. All the found structures are then used to evaluate the frequency

of atoms with a given coordination number as function of size. Combining

this with the calculated catalytic activities we have seen that the catalytic

activity solely consist of contributions from atoms with a coordination num-

ber of 6 or lower. This rejects the hypothesis that edge atoms contribute

to the activity. The scaling of the activity with particle size is found to be

dα where the exponent α is −2.7± 0.1, if the analysis is limited to particles

above 2 nm, which is in excellent agreement with experimental data. It is

found that the deviation of the exponent from the expected value of −3 is

caused by a systematic variation of the number of low-coordinated atoms.

For large particles the number of 6-coordinated atoms increases leading to

a higher activity than expected, since it is not energetically favourable to

make a defect free particle with only (100)- and (111)-surfaces. This will

in itself result in an exponent between -2 and -3, which could erroneously

be interpreted as indicating that the edges contributes to the activity. For

small particles the opposite effect is found, since 6-coordinated atoms are

eliminated at the expense of 4-coordinated atoms. These are however much

more active leading to a higher activity than expected.
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Summary

This thesis has addressed the shape and structure of nanoparticles in order

to get a better understanding of their influence on the catalytic capabilities

of nanoparticles. This is important because catalysts normally come in the

form of nanoparticles and many factors determining the catalytic activity

depends strongly on the local atomic geometry.

Modelling the shape and structure of nanoparticles is a complex problem,

where one of the main obstacles is the description of the particles’ potential

energy. This should, on one hand, be very fast, in order to examine large

systems with many atoms, and on the other hand, also give reliable results.

In this thesis interatomic potentials are used to describe the potential en-

ergy. These are based on parameters fitted to empirical data for different

material properties and their accuracy therefore depends on the fitting of

these parameters. A fitting algorithm based on minimising an error func-

tion has been presented, and used to refit parameters for a revised version

of the EMT potential and to fit new parameters for the Pt−Y system for

both the Gupta and revised EMT potential. The new Pt−Y potentials

have been tested against non-targeted material properties and shown good

agreement with reference data. All parameters have been fitted within the

scope of surface science and accurate surface energies have therefore been

weighted highly. This have lead to potentials that have less accurate elastic

constants, which is an acceptable compromise. It is accordingly stressed

that interatomic potentials only in rare cases can get everything right and

they may therefore need to be fitted with emphasis on the system that they

are supposed to describe.

The revised EMT potential for the Pt−Y system has been used to model

core-shell nanoparticles, consisting of a Pt5Y core and a Pt shell, with mo-
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lecular dynamics aiming at getting a better understanding of their high

activity towards the oxygen reduction reaction. It is found that the aver-

age Pt-Pt nearest neighbour distance is compressed compared to both bulk

platinum and pure platinum nanoparticles, which is also observed experi-

mentally. Looking at the compression of the nearest neighbour platinum

distance in the two outermost layers of the nanoparticles we found that the

Pt5Y nanoparticles are compressed around 1.3 % compared to a platinum

(111)-surface and therefore should be around 5 times more active, confirm-

ing experimental results. The surface structure has also been investigated

for a 5 nm Pt and Pt5Y particle, showing that there are significant dif-

ferences between the two. The number of active 9-coordinated atoms are

found to be enlarged on the Pt5Y particle, and a significant part of these

have nearest neighbour distances with a compression around 1–2 %. The

enhanced activity of the Pt5Y particles are therefore not only caused by a

compression, but also by an enlarged number of surface atoms.

Another part has been the development of a method to describe the cata-

lytic activity of nanoparticles, where the shape of the particles is predicted

under reaction conditions and then applied to calculate their catalytic activ-

ity. This is done by coupling microkinetic modelling with a Wulff construc-

tion through the Gibbs free surface energy. The method is made applicable

to screening studies by scaling the vacuum surface energies to dissociative

chemisorption energies, which are the descriptors of the microkinetic model.

This scaling is found to describe the trends in surface energies reasonable

for the late transition metals. The method has been applied to the case

of direct decomposition of nitrogen monoxide as proof of concept. It is

here predicted that the inert Au and Ag more or less will keep their shape,

whereas Pt and Pd will change shape in favour of stepped and flat surfaces

respectively, and that all other metals will oxidise. It is believed that this

is a reasonable picture of what will happen in reality, when surface oxides

are not taken into account. It is furthermore found that the maximum of

the catalytic activity moves to weaker binding energies of nitrogen and oxy-

gen compared to the single surfaces, since the particles oxidise the strong

binding energies.

The structure of gold nanoparticles has been modelled using a two-level

Monte Carlo approach, with the aim of determining the frequency of low-

coordinated atoms. The first step of the Monte Carlo simulation is based on

moving whole surface planes around and finding the overall shape, whereas

the second is based on moving single atoms around on the found overall

shapes and finding the detailed shape and structure. The found particles

are then used to evaluate the frequency of atoms with a given coordination

number, which can be combined with calculated catalytic activities leading
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to the total catalytic activity. This is found to to be completely dominated

by atoms with a coordination number of 6 (corner atoms) or lower, and

the scaling with the particle size is found to be dα where the exponent α is

−2.7 ± 0.1, in excellent agreement with experiments. The deviation of the

exponent from -3 is found to be caused by a systematic change in the number

of corner atoms with size and not an indication that edges contributes to

the activity.

The subjects covered in this thesis have shown that the catalytic capab-

ilities of nanoparticles depends strongly on their detailed structure. Know-

ledge about this is therefore crucial if one wants to understand nanoparticles

catalytic capabilities. As the computer power increases and the knowledge

about catalysis on single surfaces is further elucidated the exploring of the

shape and structure of nanoparticles will hopefully become more applicable

in the continuous search for better catalysts.
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a b s t r a c t

We investigate how the chemical reactivity of gold nanoparticles depends on the cluster size and shape
using a combination of simulation techniques at different length scales, enabling us to model at the
atomic level the shapes of clusters in the size range relevant for catalysis. The detailed atomic configura-
tion of a nanoparticle with a given number of atoms is calculated by first finding overall cluster shapes
with low energy and approximately the right size, and then using Metropolis Monte Carlo simulations to
identify the detailed atomic configuration. The equilibrium number of low-coordinated active sites is
found, and their reactivities are extracted from models based on Density Functional Theory calculations.
This enables us to determine the chemical activity of clusters in the same range of particle sizes that is
accessible experimentally. The variation of reactivity with particle size is in excellent agreement with
experiments, and we conclude that the experimentally observed trends are mostly explained by the high
reactivity of under-coordinated corner atoms on the gold clusters. Other effects, such as the effect of the
substrate, may influence the reactivities significantly, but the presence of under-coordinated atoms is
sufficient to explain the overall trend.

� 2011 Elsevier Inc. All rights reserved.

1. Introduction

Although gold is generally considered chemically inert [1], it
has, since 1987, been known that gold nanoparticles can be active
catalysts [2], once the particle size is reduced below 5 nm and even
at temperatures as low as room temperature. The mechanism be-
hind this has been widely debated, and no consensus has been
reached. Suggestions include quantum confinement effects [3–5],
charging of the nanoparticles [6–8], active participation by the
support either by supplying oxygen to the cluster [9] or by the
active site being localised at the interface [10–12], and the abun-
dance of low-coordinated gold atoms on the smallest clusters
[13,14]. Recent work based on Density Functional Theory (DFT)
calculations combined with microkinetic models has shown that
low-coordinated gold atoms at corners and possibly edges of the
nanoparticles can act as active sites for catalytic CO oxidation at
room temperature and that this can explain the majority of the
overall trend of increased reactivity of particles smaller than
5 nm [15,16]. It should be noted that other effects, such as influ-
ence of the support, undoubtedly contribute to the reactivity, but
it appears to be possible to explain the overall trend without invok-
ing these. In a recent review, Janssens et al. [14] have compiled

experimental reactivities obtained with various preparation tech-
niques and supports and demonstrated that the overall trend is
consistent with the reactivity per gram Au scaling as the particle
diameter d�3, supporting the notion of corner atoms as the main
contributor to the reactivity. Overbury et al. [17] have measured
the reactivity versus size for TiO2-supported Au nanoparticles
and found a scaling exponent between �3 and �2 depending on
the loading, possibly indicating that both corner and edge atoms
contribute to the reactivity.

The interpretation that corner and edge atoms are dominating
the reactivity of gold nanoparticles is strongly supported by theo-
retical arguments. Gold surfaces do not normally bind oxygen, as
the d-states of gold lie so low in energy that the interaction be-
tween the Au 5d-states and the O 2p-states is net repulsive [1].
Gold atoms situated on the edges and corners of a nanoparticle
have fewer neighbouring gold atoms, which leads to a shift of
the d-states to a higher energy and an increased reactivity when
the reactivity is described with a simple d-band model [1,18]. De-
tailed calculations of the reaction path, based on DFT, have indeed
confirmed this picture and shown that such under-coordinated
atoms are very reactive with respect to CO oxidation [16,18].

Once this has been established, and the reactivities of typical
sites have been calculated, it is in principle straightforward to cal-
culate the reactivity of a given nanoparticle, provided the occur-
rences of the different sites are known. This principle has been

0021-9517/$ - see front matter � 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcat.2011.08.016
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applied to CO oxidation on gold nanoparticles [13] and also to
ammonia synthesis on ruthenium nanoparticles [19]. In both cases,
a relatively simple model for the particle shape was employed,
based on the Wulff construction. The Wulff construction deter-
mines the thermodynamically favourable shape of crystals: the
shape that minimises the surface energy for a given volume, taking
the anisotropy of the surface energy into account. This is the cor-
rect approach for large particles, where the material can be consid-
ered a continuum and where the energy associated with edges and
corners is negligible. However, for nanoparticles neither is the
case: The excess energy associated with the atoms in the corners
and edges may be comparable to the surface energies. In addition,
the Wulff construction is only able to create clusters with certain
‘‘magic’’ numbers of atoms, corresponding to adding or removing
whole atomic layers to the cluster surfaces. The Wulff construction
is, therefore, only an approximation neglecting these effects. If a
cluster contains a different number of atoms, it is unclear whether
adding defects to a Wulff construction is going to produce a rea-
sonable low-energy structure. As such defects consist of under-
coordinated (and thus reactive) atoms, their presence or absence
will dominate the reactivity of the cluster.

For the case of ruthenium clusters, Gavnholt and Schiøtz [20]
have investigated the low-energy configurations of these and have
found that the lowest energy configurations often depart from
Wulff shapes in order to reduce the amount of corners and steps
at the price of a slight increase in surface area. For the case of
ammonia synthesis on ruthenium clusters, this leads to a signifi-
cant reduction in available active sites compared to what would
be expected from a modified Wulff construction [19]. However,
these results cannot be transferred to the case of gold catalysis.
The energetics of the two types of clusters differ significantly,
and furthermore, the reactive site for ammonia synthesis is not a
low-coordinated atoms in itself, but at the foot of an atomic step
on the surfaces.

For these reasons, we are investigating the shape of gold nano-
particles, with a particular focus on the number of under-coordi-
nated atoms as a function of particle size. An obvious approach
to such a task would be molecular dynamics or Metropolis Monte
Carlo simulations. However, neither of these methods is practical
to apply directly to clusters containing more than a few hundred
atoms, as the required simulation times would be astronomical. In-
stead, we introduce a two-step Monte Carlo simulation method in-
spired by the work of Gavnholt and Schiøtz [20]. In this method,
first reasonable candidates for the overall shape of the clusters
are found, followed by an investigation of the detailed shape of
the clusters. The method yields an approximate Boltzmann ensem-
ble of cluster shapes, from which the average number of under-
coordinated atoms can be determined. This finally allows us to
predict the overall reactivity. It should be stressed that some care
is required when comparing with experimental reactivity, as we
calculate the reactivity at a single size whereas experimental
measurements will always involve a size distribution. Further-
more, there is no guarantee that the particles being measured upon
have reached their thermodynamically most favourable state, in
particular if formed at low temperature.

2. Method

The energy landscape of a cluster with thousands of atoms is
quite complicated, with regions of many local minima separated
by large energy barriers, as illustrated figuratively in Fig. 1. The
close-lying minima in the figure correspond to moving individual
atoms around, thus creating or removing atomic-scale defects
while preserving the overall shape of the cluster. The large energy
barriers illustrate moving whole layers of atoms from one side of

the clusters to another, thus leading to different overall shapes of
the cluster.

Any straightforward Monte Carlo algorithm based on moving
individual atoms will not get past these large energy barriers.
However, as the large valleys correspond to different overall clus-
ter shapes, it is possible to sample configurational space by a two-
level method. First, all the relevant ‘‘valleys’’ are identified by
searching for reasonable overall shapes for the cluster, describing
the shape with a relatively low number of parameters. A second
step then investigates the detailed atomic-scale shape [20].

In the developed method, we have limited our focus to struc-
tures based on the face-centred cubic (FCC) crystal structure in or-
der to hold the calculation time at a reasonable level. All atoms are
sitting on sites belonging to an FCC lattice, we do thus not allow for
defects such as stacking faults or twin boundaries, nor do we allow
cluster structures that are not based on a crystal structure, such as
icosahedral or decahedral clusters. However, we explicitly include
the surface relaxation energies in our calculations, although tech-
nically surface relaxations correspond to the outermost atoms
moving slightly away from the perfect positions.

At first sight, excluding icosahedral or decahedral clusters
would seem problematic, as it is known that small metallic clusters
typically have these structures, where the surface energy is mini-
mised at the cost of slightly higher bulk energy. However, Baletto
et al. [21] have investigated the crossover size between the icosa-
hedra, decahedra and truncated octahedron (FCC) structures for
different FCC metals. They find that the crossover size is strongly
dependent not only on the metal studied but also on the details
of the interatomic potential. Regardless of the potential, they find
that gold has the strongest tendency to remain in FCC structures.
When modelled with the Embedded Atom Method (which closely
resembles the Effective Medium potential used here), gold prefers
the FCC structure or the decahedral structure to the icosahedral
structure even for the smallest clusters, whereas it is not possible
to determine whether decahedral or FCC structure is preferred
for clusters with less than a few hundred atoms. Other researchers
find larger size ranges where the non-FCC phases are stable [22]. It
would be useful to extend the method described here to explicitly
include such phases; it is, however, not a trivial extension, as there
is no simple underlying lattice in these phases. Furthermore, as the
purpose of this work is to investigate the scaling of the reactivity
with respect to the size, it is of great value to have a homogeneous
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Fig. 1. Illustration of the energy landscape of a cluster. The large ‘‘valleys’’
correspond to different overall shapes of the cluster, i.e., different number of
atomic layers along the various crystal directions. Within each ‘‘valley’’, there is a
detailed structure, as in most cases the number of atoms does not correspond to all
layers being perfect, and there are many possible arrangements of the few missing/
additional atoms.
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data set without sudden changes in structure, even if this means
that the smallest clusters might have a structure differing from
the experimentally observed structure.

For the coarse-scale simulation, we limit ourselves to structures
constructed only by the low-energy (100), (110) and (111) sur-
faces. As an FCC crystal has six (100) directions, 12 (110) direc-
tions and eight (111) directions, a cluster can be represented by
26 integer parameters giving the distance from the centre of the
cluster to these surfaces measured in atomic layers, in analogy to
a Wulff construction. A Monte Carlo algorithm operating within
this parameter space performs this coarse-scale search. Each
Monte Carlo step starts with a random selection of a parameter,
which is then increased or decreased by one, i.e., one atomic layer
is either added to or removed from the surface represented by the
parameter. This will change the size of the cluster, so in order to
keep the size close to a specified value, another parameter is cho-
sen randomly and then decreased or increased by one to compen-
sate. This compensation is repeated until the size has passed the
desired size leaving two configurations bracketing the correct size,
which can be used as trial configurations in the Monte Carlo algo-
rithm. Normally one would choose the configuration with the low-
est energy, but the size difference makes this choice a bit blurred,
so instead we chose the configuration with the lowest energy per
atom. This will unfortunately favour large clusters with a high frac-
tion of low energy bulk atoms, but at these small size differences,
this is an insignificant problem. At the nth step, the trial configura-
tion is accepted with the probability

Pnþ1 ¼ exp
�DE
kTSMC

� �
;

where DE is the energy difference between the new and old config-
uration, and TSMC is a fictitious temperature. The energy difference is
given as

DE ¼ ðenþ1 � enÞ
Nn þ Nnþ1

2
;

where e is the energy per atom. We scale the energies with the aver-
age size between the two clusters in order to have a temperature
with physical meaning. Since this coarse-scaled simulation involves
moving entire surfaces of the cluster, we shall refer to it as ‘‘Surface
Monte Carlo’’ (SMC).

The result of the SMC simulation is an ensemble of reasonable
cluster shapes, represented by defect-free clusters with sizes close
to the desired number of atoms. To save computer time later,
duplicates are removed by taking symmetry into account. In addi-
tion, configurations with energy more than 4 eV above the mini-
mum energy are eliminated, as they are unlikely to contribute
significantly to the final result. Each unique global cluster shape
is then used as the starting point for a regular Metropolis Monte
Carlo simulation in the second step of the algorithm. In this simu-
lation, individual atoms are allowed to move to optimise the struc-
ture, for this reason we shall refer to this phase as ‘‘Atoms Monte
Carlo’’ (AMC).

First, the number of atoms is corrected either by removing the
lowest-coordinated atoms or by adding atoms to the highest-coor-
dinated vacant sites, until the cluster has the desired size. In each
step of the Monte Carlo calculation, a random surface atom is se-
lected and moved to a random supported vacant site, i.e., a site
in the FCC lattice that has at least one nearest neighbour in the
cluster. At the nth step in the calculation, the proposed step is ac-
cepted with the probability

Pnþ1 ¼ exp � Enþ1 � En

kTAMC

� �
:

Unfortunately, this acceptance probability does not fulfil the
detailed balance criteria of the Metropolis Monte Carlo algorithm,

because the number of available moves, and thus the probability
of suggesting a given move, depends on the configuration. The var-
iance in the available moves is, however, small and it can, therefore,
be corrected a posteriori.

The result of the AMC simulation should be a canonical ensem-
ble of cluster configurations corresponding to the sub-space reach-
able from the global cluster shape. Since each global cluster shape
results in a separate atomic Monte Carlo simulation, the resulting
ensembles should be combined. Unfortunately, there is no ‘‘cor-
rect’’ way to do this, but if we assume that the local energy land-
scapes around each global shape are not too different, it is a
good approximation to weigh the result of each Boltzmann simula-
tion with

ws ¼ Nsexp
�Es

kTAMC

� �
;

where Es is the lowest energy encountered in the sth AMC simula-
tion, TAMC is the temperature of the AMC simulations, and Ns is
the number of symmetrically equivalent initial cluster shapes (this
factor compensates for the removal of symmetrically equivalent
shapes in the coarse-grained simulation). While combining the re-
sults of the AMC simulations, we also correct the resulting ensem-
ble for a number of phenomena, which could change it significantly.
First, the energy of the cluster is calculated with all atoms in lattice
sites; in reality, the surface atoms will relax inwards lowering the
energy of the cluster. The relaxation energies of all clusters are cal-
culated by minimising the energy with respect to all coordinates
using the Limited-memory Broyden–Fletcher–Goldfarb–Shanno
(LBFGS) algorithm [23]; the relaxed energies (Erelax) are then used
to correct the ensemble. In addition, a correction factor Bi compen-
sates for the previously mentioned lack of detailed balance. Finally,
it is computationally advantageous to run the AMC simulation at a
higher temperature than the desired temperature (T); this is also
corrected at this step. In summary, each configuration in the
ensemble is assigned a weight

wi ¼ ws
1
Bi

expð�Erelax;i=kTÞ
expð�Ei=kTAMCÞ

:

It should be noted that the algorithm presented here differs from
the algorithm suggested by Gavnholt and Schiøtz [20] in two ways.
First, we allow the number of atoms in the first step to depart from
the desired cluster size, whereas Gavnholt and Schiøtz already here
remove or add some atoms. Secondly, we perform a full Monte Car-
lo simulation to find the detailed atomic-scale shapes correspond-
ing to each global shape, whereas Gavnholt and Schiøtz attempt
to sample all possible ways the atoms can be added to or removed
from the global shape to give the actual cluster, reverting to a ran-
dom sampling if the number of combinations is prohibitively large.

In the discussion previously, we have assumed that the energy
of a cluster can be calculated. As literally millions of configurations
are being examined, this must be done in a computationally effi-
cient way. We choose to describe the energy of a gold cluster with-
in the Effective Medium Theory (EMT) [24], as EMT has proven to
give a reliable description of the noble metals. We use parameters
refitted to elastic and energetic properties by Rasmussen [25,26],
as these reproduce the surface energies much better than the ori-
ginal EMT parameters. The parameters used were E0 = �3.80 eV,
s0 = 2.60 bohr, V0 = 2.703 eV, g2 = 1.310 bohr�1, j = 2.757 bohr�1,
k = 1.948 bohr�1, see Ref. [24] for documentation of the parameters
and the functional form.

A multi-level method like this by necessity contains a number
of simulation parameters that should be chosen carefully, in this
case the temperatures of the SMC (TSMC) and AMC (TAMC) simula-
tions, the length of the two simulations (NSMC and NAMC), and the
energy cut-offs (Ecut,AMC and Ecut,relax) above which AMC is not
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performed and above which configurations are no longer mini-
mised, respectively. Significant work is saved by not performing
the AMC step on configurations generated by the SMC that are
unlikely to contribute to the final result. Similarly, the energy
minimisation step needed for the a posteriori correction of the
ensembles produced in the AMC can be skipped if the unrelaxed
energy is sufficiently high. Great care was taken to ensure that
the results were insensitive to changes in TSMC and Tc and that they
were converged with respect to the other parameters, see Table 1.
Convergence of the simulations was checked by comparing two or
three separate simulations and was deemed sufficient when the
different simulations gave the same result, i.e., when the average
cluster energy was within a few tens of meV and the distribution
of CN was very close. In the worst case, the reactivity varies by less
than 8% between two otherwise identical simulations.

The method as described here can handle clusters up to approx-
imately 10,000 atoms, before the computations become unwieldy.
The main limitation in addition to computer time is the storage re-
quired to store all clusters that potentially need relaxation. An
alternative that could be used would be to assign energies to atoms
according to their nearest neighbours only and include the relaxa-
tion energy in these energies. This was the choice made by Gavn-
holt and Schiøtz [20], at the price of ignoring interactions
between surface defects.

3. Results

Using the described method, we have performed simulations on
gold clusters with sizes ranging from 65 to 8000 atoms. We have
chosen this lower boundary, disregarding that Baletto et al. [21]
have showed that gold clusters may favour the decahedra structure
at sizes below 500 atoms, in order to obtain the overall trend in
catalytic activity down to very small clusters based on the FCC
structure. We have specified the number of atoms in our clusters,
so it is not given that we will have closed shells or filled edges. This
is seen in Fig. 2, showing typical configurations for a number of
clusters with different sizes. The violet atom in the cluster with
340 atoms is an adatom sitting on top of a (100) surface; this is
an example of a situation where complete layers are not formed.

For each cluster size, an approximate Boltzmann ensemble was
obtained, from which the average number of atoms with a given
coordination number (CN) was found based on a weighted average

Table 1
Parameter values used in the simulations. Larger clusters require more steps in the
Atomic Monte Carlo steps (but not in the Surface Monte Carlo). Furthermore, the
relaxation energy increases with cluster size, and a greater cut-off is needed to insure
convergence.

Cluster
size

NSMC NAMC Ecut,AMC

(eV)
Ecut,relax

(eV)
TSMC

(K)
TAMC

(K)

61000 3.2 � 106 1.0 � 106 4 1.24 4000 1000
2500 3.2 � 106 1.0 � 106 4 3.24 4000 1000
4500 3.2 � 106 7.0 � 106 4 4.24 4000 1000
8000 2.4 � 106 1.2 � 107 4 5.24 4000 1000

8000

617

4

5

6

7

8

9

10

340
150

80

Fig. 2. Pictures of the configuration with lowest energy found in the simulations, for different cluster sizes. It is seen that the nine-coordinated (111) surfaces dominate the
non-bulk of the clusters. When the clusters become sufficiently small, the fractions of six- and seven-coordinated corner and edge atoms become comparable to the fraction
of surface atoms. Note how the clusters often can accommodate the arbitrary number of atoms by departing from Wulff-like shapes either by being elongated (the 150 atom
cluster) or by breaking the symmetry between otherwise equivalent surfaces (most obvious on the 617 atom cluster, but seen on almost all clusters).
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as described in the previous section. The result can be seen in Fig. 3,
where the fraction of atoms in the cluster with a CN between four
and nine is plotted against the cluster diameter, which is calculated
based on the volume of the atoms in the cluster assuming that the
cluster is spherical. We have omitted atoms with coordination num-
bers below 4 or above 9, because they, respectively, are exceedingly
rare or have a very small reactivity, as we will see later, and they are,
therefore, of no importance to the overall reactivity.

The majority of the nine-coordinated atoms are (111) surface
atoms. They are seen to dominate the non-bulk for clusters above
3 nm and their fraction is seen to increase with decreasing cluster
size until 1.5 nm where it drops drastically. This drop happens
because the clusters become so small that their surface is mostly
made up of edges and corners instead of flat facets. The seven-coor-
dinated atoms represent the edges between two (111) surfaces and
edges between the (100) and (111) surfaces. The majority of the
six-coordinated atoms are the corners between two (111) and the
(100) surfaces, but six-coordinated atoms are also seen at edge de-
fects. Both the fraction of seven- and six-coordinated atoms are seen
to increase for decreasing cluster diameter as expected, where the
rise for the corner atoms is steeper than the one for the edge atoms.
For small clusters below 3 nm, the fraction of these atoms becomes
comparable to the fraction of nine-coordinated surface atoms. The
majority of the eight-coordinated atoms are mostly (100) surface
atoms and their fraction is seen to be low and fairly constant, as
the (100) facets are small, until the fraction begins to fluctuate for
very small particles. The five-coordinated atoms are caused by de-
fects such as vacancies at edges, and they are seen to be insignificant
for clusters larger than 1.5 nm. The majority of four-coordinated
atoms are corners where four (111) surfaces meet, or adatoms on
(100) surface; the former can be seen as a special case of the latter
where the (100) surface is only four atoms. This fraction is always
small, but increases somewhat for the very smallest clusters around
1 nm. Some of these features can be seen on the five different clus-
ters shown in Fig. 2, where the gold atoms have been colour coded
according to their CN.

Based on the average number of atoms with different CN, it is
straightforward to calculate the overall catalytic activity of the
clusters as a function of the diameter, given that the activity per
atom is known for the different CN. In previous DFT calculations,
the catalytic activity of CO oxidation for the (111)- and (211)-
and (532)-surfaces, with CN = 9, 7 and 6, respectively, has been
calculated [18]. The activity of CO oxidation has also been found
for atoms with CN 4 and 5, based on DFT calculations for a 12-atom

and a 55 atom cluster, respectively [16,18]. To calculate the
activity, a microkinetic model is formulated splitting the CO oxida-
tion reaction into elementary steps. The microkinetic model is ana-
lysed using a simplified kinetic treatment, ‘‘Sabatier analysis’’ [27],
taking into account the surface coverage and reaction rates ob-
tained within the model with binding energies and transition bar-
riers calculated within DFT. For all structures, 2–3 atoms are
needed for the reaction, but as the reactivity is mostly determined
by the coordination number of the lowest-coordinated atom, the
reactivity is formally assigned to this atom. Only the dissociative
oxidation path is contributing significantly to the reactivity, except
for CN 4, where both the associative and dissociative mechanism
are taken into account. For more details, we refer to reference 16
and 18. The resulting activities are listed in Table 2.

It should be noted that the activity of the six-coordinated atoms
is around 104 times larger than the one of the seven-coordinated
atoms at room temperature. The activity contribution from atoms
with CN larger than six is, therefore, insignificant compared to the
overall activity. Furthermore, this large factor makes our results
relatively insensitive to uncertainties on the calculated activities,
as the main features of our results reflect the ratio of active
(CN 6 6)-to-inactive (CN P 7) atoms.

By multiplying the activity of an atom with a given CN with the
fraction of atoms having this CN and sum over the CN’s, we obtain
the overall activity of the clusters as a function of the diameter. The
result is seen in Fig. 4, where panel a show the overall activity and
panel b show the activity broken up into contributions from atoms
with different coordination numbers. It is important to use the
Boltzmann average of the entire ensemble and not just the lowest
energy cluster to find these activities, since activities calculated
from the ground state configurations vary by up to 40% from the
correctly calculated activities in an unsystematic way, as the pres-
ence or absence of a single defect may influence the activity signif-
icantly, and as there are often several configurations with an
energy only slightly larger than the ground state.

The shape of the curve resembles the compilation of experi-
mental data on CO oxidation on gold clusters on a variety of
substrates, presented by Janssens et al. [14] The linear relationship
in Fig. 4a confirms that the activity depends exponentially on the
diameter of the clusters, and the exponent is found to be �3.0 ±
0.1. This exponent is in excellent agreement with the expectations
when corner atoms are dominating, but in less good agreement
with the experimental results by Overbury et al. [17], where the
exponent is found to be �2.7 ± 0.3 and �1.9 ± 0.2 at 298 K for
two different series of gold clusters on a TiO2 substrate. A scaling
exponent between �2 and �3 naturally leads to the conclusion
that both edge and corner sites contribute to the activity,1 in con-
tradiction to the DFT calculations, indicating that only corner atoms
have any significant activity. However, detailed analysis of our

Fig. 3. Fraction of atoms with coordination numbers from 4 to 9.

Table 2
CO and O adsorption energies on gold together with the calculated Sabatier activities
and rates, where the latter is calculated at 300 K [16,18,27]. The activities are the
results of using energetics calculated with DFT in a microkinetic model, as described
in the references.

CN E0 (eV) ECO (eV) As (eV) rs (s�1)

9 �0.23 0.12 �1.181 9.040 � 10�8

7 �0.24 �0.23 �0.832 6.593 � 10�2

6 �0.29 �0.48 �0.586 894.63
5 �0.27 �0.56 �0.548 3890.6
4 �0.59 �0.83 �0.529 8113.3

1 As the number of corner atoms is independent of the particle size, the number of
edge atoms scale with the diameter d, the number of surface atoms with d2, and the
total number of atoms with d3, the fraction of corner and edge atoms must thus scale
with d�3 and d�2, respectively.
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simulations indicates that corners alone may cause exponents be-
tween �2 and �3.

The experiments by Overbury et al. only address clusters larger
than 2 nm; if we similarly limit our analysis to particles larger than
2 nm, we find an exponent of �2.7 ± 0.1, in perfect agreement with
one of Overbury’s experimental data series and consistent with the
compilation of experimental reactivities by Janssen et al. This
change is not random, but is caused by a small but systematic var-
iation in the data, where the reactivity of both the smallest and
largest particles are slightly above the exponential fit with slope
�3.0, for two different reasons. Fig. 5 shows the absolute number
of low-coordinated atoms for all the particles. It is seen that for
the smallest particles, the number of six-coordinated ‘‘corner’’
atoms decrease, whereas a small number of five and even four
coordinated atoms appear. This happens because it becomes ener-
getically favourable to eliminate an entire (100) facet by adding a
single adatom (see the 80-atom cluster in Fig. 2), effectively intro-
ducing a four-coordinated atom at the expense of four six-coordi-
nated atoms. As the reactivity of a four-coordinated atom is more
than ten times that of a six-coordinated, this actually leads to an
increase in the reactivity, as we see for the very small particles.

For clusters in the range of 17–35 Å, the number of six-coordi-
nated atoms is slightly above 24 (the number of corners in a trun-
cated octahedron), with a weakly increasing tendency. In this size
range, it is usually possible to eliminate most defects by choosing a
slightly elongated cluster shape, such as the 150-atom cluster
shown in Fig. 2. The increase is mostly a result of defects such as
steps on the terraces, caused by the fact that the number of atoms
in the clusters typically does not match the numbers one would get
by making ‘‘perfect’’ clusters by adding whole layers to the various
surfaces. With increasing cluster size, it becomes difficult to
accommodate a given number of atoms in a (possibly elongated)
defect-free shape without departing too much from the ideal Wulff
shape, and it becomes energetically favourable to introduce a few
defects, a tendency enforced by entropic effects. Again this is
clearly seen in Fig. 2, most clearly for the 8000 atoms cluster.
The number of corner sites is expected to grow even further for lar-
ger clusters, as the (110) facets predicted by the Wulff construc-
tion will eventually appear, leading to a doubling of the number
of six-coordinated atoms. Indeed, the cluster with 4500 atoms
exhibits a single (110) facet. This will lead to an exponent between
�2 and �3 in this size range, as the number of corner atoms grad-
ually increases.

Thus, our main conclusion is that the reactivity scales as a
power law with the cluster size, with an exponent between �3
and�2.7. The departure of this value from�3 is not caused by both
edge and corner atoms contributing to the reactivity, but by corner
and corner-like defect atoms alone, as is clearly seen in Fig. 4b,
where the entire contribution is from atoms with coordination
number six or lower. The exponent departs from �3 as it is impos-
sible for the larger clusters to incorporate an arbitrary number of
atoms in a regular, almost defect-free structure, whereas for med-
ium-sized clusters this is often possible by producing a slightly
elongated or asymmetrical cluster, as seen in Fig. 2.

4. Discussion

While our results are in agreement with one of the exponents
found by Overbury et al. [17], when we limit our simulations to
the same size range, it should be noted that they find two different
exponents of �2.7 and �1.9 (at 298 K) for two differently made
batches of clusters. Both batches are on TiO2 substrates, but they
differ in the loading of 7.2 wt.% and 4.5 wt.% gold, respectively.

Fig. 4. (a) The average activities of the clusters as a function of cluster diameter on a double-logarithmic scale. The fitted line has slope �3.0 ± 0.1. In addition, the
contribution to the activities from atoms with different coordination number is shown for clusters smaller than 3 nm in panel. (b) The contribution from seven- or higher
coordinated atoms is negligible.

Fig. 5. The absolute number of low-coordinated atoms as a function of cluster size.
The number of six-coordinated atoms is seen to be close to the number of corner of
a truncated octahedron (24) for clusters with intermediate size, but deviates from
this value for the smallest and largest clusters.
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Neither the experiments nor our simulations offer any explanation
of this dependency on the loading, as both sets of data were taken
with cluster sizes in the same range.

The measured exponents change to �2.8 and �2.1 when the
temperature is lowered to 273 K. Our data are for 300 K and are
thus directly comparable with Overbury’s for 298 K. If we recalcu-
late the reactivities at 273 K, it leads to a change in the exponent by
�0.05 in excellent agreement with the trend seen by Overbury et
al.

It should be noted that other interpretations of Overbury’s mea-
surements are possible. In a reinterpretation of Overbury’s data,
Bond proposes that nanoparticles below a threshold size are non-
metallic and that only these are catalytically active. The power
law-like dependence of reactivity with particle size would then re-
sult from the finite width of the size distribution of the clusters:
with increasing average cluster size, there will be a diminishing tail
of the particle size distribution reaching below the threshold size
[28].

Clearly, the simulations presented here are by necessity based
on a number of simplifying assumptions. As already mentioned,
we assume that the overall cluster shapes are FCC-based rather
than icosahedral or decahedral. While this assumption is most
likely incorrect for the smallest clusters, we do not expect it to
change the main result significantly, since the smallest clusters
will still be able to incorporate an arbitrary number of atoms in
an almost defect-free structure.

Another simplifying assumption is that we ignore interactions
with the substrate. In a simple interface-energy model [29,30],
interactions with the substrate will just truncate the obtained
shapes, leaving all trends unaltered. However, it is likely that the
role of the substrate is more complicated, as evidenced by mea-
surements of substrate effects [9,12] and possibly by Overbury’s
results depending on the loading. It could be speculated that the
energetics of the metal atoms sitting at the rim of the particle,
where the particle surface meets the substrate, directly influences
the shape of the particle; or even that these atoms are particularly
reactive and participates in the reaction in a substrate-dependent
way. Investigating these effects may be the topic of future work.

Finally, it should be noticed that whether the simulations of
largest clusters have not been converged properly with respect to
the length of the Monte Carlo simulations, the lowest energy states
will not have been found, and too many defects would be observed.
For this reason, special care was taken to converge the largest cal-
culations. For the largest cluster sizes, the Monte Carlo simulations
do not find the ground state, nor are they expected to do so, as the
ground state will have vanishing weight in the Boltzmann ensem-
ble. It is for this reason that the 8000-atoms cluster displays
defects at more than one corner. It is, however, impossible to guar-
antee that the simulations have fully converged to the correct
thermal distributions, in particular for the largest particle sizes. In-
deed, a similar effect may influence the experiments: the largest
clusters might not have completely reached the thermodynamic
equilibrium shape. In both cases, this would result in a lowering
of the absolute value of the exponent. One could speculate whether
such effects would depend on the loading and thus contribute to
the difference between the two measurement series by Overbury
et al.

The two-level simulation method presented in this work brings
direct simulations of cluster shapes and reactivity into a size range
where the clusters can also be studied with, e.g., Transmission
Electron Microscopy, thus closing the size gap between simula-
tions and experiment. In future work, this method will most likely
be extended to take into account the effects of substrate. In collab-
oration with experimental studies of supported catalysts, both
with respect to reactivity and to cluster morphology, this may fi-
nally settle the discussion of the detailed atomic-scale mechanism

of Au catalysis, including the roles of under-coordinated atoms and
of the support.

5. Conclusion

We present a two-level Monte Carlo-based algorithm allowing
us to simulate ensembles of gold clusters in the catalytically rele-
vant size range of 1–6 nm. Our results show that the catalytic
activity is entirely dominated by atoms with coordination number
6 or lower, i.e., atoms in a ‘‘corner-like’’ local coordination. Our re-
sults nevertheless predict a reactivity scaling with the diameter as
da where the exponent a is close to �3 as expected for corner-
dominated activity. However, the number of six-coordinated
atoms is not fixed at 24 per cluster as would be expected from sim-
ple geometric arguments, but increases slowly for the largest clus-
ters as defects must be incorporated into the clusters since the
number of atoms rarely matches a closed-shell structure. For clus-
ter sizes up to 4–5 nm, an arbitrary number of atoms can usually
be accommodated by creating slightly skewed closed-shell clus-
ters, but for larger clusters this becomes energetically unfavour-
able, defects are created and the reactivity becomes larger than
otherwise expected. Alone, this would change the exponent to a
value between �3 and �2, which could erroneously be interpreted
as signifying that atoms at the edges contribute to the reactivity. In
these simulations, this effect on the exponent is masked by a sim-
ilar slight increase in reactivity of the very smallest clusters due to
the appearance of four and five coordinated atoms.

Our main conclusion is that the overall trend in the size depen-
dence of the catalytic activity of gold clusters can be explained by
low-coordinated gold atoms in corner-like positions. This by no
means excludes that other effects may influence the catalytic activ-
ity of gold clusters, in particular it is likely that support effects play
a role, either directly by modifying the reaction at the rim of the
particle or indirectly by altering the equilibrium shape of the par-
ticle. This will be the topic of further studies.
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We present a method that concurrently describes the shape and reactivity of catalytic na-

noparticles under reaction conditions. The method is based on the existence of approxi-

mate scaling relations among the energies determining the catalytic activity and between 

these energies and the surface energies determining the particle shape.  This makes it 

possible to describe both the activity and the shape by a small number of descriptors that 

can easily be calculated, and the method can thus be used for screening for new catalysts.  

We demonstrate the importance of describing the entire nanoparticle and not just the 

most reactive facets, as the shapes of the nanoparticles vary significantly for different 

metals, and for the most interesting metals display significant changes under reaction 

conditions, caused by adsorbed molecules changing the surface energies. We apply the 

method to NO decomposition in automotive catalysts at equilibrium and lean-burn condi-

tions, using the oxygen and nitrogen adsorption energies as descriptors.  The shape 

changes of the nanoparticles severely alter the range of descriptor values corresponding 

to good catalysts, and exclude many catalysts that would have been predicted as near op-

timal in studies based on a single crystalline facet. 

I. INTRODUCTION 

When searching for new catalysts, screening studies based on scaling relations have been shown to be 

particularly efficient [1-7].  The fundamental idea is to describe the catalytic reaction based on a small 

number of descriptors, often adsorption or dissociation energies of one or more reaction intermediates, 

and search for new materials/alloys where these descriptors give the maximal catalytic rate and/or 

selectivity. In this work, we address the direct NO decomposition within the context of automotive 

catalysts, and use as model descriptors the dissociative chemisorption energies of O2 and N2. The 

overall goal is to describe the reaction rate for an entire catalytic nanoparticle as a function of the de-

scriptors, in form of a “volcano plot”. The total catalytic activity of a nanoparticle can be calculated 

by combining reaction rates and surface areas for the different surfaces. These reaction rates and sur-
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face areas must therefore be predicted from the same descriptors. We will investigate to what extend 

these quantities can be obtained from the same descriptors through approximate scaling relations, 

allowing for a description of the total reaction rate through as few descriptors as possible. 

Microkinetic modeling has previously been shown to describe the chemical reactions on met-

al surfaces well and thereby also predict catalytic rates [2,6,7-10]. In the microkinetic model, the reac-

tion is split into elementary reaction steps, and the model yields total reaction rates per site as a func-

tion of the energetics of these partial reactions. It has previously been shown [2,8,10-12] that the en-

ergetics of the partial reactions are well described by using one or two dissociative chemisorption 

energies as descriptors, and obtaining the partial reaction energies and transition state energies 

through linear scaling relations and Brønsted-Evans-Polanyi (BEP) relations respectively [13-18]. The 

microkinetic model also yields the coverage of surface intermediates on the various surfaces, which 

will be important in determining the effective free surface energies of the surfaces, and thus the shape 

of the nanoparticles. 

The shape of the nanoparticles will be described through the Wulff construction, giving the 

shape that minimizes the total surface energy when keeping the volume constant. To construct the 

shape, surface energies for the different surfaces must be known, we obtain these from DFT calcula-

tions and show that for different metals the surface energies and dissociative chemisorption energies 

perhaps surprisingly are related by a simple empirical relationship.  The reason these scaling methods 

work is simply that all the parameters entering the problem vary more or less smoothly through the 

transition metal part of the periodic table.  Wulff constructions have previously been used to model 

catalytic nanoparticles, for example shape changes as a function of alloy composition [19], as a func-

tion of gas pressure [20] and as a function of oxidation/reduction of the support surface [21].  In this 

work we take into account the shape changes as the material is varied (through the scaling relations of 

the surface energies) and as induced by the gaseous environment (modelled through the coverages and 

binding free energies). 

To fit the various scaling relations used in this method, we have studied 10 transition metals 

in the face-centered cubic (FCC) structure including 6 different surfaces.  We limit ourselves to a 

single crystal structure, as changing the crystal structure changes both surface structures and binding 

sites significantly, making it impossible to fit scaling relations involving metals with different struc-

tures.  To supplement the late transition metals naturally occurring in the FCC structure, calculations 

were made for a number of metals naturally occurring in the hexagonal closed packed structure but 

with the calculations performed in the FCC crystal structure, which has been found to be a good ap-

proximation when trends are of interest. 

II. METHODS 

A. Microkinetic modelling 

To describe the catalytic activity and adsorbate coverage on the metal surfaces we use the microkinet-

ic model developed by Falsig et al. [10], where only one site is considered at a time assuming that the 

reaction is not limited by coverage effects on neighboring sites [REF]. In this model the direct NO 

decomposition is described by the following four elementary reactions 

(R1)  NO(g) + * → NO* 

(R2)  NO* + * → N* + O* 

(R3)  2O* → O2(g) + 2* 

(R4)  2N* → N2(g) + 2* 



 

3 

 

which result in the rate equations 

                   

                    

      
         

     

      
         

     

where   ,   ,     and    are the coverages of O, N, NO and free sites respectively, and    ,     and 

    are the partial pressure of O2, N2 and NO. The forward rate constants are given from    

    ⁄    [       ⁄ ], the backward rate constants from         ⁄  and the equilibrium constants 

from       [       ⁄ ], where     is the Gibbs free reaction energy and     the Gibbs free acti-

vation energy.  

 The rate equations are solved both in steady state and under lean burn conditions [22-25] to 

find the coverages of the surface intermediates in the two cases given temperature and partial pres-

sures of the gasses together with the reaction and activation free energies for the elementary reactions. 

Linear scaling between the N and NO dissociation energy are used to describe the latter and we as-

sume that there is no barrier for the adsorption of NO on the surface (R1). The transition state energies 

for the elementary reactions 2, 3 and 4, are described from the adsorption energies of N and O using 

BEP scaling relations [10]. This decreases the number of reaction and activation energies used, leav-

ing two independent descriptors describing the direct NO decomposition on each surface studied, 

namely the dissociative chemisorption energies of oxygen and nitrogen. 

 The microkinetic model is solved on the six representative surfaces considered in this study:  

The flat {111} and {100} surfaces; the more open {110} surface; the {211} and {311} surfaces repre-

senting stepped closed-packed surfaces, and the {532} surface representing a surface with kinked 

steps. 

1. Adsorbate-Adsorbate Interactions 

Adsorbate-adsorbate interactions on a surface can change the adsorption energy significantly and 

thereby also change the reaction kinetics and catalytic activity [26,27]. Adsorbate-adsorbate interac-

tions are therefore included in the microkinetic model, using the piecewise interaction model by Khan 

et al. [28]. In this model the integral adsorption energy per surface site varies linearly with coverage 

below the threshold coverage,   , and approximately quadratically with coverage above this threshold 

as shown in equation (1). 

     ( )  {
             | |                          

         

 
              | |     (1) 

Here   [          ] is the coverage vector of the N reaction intermediates, | | is the total cover-

age,    is the adsorption energy at the threshold coverage,     
  

| |
 and   is the N by N interaction 

matrix. The self-interaction parameters,    , are calculated through a linear scaling to the adsorption 

energies at the threshold coverage as given in equation (2) with the parameters listed in Table 1 and 

the cross-interaction parameters,    , are calculated as the geometric mean of the self-interaction pa-

rameters, i.e.     √      . 

 
          

 
(2) 

 O N NO 

Slope 0.50 0.45 1.68 
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Intercept 4.41 5.36 5.46 

Table 1: Linear scaling parameters for the interaction matrix elements. 

In the microkinetic model we are interested in the differential adsorption energy, i.e. the adsorption 

energy for an adsorbate at a given coverage, which is related to the dissociative chemisorption energy. 

This can be obtained by differentiating the integral adsorption energy with respect to the coverage 

resulting in equation (3). 

 

   
    ( )  {

  
          | |                 

  
     ∑      

 

     
  

| |
 ∑∑         

  

       | |     (3) 

The present interaction model is a mean field model assuming the presence of only one unique ad-

sorption site in the surface unit cell and is therefore not directly transferable to surfaces where there is 

more than one unique adsorption site, e.g. stepped and kinked surfaces. In these cases interactions 

between adsorbates on different sites with different geometries has to be taken into account, which 

calls for a more complex model that is more suitable to be solved within the framework of kinetic 

Monte Carlo [29-32]. This is not within the scope of this work and we therefore as a first approxima-

tion assume that the present mean field model can be used to describe the interaction between the step 

and kink sites, and their neighboring environment. We further simplify things by applying the pa-

rameters calculated by Tuhin et al. for the {111}-surface sites to all surface sites studied. We are well 

aware that these assumptions probably will lead to an overestimation of the adsorbate interaction, but 

it is however our belief that including it will give a better result than not including it. 

2. Calculation of the reaction energetics 

All the transition metals have been modeled in the FCC crystal structure, which for metals with other 

structures has been found to be good approximation when trends are of interest. All energies were 

obtained using the plane wave density functional theory (DFT) code DACAPO [33] The exchange-

correlation energy was described by the revised Perdew-Burke-Ernzerhof (RPBE) functional [34]; 

pseudopotentials of the Vanderbilt type were used to model the core electrons [35] and the plane wave 

expansion was truncated off at 340 eV. An effective temperature of 0.1 eV was used to smear out the 

Fermi population, and energies have afterwards been extrapolated to 0 K. The Brillouin zone was 

sampled using a Monkhorst-Pack grid from ref. [10]. 

 The reaction energy,      , and the transition state energy,    , for the dissociative chemisorp-

tion AB(g) + 2* → A* + B*, are calculated from: 

 
                                   , 

                         , 
(4) 

where        ,       and      are the energies of the adsorbate-surface system, the clean surface and 

the molecular precursor in the gas phase respectively. All energies are calculated for the most stable 

site on the given surface. For further information on how interaction energies are calculated, see Ref. 

[28]. 

B. Wulff Construction 

We use the Wullf construction [36,37] to describe the thermodynamic equilibrium shape of the nano-

particles.  The Wulff construction gives the polyhedral shape that minimizes the surface free energy at 

constant volume, and can be used to obtain the areas of the different facets given the surface free en-
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ergies.  The computational algorithm for doing this is described in Appendix A.  We limit ourselves to 

considering the same six surfaces used in the microkinetic modeling, and include the effect of surface 

coverage on the surface free energies as described below. 

It should be noted that using the Wulff construction for nanoparticles is an approximation, as it 

does not take into account that the dimensions of a nanoparticle are not continuous variables due to 

the atomic structure, nor does it take into account energy contributions from edges and corners be-

tween surface facets [38,39]. 

1. Surface energy 

The surface energy, which is the energy per area it costs to create a surface, is calculated by cutting a 

number of atomic layers out of a bulk crystal in order to generate a vacuum between the slabs of at-

oms. In this framework the surface energy is given as 

   
                

  
  (5) 

where       is the total energy of the slab,       is the number of atoms in the slab,       is the bulk 

energy per atom and   is the surface area of the unit cell. In order to calculate the surface energy pre-

cisely convergence tests have been performed to find the optimal number of slab layers, Nslab, vacuum 

layers, Nvacuum, and Monkhort-Pack k-point sampling. The found values are listed in Table 2. 

Surface k-points Nslab Nvacuum 

{100} 8, 8, 1 8 8 

{110} 6, 8, 1 8 8 

{111} 8, 8, 1 9 6 

{211} 10, 4, 1 24 18 

{311} 7, 12, 1 12 10 

{532} 8, 8, 1 48 28 

Table 2: Parameters used for the surface energy calculations.  

 The calculated surface energies for the different surface and metals studied are listed in Table 

3 together with two experimental references [40,41]. Most of the experimental surface energy data in 

the references stems from surface tension measurements in the liquid phase extrapolated to zero tem-

perature and are therefore comparable to the surface energy of the close-packed {111}-surface, as-

suming that the liquid metals will form a closed-packed surface. 

Metal                                                          
[1]

   
[2]

 

Co 1.226 1.204 1.183 1.226 1.204 0.116 0.157 0.159 

Ni 1.167 1.207 1.172 1.218 1.201 0.109 0.149 0.153 

Cu 1.120 1.130 1.148 1.130 1.176 0.067 0.112 0.114 

Ru 1.252 1.202 1.164 1.225 1.195 0.164 0.190 0.190 

Rh 1.185 1.111 1.148 1.180 1.175 0.118 0.166 0.169 

Pd 1.155 1.164 1.145 1.182 1.191 0.069 0.125 0.128 

Ag 1.121 1.069 1.121 1.103 1.172 0.036 0.078 0.078 

Re 1.633 1.258 1.332 1.419 1.345 0.143 0.226 0.225 

Pt 1.246 1.262 1.151 1.222 1.183 0.079 0.155 0.154 

Au 1.241 1.167 1.130 1.167 1.185 0.034 0.094 0.094 
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Mean* 1.190 1.168 1.151 1.184 1.187    

SD* 0.053 0.058 0.020 0.045 0.012    

Table 3: Ratios of surface energies for the {100}, {110}, {211}, {311}, {532} surfaces and the surface 

energy in eV/Å
2
 for the {111}-surface together with two experimental references [Tyson, 1977] and 

[de Boer, 1988] for comparison. *The mean and standard deviation (SD) are calculated without Re, 

which deviate substantially from the other metals. 

In this work we aim to model the shape of nanoparticles under actual reaction conditions by 

using the surface free energy including energy contributions from adsorbate stabilization and entropy 

corrections. It is therefore important that all contributions to the free surface energy are as close as 

possible to the experimental values. The used RPBE exchange-correlation functional is well known to 

produce adsorption energies very close to experimental values and surface energies that lie well below 

experimental values [42]. This can also be seen if we compare our calculated surface energies on the 

closed-packed {111}-surface with the experimental surface energies. We compensate for this underes-

timation by scaling the found surface energies linearly to the average of the experimental surface en-

ergies for each metal keeping the anisotropies constant as given in equation (6).  

     
     

       (      
     

  ) (6) 

Here     
     

 is the scaled {hkl}-surface energy,        the ratio between the calculated {hkl}- and 

{111}-surface energy as listed in Table 3, and     
     

 the calculated {111}-surface energy.   and   are 

the linear scaling constants found to be           and             eV/Å
2
 respectively, with a 

RMS error of 0.018 eV/Å
2
. The linear fit can be seen in Figure 1. 

 

Figure 1: Linear scaling of the calculated {111}-surface energies to the experimental average from 

[Tyson, 1977] and [de Boer, 1988]. 

2. Free surface energy 

Nanoparticles can both be modeled as non-interacting using the surface energy in the Wulff construc-

tion, but also as interacting with the environment using the surface free energy, where the adsorbate 

stabilization of the surface is taken into account. This stabilization consists of contributions from the 

total adsorption energy and the change in entropy due to gas molecules adsorbing on the surface. 
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When both of these are combined with the surface energy we need to consider the surface structure 

and especially how many adsorption sites there are per area on a surface. A description of the surface 

structure in terms of the unit area
1
, number of different sites per unit cell and site density for the sur-

faces investigated can be seen in Table 4 and structural schematics can be seen in Figure 2. Using this 

we can express the surface free energy as shown in equation (7). 

      
         

 

      
∑      

              
     

 (7) 

Here      
    is the free surface energy,      the non interacting surface energy,      is the unit surface 

area,   is the lattice constant,    is the number of sites,   
  is the total adsorption energy given by 

equation (1),   is the temperature, and     and       are the change in entropy and zero point ener-

gy caused by the adsorbates adsorbing on the surface, respectively. The sum is over all the different 

sites, s, present on the {hkl}-surface as listed in Table 4. 

 

Surface {100} {110} {111} {211} {311} {532} 

Unit area
1
 0.500 0.707 0.433 1.225 0.829 3.082 

Surface sites 1 1 1 1.5 0.5 3 

Step sites - - - 1 1 2 

Kink sites - - - - - 1 

Sites / unit area 2.000 1.414 2.309 2.041 1.809 1.947 

Table 4: The scaling between area and sites on the different surfaces. 

 

{100} 

 

{110} 

 

{111} 

 

{211} 

 

{311} 

 

{532} 

                                                      
1
 The unit cell area normalized with the lattice constant squared. 
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Figure 2: Structural schematics over the six different surfaces studied. On each of the surfaces the 

unit cell and the different adsorption sites are marked. 

The number of surface sites for the stepped and kinked surfaces refers to the number of {111}-surface 

sites on the terraces and the step sites for the kinked surface refers to the number of {211}-surface 

step sites along the edge. It is assumed that adsorbates only binds to the hollow fcc-site on the {111}-

surface and terraces, and not the hollow hcp-site. These sites are respectively numbered 1 and 2 on the 

{111}-surface in Figure 2. It is seen that the highest site density is found for the flat closed-packed 

{111}-surface followed by the stepped {211}- and {311}-surfaces, the kinked {532}-surface and the 

flat {100}-surface. The open {110}-surface has a considerable lower site density than the other sur-

faces.  

C. Scaling relations 

In order to fabricate one single volcano plot that describes the catalytic activity of the nanoparticles 

the number of descriptors need to be decreased to only two. The microkinetic model uses the dissocia-

tive chemisorption energy of oxygen and nitrogen on the different facets, which combined with the 

surface energies of the facets and the lattice constant gives 19 descriptors all in all. We have chosen 

the dissociative chemisorption energy of oxygen and nitrogen on the {111}-surface as the two univer-

sal descriptors due to the high symmetry of the facet where there is only one stable adsorption site. 

 The dissociative chemisorption energies on the {hkl}-facets are scaled linearly to the same 

one on the {111}-facet, whereas the surface energies and the lattice constant for simplicity are scaled 

to a linear combination of the two dissociative chemisorption energies on the {111}-facet,       . The 

linear combination is chosen, so the scaling varies along with the linear fit between the dissociative 

chemisorption energy of oxygen and nitrogen on the {111}-surface shown in Figure 3. 

                                 (8) 

This can also be seen as constrains on the functions describing the metal lattice constants and surface 

energies, so they only varies along with the linear fit between the two dissociative chemisorption en-

ergies. 

 

Figure 3: Linear scaling between the dissociative chemisorption energy of oxygen and nitrogen on the 

{111}-surface. 
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1. Adsorption energies 

The linear scaling of the dissociative chemisorption energies for the different facets can be seen in 

Figure 4 and the results are listed in Table 5. The deviations from perfect linear scaling are partly due 

to the fact that the adsorption geometry varies between the elements.  In all cases the energy for the 

most stable adsorption site is used.  It should be noted that although the scaling is not perfect, the 

RMS error is much smaller than the scale over which the adsorption energies vary. 

N2-scaling {100} {110} {211} {311} {532} 

Slope 1.08 ± 0.10 1.00 ± 0.07 1.06 ± 0.04 1.02 ± 0.04 1.04 ± 0.03 

Intercept (eV) -0.88 ± 0.30 0.14 ± 0.20 -0.46 ± 0.12 -0.23 ± 0.14 -0.52 ± 0.10 

RMS error (eV) 0.83 0.56 0.35 0.38 0.28 

      

O2-scaling {100} {110} {211} {311} {532} 

Slope 1.03 ± 0.05 1.06 ± 0.04 1.08 ± 0.04 1.04 ± 0.05 1.00 ± 0.04 

Intercept (eV) -0.12 ± 0.18 0.10 ± 0.16 -0.04 ± 0.14 -0.07 ± 0.17 -0.35 ± 0.13 

RMS error (eV) 0.33 0.29 0.26 0.32 0.24 

Table 5: The fitted parameters and errors for the linear scaling between the dissociative chemisorp-

tion energy on the different metal surface

s versus the same on the closed-packed {111}-surface. 

 

Figure 4: Linear scaling between the dissociative chemisorption energy on the different metal surfac-

es versus the same on the closed-packed {111}-surface. To the left nitrogen and to the right oxygen. 

2. Surface energies 

There are different routes to take when the surface energies are to be described by the dissociative 

chemisorption energy on the {111}-facet. The straight forward route would be to scale the surface 

energies on the different facets to the corresponding dissociative chemisorption energies. This is how-

ever not the best choice due to two things: Firstly there is only little hope of a dependence between the 

local electronic properties determining the adsorbate bonding and the general electronic properties 
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determining the surface energy on the stepped and kinked surfaces. Secondly the dissociation energies 

are calculated on the most stable site, which varies from metal to metal and therefore introduces ran-

domness that will complicate the description. The route that we have chosen is to scale the {111}-

surface energy to the linear combination of dissociative chemisorption energies on the {111}-facet 

described previously. On the closed-packed {111}-surface a single adsorption site and high symmetry 

makes the position of the d-band center a good descriptor for both the adsorbate bonding and the sur-

face energy [43]. The latter can be explained based on a linear dependence between the {111}-surface 

energy and the cohesive energy [44]. In the d-band model [43,45-48] the cohesive energy is known to 

vary quadratically with the d-band center with a maximum around half way through the series and we 

therefore expect the surface energy to vary in the same way with respect to the adsorption energy. 

Since we only study the late transition metals a linear relation is however sufficient to describe the 

correlation. When the {111}-surface energy is found the other surface energies are scaled to this 

based on a bond breaking model [44,49], keeping the ratio between the surface energies,       , con-

stant at the mean value listed in Table 3. In the end the scaling between the linear combination of dis-

sociative chemisorption energies and the surface energies can be formulated as equation (9). 

                           (9) 

The scaling is seen in Figure 5, where the slope is found to be                  Å
-2

 and the 

intercept to               eV/Å
2
, and the RMS error is 0.014 eV/Å

2
.  

 

Figure 5: Linear scaling of the {111}-surface energy to the linear combination of the dissociative 

chemisorption energies of nitrogen and oxygen. 

3. Lattice constant 

The lattice constant is described with a quadratic scaling to the linear combination of the dissociative 

chemisorption energies described previously. This can be seen in equation (10) and in Figure 6. 

          
            (10) 

I order to mimic a minimum of the lattice constant at a half filled d-band the fit has been constrained 

to have slope less than 0.005 half way between Re and Ru [45]. The parameters in the fit are found to 

be                 Å/eV
2
,               Å/eV and              Å with a RMS 

error of 0.17 Å. 
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Figure 6: Quadratic fit between the lattice constant and the linear combination of dissociative chemi-

sorption energy. The fit has been constrained to have a slope less than 0.005 between Re and Ru in 

order mimic the expected minimum at a half filled d-band. 

The choice of a quadratic dependence can be explained within the d-band model [43,45-48], where 

the cohesive energy of the transitions metals and therefore also the volume varies quadratic with the 

d-band center and has a minimum with a half filled d-band. The d-band center varies linearly with the 

adsorption energy and this should therefore quantitatively give at quadratic dependence between the 

lattice constant and the dissociative chemisorption energy. The 3d, 4d and 5d metals are thus expected 

to fall on three different parabolas.  As can be seen in Figure 6, the 4d and 5d series actually fall on 

the same parabola, this is mostly fortuitous. It should be mentioned that the lattice constant can be 

omitted and the results presented as the catalytic activity per unit area, but we have not followed this 

because we want the results to be easily comparable to experimental data. 

III. RESULTS AND DISCUSSION 

A. Nanoparticle shape 

Having established a microkinetic model describing the NO decomposition on six different metal 

surfaces and how this is connected to the Wulff construction through the surface free energy, we now 

consider the Wulff constructions for the ten metals considered. Here we use the calculated dissocia-

tive chemisorption energies for oxygen and nitrogen, surface energies and lattice constants without 

any scaling. In Error! Reference source not found. schematic drawings of the Wulff constructions 

are seen in vacuum and in a lean burn gas environment with and without adsorbate-adsorbate interac-

tion. With lean burn we mean a temperature set to 700 K, a total pressure of 1 bar and partial pres-

sures set to          ,    
     and    

    . For the two constructions in gas environment the 

total coverage on the present surfaces are listed to the right in the order: {100}, {110}, {111}, {211}, 

{311} and {532}. It should be mentioned that oxygen is the most dominant adsorbate, which in all 

cases accounts for 98 % more of the total coverage on the surfaces. 

  

 Vacuum Lean burn  No adsorbate interaction  
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 Vacuum Lean burn  No adsorbate interaction  

Ag 

  

10.3 % 

0.1 % 

0.1 % 

- 

0.1 % 

- 

 

10.3 % 

0.1 % 

0.1 % 

0.0 % 

0.1 % 

- 

Au 

  

0.0 % 

0.0 % 

0.0 % 

0.0 % 

0.0 % 

- 

 

0.0 % 

0.0 % 

0.0 % 

0.0 % 

0.0 % 

- 

Pd 

  

29.0 % 

- 

29.2 % 

- 

- 

- 

 

- 

- 

83.2 % 

- 

- 

- 

Pt 

  

- 

- 

27.3 % 

- 

34.8 % 

- 

None  

Figure 7: Wulff constructions for the metals that are not oxidized under reaction conditions shown in 

vacuum, when the gasses are in equilibrium and under lean burn conditions. Color code: Red {100}, 

Green {110}, Blue {111}, Yellow {211}, Cyan {311}, Magenta {532}. 

Cu 

 

Co 

 

Ru 
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Rh 

 

Ni  

 

Re  

 

Figure 8: Wulff constructions for the metals that are oxidized under reaction conditions shown in 

vacuum. Color code: Red {100}, Green {110}, Blue {111}, Yellow {211}, Cyan {311}, Magenta {532}. 

 

 

From the drawings in Error! Reference source not found. and Error! Reference source not found. 

it is clearly seen that introducing the nanoparticles to a lean burn gas environment will change their 

shape, except for the noble metals Au and Ag. For most of the metals there are missing constructions 

under lean burn conditions. The adsorbate contribution to the free surface energy, expressed by the 

second term in equation (7), is simply stabilizing the surface more than it costs to make it, i.e. the non-

interacting surface energy, and the free surface energy therefore becomes negative for one of the sur-

faces. In this case the metal-adsorbate system will gain energy by introducing more surface area, 

which can be interpreted as an oxidation of the metal. The corresponding Wulff construction is then 

viewed as non-existing as surface oxides are not treated in this model, even though they might be 

stable and catalytic active. 

The adsorbate contribution to the free surface energy is in general negative, but we see posi-

tive contributions on the {100}-surface of Ag. This can be seen in the figure, where the {100} facets 

get smaller when the gases are introduced. Even though it is slight uphill for oxygen to adsorb on the 

{100} facet of Ag, the thermal energy due to the high temperature is enough to get coverage of 10 % 

making the surface less stable. 

In vacuum the closed-packed {111} facets is dominating the Wulff constructions, as expected 

due to its low surface energy (see Table 3). In the case of Re the shape is close to a complete octahe-

dron, where the {111} facets are only cut very little at the tips by the {311} facets.  For Cu, Ag and 

Au the stepped {311} facets are the second most dominant, and for Pt and Ru it is the more stepped 

{211} facet. The {100} facets is especially present on Ni, but are also the second most dominant on 

Pd. On Rh the {110} facets are the second most dominant followed by the {311} facets with a signifi-

cant part.  

When the nanoparticles are introduced to a lean burn gas environment the model predicts that 

Cu, Rh, Co, Ni, Ru and Re will oxidize and thereby not to be active towards the NO decomposition 

[XXX]. The model further predicts that Pt will change shape in favor of the stepped {311} and kinked 

{532} facets and Pd will change shape so it only consist of the flat {111} facet. Furthermore the mod-

el predicts as expected that the noble Au will not interact with any of the adsorbates leaving the shape 

unchanged. This is also the case for Ag, except the {100} facet as previously mentioned. Changes like 

these to the morphology of nanoparticles when introduced into a gas environment have also been ob-

served experimentally for methanol synthesis on Cu nanoparticles [50] and predicted theoretically for 

Rh and Pd particles in an oxidizing environment [51]. Changes to the morphology of Au nanoparticles 

upon CO adsorption have also been predicted theoretically [52,53] and observed experimentally [54] 
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Changing the gas composition from being in equilibrium with a zero net reaction rate to lean 

burn conditions will not have any significant effect on the shape of the nanoparticles. This is because 

the reaction rate is many orders of magnitude more sensitive to changes in the adsorbate coverage’s 

than the free surface energy. A change of the coverage of N and NO by four orders of magnitude 

therefore has huge influence on the reaction rate, but none on the surface free energy, which is domi-

nated by the coverage of O. 

In the right most column of Error! Reference source not found. is shown the Wulff con-

struction of the metals in a lean burn gas environment, where the adsorbate-adsorbate interaction is 

not included in the model. It is clearly seen that the surface stabilization in general is higher leading to 

further favoring of some facets for Pd, and even to negative free surface energies indicating oxidation 

for Pt. The latter is in disagreement with Pt being known to be active towards the NO decomposition 

[50] underlining the importance of including adsorbate-adsorbate interactions are included in the 

model. 

B. Catalytic activity 

Now we turn our attention to the catalytic activity under lean burn conditions predicted by the de-

scribed model viewed as volcano curves plotted against the dissociative chemisorption energy of oxy-

gen and nitrogen on the {111} facet, using linear scaling for the dissociative chemisorption energies 

or the {hkl} facet, surface energies and lattice constants. The total reaction rate on the nanoparticles 

given as a turnover frequency per 1 nm
3
 of material is calculated as shown in equation (11). 

        ∑     

   
∑

    

      
     

 (11) 

Here       is the area of the {hkl} facet in the Wulff construction,      is the unit surface area,   is 

the lattice constant,    is the number of sites and    is the site dependent reaction rate found with the 

microkinetic model. The sum is over all the different sites, s, present on the {hkl}-surface as listed in 

Table 4. The total rate can be seen in Figure 9 and the contribution from the different surface can be 

seen to the right in Figure 10, where the rate per area on the surface given as the last sum in equation 

(11) are shown to the left and the area of the surface in the middle. 
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Figure 9: The NO decomposition rate given in terms of the dissociative chemisorption energy of ni-

trogen and oxygen under lean burn conditions, where the temperature is set to 700 K and a total pres-

sure of 1 bar is used. The partial pressures are set to          ,    
     and    

    . 
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Figure 10: Contribution to the total rate from the different surfaces to the right, the rate per area on 

the surfaces given as the last sum in equation (11) to the left and the area of the surfaces in the mid-

dle. 
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(a)  

 

(b) 

 

Figure 11: Schematic drawings of the Wulff construction at the top of the volcano (a) and at large 

nitrogen and oxygen binding energies (b), 4 eV and 2 eV respectively. 

In the first column in Figure 9 are the rate per area given by the last sum in equation (11) seen 

for the different facets. We see that the {111}, {211}, {311} and {532} facets all have comparable 

direct NO decomposition activity. The maximum NO decomposition rate over these surfaces is ~10
-5

 

s
-1

/Å
2
. The {100} and {110} facets show much higher NO decomposition activity. The rate at the top 

of the volcano for both {100} and {110} surfaces are ~10
-3

 s
-1

/Å
2
. Also the position of the top of the 

volcano for the four former facets are approximately at the same nitrogen and oxygen binding ener-

gies, -2 eV and -3 eV respectively. For the latter two facets the position of the top of the volcano have 

moved to higher nitrogen and oxygen binding energies, -3 eV and -4 eV respectively. 

 In the middle column is the surface area of the different facets seen and in the last column we 

can see the different facets contribution to the total reaction rate. For small and positive nitrogen and 

oxygen binding energies in the inert region we see that all facets, except the kinked {532} facet, are 

present on the particles, with the {111} facet being the dominant one, which is seen in Figure 11 (b). 

The contribution to the catalytic activity from the present facets is more or less equal. Alongside this 

it is seen that most of the activity around the top of the total volcano is coming from the stepped 

{211}, {311} and {532} facets. At the top of the total volcano only the {311} facet is present in the 

Wulff construction as seen in Figure 11 (a). This is caused by a high surface stabilization of the {311} 

facet compared to the other facets resulting in a surface energy of 0.014 eV/Å
2
. This is followed 

closely by the {211} facet with a surface energy of 0.015 eV/Å
2
, which is however not enough to get 

it into the Wulff construction. The flat {100}, {110} and {111} facets have a lower surface stabiliza-

tion resulting in higher surface energies in between 0.064 and 0.163 eV/Å
2
. This picture is also seen 

for the best direct NO decomposition catalyst in Figure 9, Pt, is mostly consisting of {311} facets 

truncated by small {111} facets. 

If we look at the total rate in Figure 9 the first thing that comes to the mid is the steep cutoff 

of the volcano at negative binding energies for both nitrogen and oxygen, which is caused by the dis-

continuity that comes from the surface free energy getting negative causing the metal to form surface 

oxides or nitrides. This causes the maximum of the volcano to move to less negative binding energies 

for both nitrogen and oxygen, -2.02 eV and -0.08 eV respectively, compared to the maximum of the 

volcanoes for the individual surfaces. In the search for new and better catalyst this is an important 

point; it shows that it is not enough to find materials close to the maximum on a single surface volca-

no, the materials should also lie in a stable region, were they do not form oxides or nitrides. 

C. Model evaluation 

Within the presented model three different scaling relations are used that can introduce errors to the 

results. In this section we investigate the magnitude of these errors. The effect on the rate when scal-
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ing of the dissociative chemisorption energies of the {hkl}-surface to the equivalent on the {111}-

surface is seen on Figure 12. The wide spread of the points indicates that this scaling is not perfect as 

mentioned earlier and significant errors are therefore introduced to the rates. 

 

Figure 12: Parity plot of the rate on the different facets obtained using the full description without the 

use of scaling and when the linear scaling of the dissociative chemisorption energies on the {hkl} 

facets to those on the {111} facet is used. 

The effect of scaling the lattice constants and surface energies to the different surface areas and the 

total rate of the nanoparticle, when the scaling of dissociative chemisorption energies is not used, is 

seen in Figure 13. The surface areas are reasonably well described except for the {111} facets on Ag, 

which is an outlier. These errors are however insignificant when considering the total catalytic activi-

ty, since this does not change significantly when the scaling is used. 

  

Figure 13: Parity plots of the different surface areas (left) and the total rate (right) obtained using the 

full description without the use of scaling and when scaling of the lattice constants and surface ener-

gies are used, but without any scaling of the dissociative chemisorption energies. 
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IV. CONCLUSION 

In summery, we have successfully established a method for obtaining the shape and catalytic activity 

of transition metal nanoparticle under reaction conditions. Six different low-index facets {100}, 

{110}, {111}, {211}, {311} and {532} were considered in this study. The adsorption and surface 

energies are scaled against their corresponding {111} surface entities for the five other surfaces. The 

surface energies and lattice constant for the {111} surface are then scaled against the two descriptors, 

nitrogen and oxygen binding energies. A scaling based interaction model is used to obtain coverage 

dependent adsorption energies. We incorporated the scaling relations into the microkinetic model, 

which is then combined with the Wulff construction to obtain a descriptor based volcano plot for the 

total catalytic activity of the transition metal nanoparticles. The proposed scheme in this research 

work is very general and can be applied for a range of heterogeneous catalytic reaction involving tran-

sition metals to obtain valuable knowledge about the stability and shape of the metal catalyst under 

the reaction conditions and to obtain the total catalytic activity of a nanoparticle. 
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APPENDIX A: THE WULFF CONSTRUCTION 

The Wulff construction can be used to determine the equilibrium shape of a nanoparticle with a fixed 

volume given the surface free energies. The construction proposed by G. Wulff in 1901 [36] and later 

proven by C. Herring [37] is fairly simple and goes as follows: From a fixed origin erect vectors in the 

desired (hkl)-directions with lengths proportional to the (hkl) surface energy and at the end of each 

vector construct the plane that is perpendicular to the vector. The volume confined by this set of 

planes will then be the polyhedral that minimizes the total surface energy given in equation (12). 

 ∑         

   
 (12) 

Here      represent the area and      the surface energy of the (hkl)-surface. Since the distances from 

the origin to the surface only are proportional to the surface energy the shape of the Wulff construc-

tion is scaling invariant and thereby determined by the ratios between the surface energies.  

 

The polyhedral Wullf construction can mathematically be described by a set of vertices for each sur-

face plane present in the construction,    {             }, where      is the n'th vertex in the N 

sided polygon of the i'th surface plane. Here and in the rest of this explanation i is used as a short no-

tation for a (hkl)-surface. The vertices are found as intersection points between three different surface 

planes, 
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where    is the normal vector and    is the distance from the origin to the surface plane, which is pro-

portional to the surface energy,      . It should be noticed that the denominator can be zero leaving 

no valid solution for the vertex point, i.e. the three planes do not intersect in a point. This is for exam-

ple the case if two of the surface planes are parallel. Even though three surface plans intersects in a 

point it might not be a vertex in the Wulff construction, which is the case if 

        

does not hold for all surface. The number of possible vertices grows cubically with the number of 

surface planes, since all combinations of three surface planes can give a vertex point. The vertices are 

therefore found iteratively starting with only one surface family, e.g. the (111)-surfaces, and then the 

other surface families are added to the construction one at a time. This approach drastically limits the 

number of surface combinations that needs to be investigated compared to the brute force way of 

making all. 

 

Based on the found vertices for the different surfaces in the construction,   , one can calculate the 

area,   , of the individual surface planes and their volume contribution,   , to the total volume. The 

volume contributions are given as the irregular polyhedron with the given surface plane as base and 

the origin as top-point. First one starts by defining a set of vectors going from the first vertex and to 

all the other     vertices,               , and then order them with respect to their mutual angle 

as shown in Figure 14. Based on these vectors the area and volume can be calculated with 

    ∑
 

 
|           |

   

   

  (13) 

    
 

  
∑|      (           )|

   

   

  (14) 

The total surface area and volume is naturally the sum of the individual contributions stated in the 

equations. In order to ensure that the surface areas of different Wulff constructions are comparable the 

volume is kept fixed at 1 nm
3
 and the surface areas are therefore scaled accordingly using that the 

surface area correlates with the volume by       . 

 

Figure 14: Schematic drawing of a surface plane and its vertex points and corresponding vectors. 
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Parameterization of an Interaction Model for Adsorbate-Adsorbate Interaction
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The lateral interaction between atoms and molecules adsorbed on the surface of a transition metal
affects both the adsorption energies of the surface species and also the transition state energies for
surface reactions. A simple model for obtaining the effect of such interactions on adsorption energies
is proposed, where the adsorption energy varies linearly with the coverage of species at the surface.
The model is parameterized using the DFT calculated adsorption energies at different coverages
for a number of atoms and molecules on the most stable closed packed facet of different transition
metals in their most favorable crystal structure.

I. INTRODUCTION

Adsorbate-adsorbate interactions between reaction
intermediates adsorbed to the surface of a catalyst can
significantly change the adsorption energy of a given
reaction intermediate.1,2 A model to describe such
interactions is therefore important in order to describe
the catalytic reactivity, the surface structure of the
catalyst under reaction conditions, the temperature of
adsorption/desorption, and many other chemical and
physical processes.3 For a large range of coverages, it
has been shown that the adsorption energy of oxygen on
the closed-packed facets of the transition metals, scales
linearly with coverage for coverages above ≈ 0.2 ML.2,4

In Figure 1 (top), this is shown for oxygen at coverages
between 1

4 - 1 ML for a range of transition metals.
Here the average adsorption energy of oxygen is plotted
versus the coverage of oxygen on the surface. Kitchin
et al. also described that the interaction between the
adsorbed oxygen atoms was different on Au compared
to Pt.3 We also observe that the change in adsorption
energy with coverage is metal dependent, since the
slope of the fitted lines changes from one metal to the
next. In Figure 1(bottom) the linear dependence of the
adsorption energy with surface coverage is shown for
a range of atoms and molecules adsorbed on Rh{111}.
Here it is seen, that not only is the change in adsorption
energy metal dependent, but also adsorbate dependent.
Since the adsorption energy changes significantly with
coverage, it is most probably crucial to include such
effects in a theoretical description of catalytic reactions
and trends in catalytic activity. Recently Grabow et al.2

proposed an interaction model, and combined it with
a simple mean field kinetic model.5 For the catalytic
CO oxidation reaction on the transition metals, it was
shown that including the description of the adsorbate-
adsorbate interactions, the traditionally ‘too’ reactive
metals became significantly more active, and almost as

active as the most active catalyst, Pd.
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FIG. 1. Linear variation of average adsorption energy with
coverage for (top) O adsorption on the closed-packed facet of
the following transition metals: Au, Ag, Cu, Pd, Pt, Rh, Ru
and Re, (bottom) H, C, N, O, S, NO, CH2 and NH2 adsorption
on the Rh{111} surface.

a only the most favorable crystal structure of the metals are
studied.

A linear interaction model was first introduced by V.P.
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Zhdanov to study the effect of the adsorbate-induced
surface reconstruction on the apparent Arrhenius pa-
rameters for desorption processes.6 Ruppprechter et
al.7 studied the adsorbate-adsorbate interactions for the
CO+H system on Pd{111}. They explained the fact
that it is neither possible to dissociate H2 on a CO
covered surface, nor adsorb CO on a H covered surface,
due to a strong repulsive interaction between H and CO.
Mason et al.8 explained the effect of adsorbate-adsorbate
interactions on adsorption energy on different transition
metals and identified factors influencing the interac-
tion. A. Hellman and K. Honkala9 described lateral
interactions between adsorbents by a simple mean field
model. By applying this model on the NH3 synthesis
on Ru{211}, they showed that compared to the highly
sophisticated Monte Carlo simulations the simple mean
field interaction model describes the adsorbate-adsorbate
interactions reasonably well.

Here we propose a new interaction model, where the
adsorption energy varies linearly with the coverage of the
surface species. From density functional theory calcula-
tions, we obtain interaction parameters for both the self-
interaction parameters between the same surface species
and the cross-interaction parameters for interactions be-
tween two different surface species. The number of pa-
rameters in a full description of the interactions varies as
Nsurface × Nsp(Nsp + 1)/2, where Nsp is the number of
adsorbed species and Nsurface is the number of surfaces.
In order to make the linear interaction model more useful
and applicable to eg. catalysis, we show how the num-
ber of parameters can be reduced. First by showing how
the cross-interaction parameters can be obtained from
self-interaction parameters. Second by proposing 2 sub-
models : i) An interaction model, where the interaction
parameters obtained for one metal can be applied for de-
scription of interaction on all the considered transition
metals ii) a scaling based model, where we use scaling
between adsorbate-adsorbate interaction parameters and
adsorption energies to describe the interaction on differ-
ent metals. As it has been shown earlier2,3 that before
some threshold coverage the adsorption energy remains
nearly constant we propose a piecewise linear interaction
model where the adsorption energy is kept constant un-
til the threshold coverage and then varies linearly with
the coverage of the surface species. We discuss the pre-
cision and usefulness of each of the different adsorbate-
adsorbate interaction models separately. We then discuss
the limitations of the proposed models, and finally for the
direct decomposition of NO, we show what effect the in-
clusion of a description of the interactions in the kinetic
model, has on the catalytic activity.

II. METHOD

We propose an interaction model, where the integral
adsorption energy per surface site varies quadratically

with coverage:

EInt(θ) = E0θ +
1

2
θT ε θ, (1)

where E0 is the differential adsorption energy at zero
coverage, and ε is the i times i dimensional interaction
matrix, with the interaction parameters for interactions
between the i different species. In the matrix the inter-
action parameters, εij = εji.
The average adsorption energy, Eavg(θ), is defined as the
integral adsorption energy per surface site divided by the
sum of the coverages:

Eavg(θ) =
EInt(θ)∑

θ
=
E0θ + 1

2 θ
T ε θ∑

θ
(2)

For a single adsorbate system it has the form:

Eavg(θi) =
ET (θi)

θi
= E0

i +
1

2
εiiθi (3)

The self-interaction parameters, εii, can be obtained by
calculating the average adsorption energy at two different
coverages with density functional theory:

εii =
2(Eavg(θ1)− Eavg(θ2))

(θ1 − θ2)
(4)

The cross-interaction terms, εij , are obtained from a
system, where the adsorbates, i and j, are co-adsorbed
and have the coverages θi and θj respectively with aver-
age co-adsorption energy Eavg(θi, θj) as,

εij =
(θi + θj)Eavg(θi, θj)− E0

i θi − E0
j θj

θiθj

−
1
2 (εiiθi

2 + εjjθj
2)

θiθj
(5)

In catalysis we are often interested in the adsorption
energy of the species taking part in a reaction has for
a given coverage, this is the differential adsorption en-
ergy. The differential adsorption energy, Ediff (θ), can
be obtained from ET (θ) as,

Eidiff (θ) =
dEInt(θ)

dθi
(6)

So one can express the differential adsorption energy,
when only one specific adsorbate is adsorbed with cover-
age θi as,

Eidiff (θi) =
dEInt(θi)

dθi
= E0

i + εiiθi (7)

When multiple species are adsorbed we can express the
differential adsorption energy as,

Eidiff (θ) =
dEInt(θ)

dθi
= E0

i +
∑

j

εijθj (8)
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III. COMPUTATIONAL DETAILS

The plane wave DFT code, DACAPO, was used to
calculate adsorption and gas phase energies.10 Kohn-
Sham one-electron valence states were expanded in a
plane-wave basis with kinetic energies up to 25 Ry and
the core electrons described by the Vanderbilt ultra-
soft pseudopotential.11 RBPE was used to describe the
exchange-correlation energy.12 Fermi population of the
Kohn-Sham states was calculated at kbT = 0.1 eV. The
convergence limit was set as a maximum change in the
force constant of 0.03 eV.

The most stable closed-packed surface of the metals in
their favorable crystal structure were modeled by a 2× 2
surface cell, with a slab thickness of 4 layers, where the
two topmost layers were allowed to relax. A 8 × 8 × 1
Monkhorst-Pack k-point13 sampling in the irreducible
Brillouin zone was used. Adsorption energies for the in-
dividual species have been calculated at 1

4 ML, 1
2 ML, 3

4
ML and 1 ML coverage for the most stable adsorption
site at low coverage. For the determination of the cross-
interaction terms, calculations were performed with cov-
erage 1

2 ML of each of the involved adsorbates. Finally,
for the low coverage adsorption energy calculations on
the transition metals, we used 3× 3 and 4× 4 unit cells,
with 6×6×1 and 4×4×1 k-point sampling respectively.
0

IV. RESULT AND DISCUSSION

Catalytic trend studies are often performed without
describing the coverage effect on the adsorption energy of
the reaction intermediates. Often the adsorption energy
calculated at 1

4 ML coverage is assumed to be representa-
tive for the adsorption energy at any coverage. In Figure
2 the average adsorption energy on transition metals for a
number of different atoms and molecules at surfaces cov-
erage 1

4 , 1
2 , 3

4 , and 1ML is plotted versus the adsorption

energy at 1
4 ML coverage. Clearly the adsorption energy

changes significantly with coverage, and this can affect
the catalytic rate of a given reaction, and most probably
also the activity trends when going from one metal to the
next.

The linear interaction model has been parametrized
for a number of atoms and molecules adsorbed on tran-
sition metal surfaces. The self-interaction parameter for
interactions between adsorbates of the same species have
been obtained using equation (4) and the DFT calcu-
lated adsorption energies at 1

4 ML and 1ML. And the
cross-interaction parameter for the interaction between
different adsorbates have been obtained using (5) and
the 1

2 ML+ 1
2 ML coverage calculation. The adsorption

geometries for used in the parametrization of the inter-
action model are illustrated for O (and N) adsorption
on Rh(111) in Figure 3. The interaction parameters are
given in the supplementary material.

Eavg
DFT(!i=0.25)   (eV)

!ub  = 0.87 eV!!!
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FIG. 2. Parity plot of the average adsorption energy from
DFT at 1

4
ML, 1

2
ML, 3

4
ML and 1 ML surface coverage versus

the adsorption energy from DFT at 1
4

ML coverage. The filled

circles are for 1
4

ML coverage. The studied adsorbents are:
H, C, N, O, S, CH, NH and NO.

a to be consistent with number of data points, for Au, Ag and Cu
the adsorbents only for those we could obtain the interaction
parameters in table I in supplementary material are included.
Same in Figure 4, 9, 11, 13 and 14

We first discuss the results obtained from the descrip-
tion of the coverage dependent adsorption energy using
the full linear interaction model.

FIG. 3. Adsorption geometries of O at 1
4

ML and 1 ML

coverage and co-adsorbed N and O at ( 1
2
+ 1

2
) ML on Rh{111}

metal surface. Oxygen and nitrogen atoms are denoted with
red and blue color respectively.

A. The full linear interaction model

In Figure 4 we apply the full interaction model to pre-
dict the average adsorption energy at coverages 1

4 , 1
2 , 3

4
and 1 ML. The adsorption energies are obtained using eq.
3, where an interaction parameter has been calculated
for each adsorbate on each metal. The linear interaction
model effectively predicts the DFT calculated adsorption
energy for any of the studied adsorbates, at surface cov-
erages between 1

4 -1 ML. Since the interaction parameters
are obtained from the slope of the fitted line through the
DFT energies at 1

4 ML and 1 ML, the average adsorption
energies from the full linear interaction model will be ex-
actly the DFT energies at these coverages. The unbiased
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FIG. 4. Parity plot of the average adsorption energy from
DFT at 1

4
ML, 1

2
ML, 3

4
ML and 1 ML surface coverage ver-

sus the adsorption energy obtained using the full interaction
model at those corresponding surface coverages. The filled
circles are for 1

4
ML and 1 ML coverage. The studied adsor-

bents are: H, C, N, O, S, CH, NH and NO.

standard deviation (the RMSE, where the modeled en-
ergies at 1

4 ML and 1 ML have not been included) on
the average adsorption energy is 0.09 eV. The full linear
interaction model thus gives a very accurate description
of the coverage dependent adsorption energy for a large
region of coverages and a far more accurate description
than neglecting lateral interactions. The full linear in-
teraction model is very useful, when we are interested
in simple catalytic model systems, that is a few reaction
intermediates, over a few specific surfaces. However ob-
taining the interaction parameters for larger systems is
heavy, since the number of parameters increases rapidly
with number of adsorbates and metal surfaces. We now
seek to reduce the number of independent parameters to
make the model more applicable to catalysis in general.

B. Obtaining the cross-interaction terms from the
self-interaction terms

In Figure 5 the DFT calculated adsorption energy for
co-adsorption of two different species at 1

2 ML coverage
each is plotted versus the average of the adsorption en-
ergy of the two species at 1

4 ML coverage. Clearly inter-
actions between adsorbates of different species are signif-
icant.

We propose two ways of parametrizing the cross-
interaction parameter for interaction between adsorbate
i and adsorbate j, from their respective self-interaction
parameters, εii, and εjj :

εAMij =
1

2
(εii + εjj) (9)
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FIG. 5. Parity plot of average adsorption energy from DFT
for co-adsorbed H, C, N, O, S , CH, CH2, CO, NH, NH2, NO,
N2, N2O, OH and SH on Rh{111} versus adsorption energy
calculated using the average of the DFT calculated adsorption
energy at 1

4
ML coverage of those two corresponding species.

a For plotting the co-adsorbate systems, where co-adsorption
with 1

2
ML+ 1

2
ML coverage of the corresponding adsorbates

are not stable, were excluded, see table II in supplementary
material. Same with Figure 6 and 7.

εGMij =
√

(εii × εjj) (10)

Eq. 9 is the arithmetic mean, (AM), and eq. 10 the
geometric mean (GM), of the self-interaction parameters.
In Figure 6 and 7 , we show for rhodium, how well the
coverage dependent adsorption energy is described for
co-adsorbed systems, where the cross-interaction param-
eters have been obtained from the arithmetic mean and
the geometric mean, respectively.

By using the geometric mean (GM) to obtain the
cross-interaction parameters, the RMSE on the predic-
tion of the adsorption energy for co-adsorbed species is
0.22 eV, whereas the use of the arithmetic mean, gives a
slightly higher RMSE, namely 0.26 eV. With a relatively
small error, we can now reduce the number of indepen-
dent parameters from Nsp(Nsp + 1)/2×Nsurface to only
Nsp × Nsurface by using the parametrization for cross-
interaction parameters.

C. The linear interaction model based on the
interaction parameters from Rhodium

In Figure 8 we have plotted the interaction parameters
obtained for a number of different adsorbates on the dif-
ferent metals versus the interaction parameters obtained
for rhodium. Clearly there is a large variation in the in-
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FIG. 6. Parity plot of average adsorption energy from DFT
of co-adsorbed H, C, N, O, S , CH, CH2, CO, NH, NH2,
NO, N2, N2O, OH and SH on Rh{111} versus the adsorption
energy calculated using the interaction model, with the cross-
interaction parameters are obtained from the arithmetic mean
of the self-interaction parameters .
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FIG. 7. Parity plot of average adsorption energy from DFT
of co-adsorbed H, C, N, O, S , CH, CH2, CO, NH, NH2,
NO, N2, N2O, OH and SH on Rh{111} versus the adsorption
energy calculated using the interaction model, with the cross-
interaction parameters are obtained from the geometric mean
of the self-interaction parameters.

teraction parameters among the transition metals, how-
ever using the interaction parameters for Rh gives an
average description of the adsorbate-adsorbate interac-
tions. Therefore we propose a simple sub-model, where
we use the interaction parameters obtained for the ad-
sorption of the different species on rhodium, to describe

!ii
Rh  (eV)

S C N NH NO O CH 

! iiM
et
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  (
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)

H 

FIG. 8. Plot for adsorbate-adsorbate interaction parameter
for H, C, N, O, S, CH, NH and NO on the closed packed
facet of Au, Ag, Cu, Pd, Pt, Ru and Re with respect to the
adsorbate-adsorbate interaction parameter for Rh{111}.
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FIG. 9. Parity plot of the average adsorption energy from
DFT at 1

4
ML, 1

2
ML, 3

4
ML and 1 ML surface coverage versus

the adsorption energy obtained using the interaction model
based on the interaction parameters of Rh from table ??, at
those corresponding surface coverages. The filled circles are
for 1

4
ML coverage on all the metals and 1 ML coverage on

Rh only. The studied adsorbents are: H, C, N, O, S, CH, NH
and NO.

the interactions on all the (considered) transition metals.
In Figure 9 the adsorption energy calculated by DFT is
plotted versus the coverage dependent adsorption energy
obtained from this sub-model for a given coverage. We
can see that even by using this simple model one can pre-
dict the coverage dependent adsorption energy with good
accuracy for all the metals for a large range of coverages.
In comparison to neglecting the effect of interaction on
the adsorption energies, this simple model certainly gives
more accurate description of the adsorption energies as
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FIG. 10. Plot for adsorbate-adsorbate interaction parameter
for H, C, N, O, S, CH, NH and NO on the closed packed facet
of Pd, Pt, Rh, Ru, Re, Mo, W, Sc and Ti with respect to the
adsorption energy of the corresponding adsorbates at 1

4
ML

coverage on the above transition metal surfaces.

a the interaction parameter versus adsorption energy scaling do
not hold for CH on W and Ti. We only can use the scaling
up-to Mo, plotted in dotted lines.

we reduce the unbiased standard deviation from 0.87 eV
in Figure 2 to 0.27 eV using this model. We therefore pro-
pose this model as a very simple and extremely effective
sub-model to describe the coverage dependent adsorption
energy.

D. A scaling based model

Though the rhodium interaction model effectively de-
scribes the change in adsorption energy with coverage
for the transition metals, we find that the adsorbate-
adsorbate interaction on the less reactive metals, Pd and
Pt, is in general stronger and on more reactive metals
(Ru and Re) in general weaker than those on Rh, as seen
in Figure 8. The interaction parameters for the noble
metals are scattered on both sides of the Rh-line and
do not seem to follow any general trend. The d-band
model proposed by Hammer and Nørskov14–18 correlates
the systematic change in the adsorption energy along any
metal series to the position of the d-band center of the
metal surface. Kitchin et al.3,4,19,20 showed that the d-
band width of the surface metal atoms increases, together
with a downshift of the d-band center, for increasing sur-
face coverage. The change in the adsorption energy with
coverage thus also follows the Hammer-Nørskov d-band
model.

In Figure 10 it is seen that the adsorbate-adsorbate
interaction parameter scales linearly with the adsorption
energy. The interaction among the adsorbates thus de-
creases going from less to more reactive transition metals.

In order to establish this systematic trend calculations of
the interaction parameters for the adsorbates on Mo, W,
Sc and Ti have been included. The scaling is surprisingly
good for most adsorbates, however for CH on W and Ti
the scaling does not hold and we suggest using the scal-
ing for CH for less reactive metals than Mo (plotted in
dotted lines in Figure 10). Also the interaction parame-
ters for the noble metals do not follow the scaling. For
these metals we suggest a cut-off adsorption energy after
which the interaction parameter remains constant. We
found the scaled Pd interaction parameters describe the
interactions on the noble metals the best(to make this
cutoff more general, a metal-specific adsorption energy
is suggested here instead of some best fitted arbitrary
adsorption energy).
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FIG. 11. Parity plot of the average adsorption energy from
DFT at 1

4
ML, 1

2
ML, 3

4
ML and 1 ML surface coverage versus

the adsorption energy obtained using the interaction model
based on the interaction parameters and adsorption energy
scaled interaction parameters, at those corresponding surface
coverages. The filled circles are for 1

4
ML coverage. The

studied adsorbents are: H, C, N, O, S, CH, NH and NO.

In Figure 11 the adsorption energy calculated with
DFT is plotted versus the coverage dependent adsorp-
tion energy obtained from this scaling based linear inter-
action model. The unbiased standard deviation is 0.18
eV for the studied systems. As expected this model de-
scribes the adsorption energy more precisely than the Rh
interaction model.

From scaling of the interaction parameters to the ad-
sorption energy, we are now able to include the system-
atic change in the adsorbate-adsorbate interaction pa-
rameter for a complete adsorption energy range of inter-
ested metals to get a full describtive adsorbate-adsorbate
interaction model applicable to micro-kinetic modeling.
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FIG. 12. Variation in the average adsorption energy for O
adsorption with surface coverage for the full coverage range
on Rh{111} facet.

V. PIECEWISE LINEAR INTERACTION
MODEL

Up until now we have used a linear interaction model
to describe the coverage dependent adsorption energy in
the 1

4 - 1 ML coverage range. In Figure 12 and also in

work by Grabow et al.2 and Kitchin et al.3, it has been
shown that below some threshold coverage θ0 the change
in the adsorption energy with coverage is negligible. To
correct our linear interaction model in the low coverage
regime we propose a piecewise interaction model.

EInt = E0,PW θ + f2
1

2
θT εPW θ, (11)

where,

f =

{
0 , when |θ| ≤ θ0

1− θ0

|θ| when |θ| > θ0
(12)

where, |θ| =
∑
i θi , E0,PW is the adsorption energy at

coverage θ0 and εPW is the i by i dimensional interaction
matrix, with the interaction parameters for interactions
between the i different species. In the matrix the inter-
action parameters, εPWij = εPWji .

The average adsorption energy, Eavg(θ), is defined as
the integral adsorption energy per surface site divided by
the sum of the coverages:

Eavg(θ) =
E0,PW θ

|θ| +
f2 ( 1

2 θ
T εPW θ)

|θ| , (13)

And for a single adsorbate system it has the form:

Eavg(θi) = E0,PW
i +

1

2
fεPWii (θi − θ0), (14)

The self-interaction parameters for the piecewise inter-
action model, εPWii , can be obtained by calculating the
average adsorption energy at two different coverages at
or above θ0 with density functional theory, using the fol-
lowing equation (15):

εPWii =
2(Eavg(θ1)− Eavg(θ2))

(θ1 − θ2)(1− θ02

θ1 θ2
)

(15)

Here, we have used DFT calculated adsorption ener-
gies at 1 ML and 0.25 ML coverage to obtain the εPWii .
The cross-interaction terms are obtained using the GM-

method, where, εPWij =
√

(εPWii × εPWjj ) The differential

adsorption energy Ediff (θ) can be obtained from EInt(θ)
as,

Eidiff (θ) = E0,PW
i +f2 {εPW θ}i+θT εPW θ f θ0

|θ|2
, (16)

The differential adsorption energy Ediff (θ) can also be
written as,

Eidiff (θ) = E0,PW
i +f2

∑

j

εijθj +f
θ0

|θ|2
∑

i

∑

j

εijθiθj ,

(17)
One can now express the differential adsorption energy

for a single adsorbate at coverage θi as,

Eidiff (θi) = E0,PW
i + εPWii (θi − θ0), (18)

In previous study by Grabow et al.2, we have seen that
the threshold coverage is very much dependent on the
metal surfaces and also on the adsorbates. Here for this
study we have chosen 0.25 ML as the general threshold
coverage.

In Figure 13 and 14, we compare the estimated adsorp-
tion energies using the linear interaction model and the
piecewise interaction model, respectively. The linear in-
teraction model predicts a lower adsorption energy than
the actual DFT adsorption energy in the low coverage
regime for most of the species. The piecewise interaction
model is clearly better and predict the adsorption energy
with good accuracy in the low coverage regime. The un-
biased standard deviations for the linear and piecewise
interaction model are 0.23 eV and 0.09 eV respectively.
In Figure 15, we have plotted the estimated adsorption
energy using the piecewise interaction model for 1

16 , 1
9 ,

1
4 , 1

3 , 1
2 , 3

4 and 1 ML coverage.

VI. THE DIRECT NO DECOMPOSITION: AN
EXAMPLE

We take the direct NO decomposition as an example
to illustrate the effect of adsorbate-adsorbate interac-
tion in catalytic activity by including the interaction
models in the microkinetic modeling. The reaction
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FIG. 13. Parity plot of the average adsorption energy from
DFT at 1

16
ML and 1

9
ML surface coverage versus the adsorp-

tion energy obtained using the full-linear interaction model,
at those corresponding surface coverages. The studied adsor-
bents are: C, N, O, S, CH, NH and NO.

-7 -6 -5 -4 -3 -2 -1 0

-7

-6

-5

-4

-3

-2

-1

0

 

 

Y
 A

xi
s 

Ti
tle

X Axis TitleEavg
PW-full   (eV)

E av
g

D
FT

  (
eV

)

σub  = 0.09 eV!!!

FIG. 14. Parity plot of the average adsorption energy from
DFT at 1

16
ML and 1

9
ML surface coverage versus the ad-

sorption energy obtained using the piecewise full interaction
model with 0.25 ML as the threshold coverage, at those cor-
responding surface coverages. The studied adsorbents are: C,
N, O, S, CH, NH and NO.

mechanism, scaling relations and formulation of the
microkinetic model for the direct NO decomposition is
described by Falsig et al.21. In Figure 16 the rate for
the direct decomposition of NO is calculated using the
non-interacting mean field model.21

Here we apply two different sub-models to investi-
gate the effect of adsorbate-adsorbate interaction on
catalytic activity, namely the simplest description,
rhodium interaction model and the most useful, scaling
based piecewise interaction model. It has been shown
previously that the TS-scaling relation calculated at
low coverage also holds for higher coverages.22–24 The
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FIG. 16. Volcano curve for direct NO decomposition on tran-
sition metals with no adsorbate-adsorbate interactions

scaling relations from article Ref. 21 therefore are also
applied here. We start out with the rhodium interaction
model ‘L-Const(Rh)-GM’. This linear interaction model
is based on the interaction parameters for rhodium
and they remains constant for the whole adsorption
energy range. The cross-interaction parameters are
obtained from the geometric mean of the self-interaction
parameters.

In Figure 17 the catalytic activity is calculated using
this rhodium interaction sub-model to include the cov-
erage dependent adsorption energy in the microkinetic
model. Due to the inclusion of the adsorbate-adsorbate
interaction, the reactive metals are now less poisoned
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and regains some of their lost activity. The reactive
metals are visibly more active here compared to the
previous non-interacting mean field description shown
in Figure 16. The inclusion of the interaction lifts up
the lower left side of the volcano and makes it more
flat. The right side of the volcano is not affected much
and remains nearly the same. The maximum rate for
the direct NO decomposition changes appreciably and
it is ∼ 103 times higher than the maximum rate in
Figure 16. Also the top of the volcano is shifted to much
stronger nitrogen and oxygen binding energy. Pt is still
the best catalyst, and catalytic rate for Pt is similar to
the catalytic rate for Pt obtained with non-interacting
mean field description. The increment in catalytic rate

is more prominent for the reactive region of the volcano.

After the simplest rhodium interaction sub-model we
took our most promising interaction model the ‘PW0.25-
scaled-GM’ for this study. This a piecewise interaction
model based on the scaled interaction parameters. The
interaction parameters for adsorption energy up-to Pd
adsorption energy are obtained using the ε vs Eads linear
scaling and for adsorption energies above Pd we use the
same interaction parameter obtained for Pd. If from the
ε vs Eads linear scaling, the ε is found to be less than
0.0 it is set to 0.0. The cross-interaction parameters are
obtained as the geometric mean of the self-interaction
parameters. The threshold coverage is 0.25 ML.

Due to the use of constant rhodium interaction param-
eters for all the metals in the first sub-model in Figure 17,
the effect of adsorption-adsorption interaction is visible
all the way down to the very reactive metals and it have
a very wide adsorption energy regime within which the
catalytic decomposition is feasible. But as the interaction
parameters in practice are smaller for the more reactive
metals, we overestimate the effect of adsorbate-adsorbate
interaction when we use the rhodium interaction model.
The scaling based interaction model takes into account
these changes in the interaction parameters with the ad-
sorption energy and provide more accurate catalytic rates
for the direct decomposition of NO in Figure 18. From
Figure 16 and 18 we can clearly see that though the in-
clusion of a right adsorbate-adsorbate interaction model
‘PW0.25-scaled-GM’, increases the catalytic rates for the
reactive metals, the effect is not as prominent as us-
ing the rhodium interaction model and the shape of the
volcano curve remains nearly unchanged. In Figure 18
the inclusion of the adsorbate-adsorbate interaction also
widens the catalytic active area, but the catalytic rate
for our best metal Pt remains unchanged from the non-
interacting mean field model in Figure 16. The maxi-
mum rate for the direct NO decomposition increases by
10 times and the top of the volcano also gets shifted little
more towards the strong binding region, when we use the
‘PW0.25-scaled-GM’ interaction model. The inclusion of
the adsorbate-adsorbate interaction do not change the
catalytic trends among the transition metals.

VII. CONCLUSION

We have presented parametrization of a simple lin-
ear interaction model to describe the coverage dependent
adsorption energy. To make the interaction model use-
ful for catalytic trends study we reduce the number of
independent interaction parameter first by introducing
two ways of obtaining the cross-interaction parameters,
from the geometric mean or the arithmetic mean the self
interaction parameters and then by proposing two sim-
ple sub-models. The geometric mean method is slightly
better than the arithmetic mean method. The rhodium
based sub-model is proposed as one of the simplest inter-
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action model, where interaction parameters for rhodium
are used for all the metals. This rhodium interaction
model suggested to be used as an first step to study the
effect of adsorbate-adsorbate interaction in the catalytic
trend study before moving to more complicated interac-
tion models. While using the rhodium interaction model
we observe that there is a large variation in the inter-
action parameter among the transition metals and the
interaction parameter among the transition metals de-
creases linearly with increase in the adsorption energy of
that adsorbate on those metals. A scaling based interac-
tion model is proposed where we included the systematic
change in the interaction parameter among the different
transition metals by using the linear scaling between the
interaction parameter and adsorption energy of that ad-
sorbates calculated at low coverage. The noble metals,
Au,Ag and Cu however do not follow this general trend
and for them it is suggested to use interaction parameters
obtained for Pd. The scaling based model can be used
in a consistent manner in the microkinetic model for cat-
alytic trend study to incorporate the coverage dependent
adsorption energy in theoretical catalyst modeling. To
correct the low coverage region, where the adsorption en-
ergy remains constant until some threshold coverage we
proposed a piecewise interaction model. With all these
different proposed models, considering their limitations,
precision and applicability we propose two of the most
useful lateral interaction sub-model for catalytic trend
study, the simplest, ‘L-Const(Rh)-GM’, a rhodium based
interaction model and the most useful, ‘PW0.25-scaled-
GM’, a scaling based piecewise interaction model.
We studied the effect of introduction of the adsorbate-
adsorbate interaction in catalytic trend study using the
above two interaction model taking direct decomposi-
tion of NO as an example. We showed that when we

choose the rhodium interaction model, we overestimate
the amount of interaction for the reactive metals and
the lower-left side of the volcano become highly reactive
all the way down for the most reactive transition met-
als. One always should also be careful about choosing
a interaction model and always keep in mind its accu-
racy and limitations. We also showed that inclusion of
a correct interaction model also have distinct effect on
the catalytic rates for the reactive metals and increases
the catalytic rates for the left side of the volcano, how-
ever the effect is not dramatic. The catalytic rate at the
top of the volcano increases 10 times when we use the
‘PW0.25-scaled-GM’ interaction model. The NO decom-
position catalytic rate for the best catalyst (Pt) remains
the same in both models. Though the introduction of the
lateral interaction have very little effect at the top of the
volcano it widens the adsorption energy range where the
catalytic activity for the reaction is appreciable and thus
gives us possibility of having more choices in our search
for the best catalyst.
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In this paper we present a modernised implementation of the Effective Medium Theory (EMT)
interatomic potential, where we correct minor weaknesses in the original definition, and have refitted
all parameters in the potential for the original metals to material properties. This gives a signifi-
cantly better description of these metals, in particular when it comes to surface energies, which were
significantly underestimated in the original EMT. The Effective Medium theory is a computation-
ally efficient description of interatomic interactions in closed packed metals, suitable for large-scale
molecular dynamics with millions of atoms.

I. INTRODUCTION

When modeling various properties of metals at the
atomic scale, the accuracy of the description necessarily
depends on the size of the system being considered. For
example, Density Functional Theory (DFT)1,2 provides
a very accurate but computationally expensive descrip-
tion of most of the periodic system, and is routinely used
to describe systems with up to a few hundred atoms.
For larger systems, more approximately and often (semi-
)empirically based interatomic potentials are used. These
potentials have been used for molecular dynamics simu-
lations with hundreds of millions of atoms3–5. Clearly,
such applications remain out of the range of DFT based
methods, and there is a need for reliable and transferable
interatomic potentials. A family of these potentials has
proved to be highly useful for modeling late transition
metals and simple metals having the face-centered cubic
(fcc) crystal structure. This family of potential includes
the Embedded Atom Method (EAM)6, the glue model7,
the Gupta potential8,9, the Finnis-Sinclair potential10

and the Effective Medium Theory (EMT)11,12.
In this paper we present an adjustment to the well-

established EMT class of potentials, and a refitting of
the parameters to a larger class of metals and their al-
loys. The main motivation for this, is the way cutoffs are
handled in the original version. EMT is a short range po-
tential, typically including interactions up to third near-
est neighbors in closed-packed crystals. The interactions
are described by exponentially decaying functions, cut off
by a Fermi function. This may introduce two problems.
First, the derivative of the interaction functions acquire a
small peak at the cutoff distance. Second, the Fermi func-
tion is itself an exponentially decaying function without
compact support, so eventually a “hard” cutoff is reached
where the neighboring atoms are no longer included on
neighbor lists, and a tiny discontinuity in the interaction
occurs. This discontinuity is so small that it is unlikely
to have any negative effects in real-life simulations. The
peak in the derivative is, however, slightly more worrying,

and is the reason that the cutoff in the original EMT is
placed between the third and fourth shell in the fcc crys-
tal: If a cutoff distance was chosen that was equal to an
interatomic distance occurring in the equilibrium crystal,
a small distortion of the crystal would occur.

The goal of this paper is fourfold: First, we wish to ad-
dress a number of choices in the original formulation of
EMT that time has shown to be less than optimal. Sec-
ond, we improve the description of the supported metals
through refitting the parameters of the potential, and
present parameters for metals not previously described
by EMT (although still limited to metals with a closed
packed crystal structure). Third, we demonstrate how
a set of parameters can be obtained for the pure metals
that also describe alloys between these with reasonable
accuracy. Fourth, we demonstrate how an optimized po-
tential for a specific alloy can be made to improve upon
the more general potential.

II. THE FUNCTIONAL FORM

In this modernized formulation of the EMT potential,
we cut off the exponentially decaying interactions by sub-
tracting a linear function instead of using a Fermi func-
tion. This ensures that the interaction and its derivative
are both zero at the cutoff distance, and that the lat-
ter does not acquire a peak. This cutoff introduces a
small perturbation of the interaction function at shorter
distances, and therefore requires a refitting of all param-
eters of the potential. For Cu the relative perturbation
is in the order of 10−3 at the nearest neighbor distance.
The old and new way to cut off the interactions are shown
in Fig. 1.

In the following, we describe the revised functional
form of the EMT potential using the notation of Ref. 12.
There are seven describing parameters E0, s0, V0, η2, κ, λ
and n0 for each element. Contrary to many other similar
potentials interactions between atoms of unlike elements
are described by the parameters of the two pure ele-
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FIG. 1: Comparison of the original (dotted lines) and the
new (full lines) cutoff implementations. The blue lines show
the exponentially decaying interaction function f1 with cutoff,
and the red lines show its absolute derivative. The original
parameters for Cu is used.

ments, without introducing extra parameters. The EMT
parameters does therefore not need extra indexing and
the index are also synonym for the atomic number, i.e.
E0,i ≡ E0,Zi

.
The total energy of the system is described as a sum

over all atoms, where the energy of a given atom is a
sum of two contributions. The cohesive function Ec,i is
sensitive to the local density around atom i, and is re-
sponsible for the material’s resistance to volume changes,
i.e. it determines the bulk modulus. It is the energy the
atom would have had if it had been in a face-centered
cubic crystal (the reference system) with the same aver-
age electron density. The atomic sphere correction Eas,i
is the difference between a pair potential in the real sys-
tem and in the reference system, it is responsible for the
material’s resistance to shape changes, i.e. it determines
the shear modulus. We therefore write the total energy
as

Etot =
∑

i

(Ec,i + Eas,i) . (1)

where the two contributions to the energy of the atom i
are

Ec,i = E0,i

(
λZi

(si − s0,i) + 1
)

exp
(
−λi(si − s0,i)

)
, (2)

and

Eas,i = 6V 0
i

(
exp
(
−κi(si − s0,i)

)
− σ2,i
σref
2,i

)
. (3)

The neutral-sphere radius si for atom i is given by

si = s0,i −
1

βη2,i
ln

(
σ1,i
σref
1,i

)
, (4)

the two σα variables are sums over contributions from
all the neighboring atoms, and the σref variables are the
values that the σ’s would have in a perfect fcc lattice at
the equilibrium lattice spacing. The σα sums are defined
as (for α = 1, 2):

σα,i =
∑

j 6=i
n0,j [fα,j(rij)− lα,i,j(rij)] , (5)

where

f1,j(r) = exp (−η2,jr + βη2,js0,j) , (6)

f2,j(r) = exp

(
−κj
β
r + κjs0,j

)
, (7)

and

lα,i,j(r) = f ′α,j(r
cut
i,j )(r − rcuti,j ) + fα,j(r

cut
i,j ), (8)

The function f1,j gives the normalized contribution to
the average electron density around atom i from the atom
j, to get the contribution to the actual electron density
one multiply with n0,j . The EMT parameter η2,Z de-
scribes how fast the electron density from an atom with
atomic number Z decays (the physical interpretation of
these decay lengths are discussed further in Ref. 12). The
function −V0,if2,j is the pair-potential used in the atomic
sphere correction. Both of these functions are cut off by
subtracting a linear function, l1 and l2 respectively. It
is of course important that only terms with rij < rcuti,j

are included in the sum in Eq. (5), as this kind of cutoff
ensures that the function and its derivative are zero at
the cut-off point, but not beyond it.

The parameters σref
1,Z and σref

2,Z are the values of σ1 and
σ2 in an fcc crystal of element number Z with lattice
constant βs0,Z , calculated using up to the third nearest
neighbors.

σref
0,i =12n0,i (f1,i(βs0,i)− l1,i,i(βs0,i))

+ 6n0,i

(
f1,i(
√

2βs0,i)− l1,i,i(
√

2βs0,i)
)

+ 24n0,i

(
f1,i(
√

3βs0,i)− l1,i,i(
√

3βs0,i)
)
,

(9)

and σref
2,i is defined the same way using f2 and l2. Here it

has been used that an atom has six second-nearest neigh-
bors and 24 third-nearest neighbors in an fcc crystal.

This form of the potential is close to the original
formulation12, and retains the same seven EMT parame-
ters for each element. All other parameters entering the
equations above can be calculated from these parame-
ters as already shown, with the exception of the cutoff
distance. Where the original formulation of EMT oper-
ated with a common cutoff distance for all interactions
in a simulation, we have a cutoff distance for each pair
of element types. We somewhat arbitrarily choose to
set the cutoff distance to halfway between the third and
fourth nearest neighbor distance in the fcc lattice, and get
rcuti,i = 1

2

(√
3 + 2

)
βs0,i for interactions between atoms of

the same element. For interactions between unlike atoms,
we choose to set rcuti,j to be the maximum of the cutoffs
of the two elements.
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III. OPTIMIZING THE POTENTIAL

In the original formulation of EMT, some potential
parameters were calculated directly from DFT calcula-
tions (such as the decay length of the contribution to the
electron density from an atom, η2). Other were calcu-
lated from experimental data, mainly lattice parameters
and elastic constants under the approximation that only
nearest neighbors contribute to the potential (see Ref.
12). Contributions from further neighbors meant that
not all quantities were reproduced perfectly, for example
were all lattice constants a few percent too low.

In this work, we fit all parameters to a combination of
experimental data and electronic structure calculations
at the DFT level. We follow a procedure close to the
one of Bailey et al.13 and Păduraru et al.14, and aim at
at generating as general a parameter set as possible for
as many elements as possible. In this case parameters
were first fitted for the pure elements, and in a second
step some of the parameters of all elements were adjusted
to give reasonable values for alloy quantities such as for-
mation energies and lattice constants of ordered alloys.
Simultaneous fitting to many different alloy compositions
by necessity results in a compromise potential since EMT
does not contain parameters for each combination of el-
ements, but only for the pure elements, as discussed be-
low. As an example of this fitting strategy, we present a
general potential applicable to NN metallic elements and
their alloys.

An alternative fitting strategy would be to generate
specialized potentials for specific applications. In this
case parameters are optimized to a single or a few chemi-
cal compositions, and a significantly better potential can
be obtained, although with less general applicability. We
will illustrate this in a later publication.

The EMT potential is described by seven parameters
for each element, but they, however, leave some room
for adjusting the parameters to alloy properties without
impairing the properties of the pure element. First, the
parameter n0 does not enter into interactions between
atoms of the same element, whereas the ratio of the n0
parameters is important for the description of interac-
tions between atoms of different elements. Second, all
properties of pure elements are to first order insensitive
to changes of the parameters V0 and κ if the change pre-
serves the value of V0 · (βη2 − κ) (see Ref. 12). This
naturally leads to a fitting procedure where first six pa-
rameters (excluding n0) are fitted for each element in-
dependently (using only data for pure elements); then
in a second phase the parameters n0, κ and V0 are op-
timized simultaneously for all elements, fitting to both
pure-element and alloy data. We choose not to fit the
cutoff distances, as fitting these risks leading to very long-
ranged and computationally expensive potentials.

The actual parameter fitting is done by minimizing an

error function

f (P) =
∑

i

wi

(
CEMT
i (P)− Ctarget

i

Ctarget
i

)2

(10)

where P is the set of parameters being optimized. CEMT
i

and Ctarget
i are properties being used in the optimiza-

tion, with the former being values calculated with the
potential and the latter being target values from experi-
ment or DFT calculations. The weights wi can be used
to adjust the relative importance of the various quan-
tities being fitted. Ideally, these weights should reflect
relative uncertainties on the target values, but in reality
they have to reflect that certain properties are harder to
fit than others, and that a larger misfit must be allowed
for such quantities. The weights can also be adjusted if a
good descriptions of some properties are considered more
important than others.

To minimizing the error function (Eq. 10) we use
a minimization algorithm resembling basin-hopping15.
A Monte Carlo procedure is used to construct a ran-
dom walk in parameter space and at each step a lo-
cal minimization is performed with the Nelder Mead
simplex algorithm16. The Monte Carlo procedure is
started with the parameter values from the original EMT
implementation12, and at each step the last accepted set
of parameters, P, are changed by a random factor drawn
from a Gaussian distribution with a width 0.1 and a mean
1.0. The new set of parameters, P′, are after the local
minimization accepted with the probability

A = min

{
1, exp

(
−f(P)− f(P′)

T f(P)

)}
. (11)

Here we use the relative change in error function as a
measure of the acceptance probability, since we want
to make moves between two large error function values
equally probable as moves between small error function
values. In the same manner as minimizing the potential
energy a “temperature”, T , is used to adjust acceptance
rate. A temperature of 0.144 is chosen, which result in
a 50 % chance of accepting a relative increase of 10 % of
the error function.

IV. A GENERAL SET OF EMT PARAMETERS

In this section we present a general set of EMT pa-
rameters, applicable to a large set of metals crystalliz-
ing in the closed-packed crystal structures (fcc and hcp).
EMT potentials and related interatomic potentials such
as EAM all favor closed-packed crystal structures, and
although it is possible to fit parameters that stabilize the
more open body-centered cubic (bcc) structure, such a
potential is unlikely to give a good, transferable descrip-
tion of these metals. For that reason, we limit ourselves
to the closed-packed structures. .
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TABLE I: Revised EMT potential parameters fitted for Al, Ni, Cu, Pd, Ag, Pt and Au.

Metal E0 (eV) s0 (Å−1) V0 (eV) η2 (Å−1) κ (Å−1) λ (Å−1) n0 (Å−3)
Al -2.69710 1.68587 0.22477 3.57190 0.26540 2.89602 0.04724
Ni -4.35063 1.41650 75.39670 2.35759 4.24200 3.63747 0.06950
Cu -3.43183 1.45176 65.91040 2.25959 4.06990 3.55479 0.06141
Pd -3.81430 1.56571 56.02738 1.96778 3.53509 3.85560 0.04642
Ag -2.91847 1.62581 45.78498 2.10810 3.79300 3.56081 0.03691
Pt -5.78761 1.56525 134.33126 2.01143 3.62759 3.85300 0.05412
Au -3.78905 1.55807 14.60819 2.11041 3.75569 3.87578 0.04744

TABLE II: Target values for the used material properties and the results from the fitted EMT potentials for the considered
metals Al, Ni, Cu, Pd, Ag, Pt and Au.

Property Al Ni Cu Pd Ag Pt Au
a

Target 4.02 3.48 3.58 3.88 4.05 3.92 3.92
Fitted 4.02 3.48 3.58 3.88 4.05 3.92 3.92

B
Target 79.40 187.60 142.00 195.40 108.70 278.30 180.30
Fitted 82.01 192.18 143.87 198.26 109.84 285.62 182.56

C11

Target 114.30 261.20 176.20 234.10 131.50 346.70 201.60
Fitted 97.41 235.50 169.87 219.53 126.57 308.58 196.56

C12

Target 61.90 150.80 124.90 176.10 97.30 250.70 169.70
Fitted 74.31 170.52 130.87 187.63 101.47 274.13 175.56

C44

Target 31.60 131.70 81.80 71.20 51.10 76.50 45.40
Fitted 31.39 135.09 82.66 71.80 51.56 77.42 45.68

Ecoh

Target 3.39 4.44 3.49 3.89 2.95 5.84 3.81
Fitted 3.39 4.44 3.49 3.89 2.95 5.84 3.81

γ111
Target 0.405 0.782 0.543 0.701 0.450 0.791 0.446
Fitted 0.397 0.747 0.525 0.693 0.443 0.770 0.429

γ100
Target 0.506 1.011 0.706 0.891 0.579 1.068 0.630
Fitted 0.466 0.899 0.640 0.860 0.553 0.982 0.554

We fit the potential to lattice constants, cohesive ener-
gies, elastic constants and surface energies . Target val-
ues for these material properties are preferably from ex-
perimentally measured references obtained at 0 K, since
they are the “real deal” and the fitting are carried out
at this temperature. Lattice constants measured at 0
K are hard to come about, and we therefore turn to
DFT calculations with the PBEsol exchange-correlation
potential17. Cohesive energies measured at 0 K and 1
atm are readily known form experiments18,19 and these
are therefore used. Elastic constants are known form
experiments at room-temperature20 and for some metals
also at at 0 K18. We rejected the possibility of using DFT
values for metals where 0 K values are unavailable and
use room-temperature values instead, since the difference
between DFT and 0 K values typically are larger than the
one between room-temperature and 0 K values21. Sur-
face energies of solids are exceedingly difficult to measure,
and reliable values are not available. We therefore turn

to DFT calculations, since Schimka et al.22 have shown
that PBEsol gives a reasonable description of surface en-
ergies, at the price of giving a worse description of chem-
ical reactivity of surfaces and molecules. In summary,
lattice constants and the surface energies are obtained
using DFT calculations, and the cohesive energies and
elastic constants are obtained from experimental refer-
ences. The target values are listed in Table II and we
refer to the Appendix for calculation details.

The elastic constants to which we fit are the Bulk mod-
ulus (B), the shear modulus (C44) and the cubic elastic
constant (C11). We choose to fit B = 1

3 (C11 + 2C12)
rather than C12, as the bulk modulus is often more im-
portant for the applications. The surface energies (γ)
to which we fit are the closed-packed (111)-surface and
the more open (100)-surface. We chose to fit directly to
the former and only to include the latter through the ra-
tio γ100/γ111, as it is primarily the ratio between surface
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FIG. 2: Deviation of the materials properties of the metals
described with the new (red) and old (striped) EMT potential.
In general the new potentials are more accurate than the old
ones, in particular when it comes to the surface energies. This
is mainly due to the old potentials not being optimized for
these.

energies that determines the shape of a finite crystal23.

The potential parameters resulting from the fitting
are shown in Table I, and Table II show the fitted values
for the material properties. Figure 2 show the quality of
the, i.e. the deviation between target and fitted value,
and compares it to the original EMT parameters. It is
seen that the refitting improves almost all quantities,
but most dramatically the surface energies that were not
fitted in the original formulation. Such an improvement

of surface energies when they are included in the fit
has also been reported by Rasmussen24,25. The fitted
lattice constants and cohesive energies are in excellent
agreement with their target values, and the fitted bulk
modulus and shear modulus only deviate a little from
the target values. The elastic constants C11 and C12

have opposite deviations form the target values, since
this results in good values for the bulk modulus.

V. CONCLUSION

We have presented a modernized version of the EMT
potential, that eliminates the need for a “hard” cutoff of
the interaction function and the derivative peak in the
original version. In addition, we have refitted all poten-
tial parameters, yielding an improvement of the descrip-
tion of almost all quantities tested with respect to the
original EMT potential.

VI. APPENDIX

The following gives a short description of the methods
used to calculate the lattice constants and surface ener-
gies. The GPAW26 DFT code has been used with the
PBEsol exchange-correlation potential17. In the calcula-
tions has both a plane wave and grid-based representa-
tion been used.

A. Lattice constants

The equilibrium lattice constants are found by a mini-
mization of the energy with respect to the lattice param-
eters. For a cubic crystal with only one lattice constant
this is done by calculating the energy for a range of dif-
ferent lattice constants spanning 0.5 % on each side of
the equilibrium, and then finding the minimum based
on a third order inverse polynomial fit to the volume27.
For a hexagonal crystal the same principle can be ap-
plied in two dimensions, but since the number of energy
calculations goes quadratically with the number of lat-
tice parameters in the mentioned range this is unfeasible.
Instead we turn to a minimization of the energy with
respect to the energy using the Nealder-Mead downhill
simplex algorithm16.

The calculations are carried out in plane wave mode
with a plane wave cutoff of 1000 eV and a k -point sam-
pling with 12 points in all directions.

B. Surface energies

The surface energies were calculated based on the
method by Fiorentini and Methfessel28, where the sur-



6

face energies are extrapolated using a linear fit to a set
of slab energies.

The DFT calculations are carried out on slabs with 3,
5, 7 and 9 layers using grid mode with a grid spacing
of 0.15 Å and a k-point sampling of 12 in the two in
plane directions with periodic boundary conditions. The
vacuum above and below the slab was at minimum 6.0
Å and have been fitted, so the total height of the cell

was dividable with the grid spacing. This was done to
have an integer number of grid points, keeping the atoms
positions relative to the grid points fixed when the slab
thickness increases. The two outer most layers were only
relaxed on one side until the maximum force was below
0.05 eV/Å2, assuming a symmetric relaxation on both
sides.
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