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Abstract

The highly turbulent wake and the wake interaction of merging wakes between
multiple wind turbines are modelled using Large Eddy Simulation(LES) in a
general Navier-Stokes solver. The Actuator Line(AL) technique is employed to
model the wind turbines, and the aeroelastic computations are fully coupled
with the flow solver. The numerical simulations include the study of the far
wake behind a single turbine, three idealised cases of infinitely long rows of
turbines and finally three infinite wind farm scenarios with different spacings.
The flow characteristics between the turbines, turbine performance, and prin-
cipal turbulent quantities are examined for the different scenarios. The study
focuses on the large coherent structures and movements of the wake behind
and between wind turbines. The large coherent structures are analysed using
Proper Orthogonal Decomposition(POD). POD constitutes the basis for two
proposed dynamic wake models of the turbulent wake deep inside large wind
farms. The first model is based on a direct reconstruction using POD, while
the other model(REDOMO) is based on an additional reduction by only in-
cluding the most dominant frequencies. The flow fields derived from the two
wake models are assessed and verified by comparing turbine performance and
loads to those derived from the flow extracted from the full numerical simula-
tions. The most comprehensive model yields excellent agreement for small and
intermediate turbine spacing, while the simpler version is unable to resolve the
complex dynamics due to severe temporal filtering. The models have difficul-
ties capturing the more extreme and spurious events for larger turbine spacings.
The performance is also compared to stochastically generated Mann turbulence,
which gives better results for larger spacings. The comparison also reveals how
much information should be retained by the POD models to add more value
than simply applying homogeneous turbulence as inflow.
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Resumé

Det komplekse og turbulente kglvand bag vindmgller og i szerdeleshed vek-
selsvirkninger i kglvandet mellem mange vindmgller er simuleret ved hjxlp af
Large Eddy Simulation(LES) implementeret i en generel Navier-Stokes lgser.
Actuator Linje metoden bruges til at simulere vindmgllerne, og de aeroelastiske
beregninger er fuldt koblet med Navier-Stokes lgseren. Der er foretaget tre
forskellige typer numeriske beregninger for at studere: kglvandet bag en enkelt
vindmglle, tre idealiserede scenarier med uendelige rackker af vindmgller og slut-
teligt tre uendelige vindmgllerparker med variende afstand mellem mgllerne.
Strgmningerne mellem mgllerne beskrives, mgllernes ydeevne og de primaere tur-
bulente stgrrelser undersgges i de forskellige scenarier. Undersggelsen fokuserer
pa de store sammenhangende strukturer og disses bevaegelser i strgmningsfeltet
bag og mellem vindmgllerne. De store sammenhaengende strukturer analyseres
ved hjelp af Proper Orthogonal Decomposition(POD). POD udger ogsé funda-
mentet for to dynamiske modeller, der beskriver de turbulente strgmninger dybt
inde i store vindmglleparker. Den ene model er baseret pa en direkte genskabelse
af stremningsfeltet via POD, mens den anden model(REDOMO) er baseret pa
en yderligere reducering ved kun at medtage de mest dominerende frekvenser.
De to modellers strgmningsfelter undersgges og veriferes ved at sammenligne
produktion og belastninger med de tilsvarende for det fulde strgmningsfelt. Den
mest omfattende model giver glimrende resultater for sma og mellemstore afs-
tande, mens den simplere model er ude af stand til at beskrive den komplekse
dynamik pa grund af den tidsmaessige filtrering. Modellerne har problemer med
at beskrive dynamikken for store afstande pa grund af mere ekstreme og plud-
selige fluktuationer. Endelig sammenlignes med stokastisk genereret turbulens,
der giver bedre resultater for store afstande. Sammenligningen afslgrer ogsa
hvor meget information modellerne skal inkludere for at opna bedre resultater
end ved blot at anvende homogen turbulens.
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ATwin
AVol

Az
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ATs
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Local angle of attack.

Entrainment constant for N. O. Jensen wake model.
Shape parameter for prescribed boundary layer.
Entrainment constant for Frandsen wake model.
Constant for SGS model.

REDOMO parameters.

Temporal window for statistics.

Volume of a cell.

Lateral increment for iteration to determine wake centre.
Vertical increment for iteration to determine wake centre.

Transition height between parabolic and power law profile in prescribed
boundary layer.

Mass flux.

Smearing parameter.
Regularization kernel.
Local pitch angle.
Cross-correlation.
Kurtosis.

POD eigenvalues.
Tip-speed ratio.
Diagonal matrix containing POD eigenvalues.
Filtered velocity field.
POD reconstruction.

REDOMO reconstruction.
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Matrix containing the temporal eigenfunctions.
Unit vector parallel to the drag coefficient.

Unit vector parallel to the lift coefficient.

Body forces imposed to keep mass flux constant.
Body forces applied to obtain prescribed boundary layer.
Body forces for introducing atmospheric turbulence.
Body forces used in the actuator line method.
Matrix of orthonormal eigenvectors.

Domain surface.

Sub-grid scale velocity field.

Production of turbulent kinetic energy.

Radial distance for cross-correlation.

Eddy viscosity.

SGS eddy viscosity.

Rotor speed.

Filter cut-off length.

Flow angle.

Initial mass flux.

POD modes.

Density of air.

Standard deviation.

Reynolds stresses.

Test filter size.

Deviation in mass flux.

Vertical distribution function for high altitude turbulence.
Induction factor.

Rotor area.

Number of turbine blades.

Shape parameter for prescribed boundary layer.

Shape parameter for prescribed boundary layer.
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Ch Drag coefficient.

L Lift coefficient.

Cm Constant for SGS model.

Cp Power coeflicient.

Cr Thrust coefficient.

f Frequency.

F, Axial force.

Fy Tangetial force.

fe,m  Dominant frequencies used for REDOMO.
fwr, 1P Rotational frequency of the wind turbine.
Hp.py Hub height.

jrot  Blade resolution.

K Number of POD modes.

k,m  Index for POD mode and dominant frequency.

Ky PID controller coefficient for derivative gain.
K; PID controller coefficient for integral gain.
K, PID controller coefficient for proportional gain.

Leg Equivalent load.

M Number of frequencies used in REDOMO.

m Material parameter for equivalent load calculation.
Mg  Edgewise moment.

Mg Flapwise moment.

Mt Tilt moment.

My Yaw moment.

Mpe Number of frequencies used in REDOMO by including high gradient
frequencies.

N Number of slices, time steps.

Neg  Number of equivalent load cycles.

Ngrr; Number of load cycles with amplitude REF;.
P Power.

P Pressure.
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q? Kinetic energy in SGS model.

R Radius of turbine.

r Radial coordinate.

R; j,R Two-point velocity correlation tensor.
Re Reynolds number.

RF;  Amplitude of equivalent load.

S Turbine spacing.

S Skewness.

St Strouhal number.

T Thrust.

Tg Integral length scale.

Tr Turnaround time.
U Streamwise velocity.
Uo Initial streamwise velocity.

ug Mean velocity subtracted in POD.
Unuw  Streamwise velocity at hub height.

Upi  Velocity profiles in prescribed boundary layer.

\% Lateral velocity.
Vo Initial lateral velocity.
Ve Axial velocity, same as U.

Vo Tangential velocity.
Vel Relative velocity at blade section.

w Vertical velocity.

Wo Initial vertical velocity.

X Streamwise coordinate.

Y Lateral coordinate.

Yo Lateral wake centre coordinate.
A Vertical coordinate.

Zc Vertical wake centre coordinate.

AL Actuator line.



CFD Computational Fluid Dynamics.
DWM Dynamic Wake Meandering.

HAT High altitude turbulence.

LES Large Eddy Simulation.

LSMR Iterative least squares solver.

NS Navier-Stokes.

PBL  Prescribed boundary layer.

PDF  Probability density function.

PID  Proportional-Integral-Derivative(controller).
POD Proper Orthogonal Decompositon.
PSD  Power Spectral Density.
REDOMO Reduced Order Model.

RMS Root-mean-square.

SGS  Sub-grid scale.

TKE Turbulent Kinetic Energy.
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Chapter 1

Introduction

Humanity has harnessed the power of the wind for thousands of years initially
through sails and wind mills. By the end of the 19th century pioneers such
as Poul la Cour employed wind turbines for generating electricity. The devel-
opment of industrial sized wind turbines accelerated with the emerging energy
crisis in the 1970’s, particular in countries such as USA, Sweden, Germany, and
Denmark. In 1980, the world’s first onshore wind farm with 20 turbines was
installed in Crotched Mountain, NH, USA, and followed in 1991 by the first
offshore wind farm consisting of 11 turbines at Vindeby, Denmark. Other no-
table offshore wind farms include Horns Rev I, Denmark, which was installed
in 2002 with 80 Vestas V80-2.0 MW turbines and produces approximately 2%
of the annual electricity consumption in Denmark. As of 2013, the first phase
of the London Array is the largest operating wind farm consisting of 175 wind
turbines with a total capacity of 630MW. In 2012 a total of approximately 5GW
is installed offshore according to the "Deep Water" report [7].

In 2008, the EU adopted a baseline target that at least 20% of the total
energy consumption must be supplied by renewable energy sources by 2020*. In
2012, Denmark set out even higher aims that 35% of the total energy consump-
tion should come from renewables by 2020, and that the entire Danish energy
supply should be derived from renewables by 2050. Wind power is currently
the most developed renewable technology and is expected to deliver the lion’s
share in the transition from fossil based energy production to renewables. As
such, Denmark aims to cover 50% of the total Danish electricity consumption
by wind power by 2020. Amongst a number of necessary initiatives in the Dan-
ish policy plan? are the installment of 1, 500M W offshore and an expected net
increase in installed onshore capacity of 500M W. The recent "Deep Water" re-
port 7] states that a total of 40GW and as much as 140GW could be installed
offshore by 2020 and 2030, respectively. Globally, there are large wind farms
under development, and several prospects with capacity of 1,000 + MW are
under development, particular around the British Isles. Triton Knoll Offshore
Wind Farm was given the final consent in July 2013 with a planned capacity

IDirective 2009/28/EC of the European Parliament and of the Council, April
23rd, 2009: http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=0j:L:2009:140:
0016:0062:en:PDF

2Danish Energy Policy 2012: http://www.ens.dk/politik/dansk-klima-energipolitik/
politiske-aftaler-pa-energiomradet/energiaftalen-22-marts-2012



of 1,200MW and up to 288 turbines. It is the biggest offshore wind farm de-
velopment approved in the world®. Such wind farms will be instrumental in
reaching the objectives laid out in adopted policies around the world aimed
at making green and renewable energy deliver a larger portion of the world’s
total energy consumption. Large wind farms on this scale also provide new
challenges in terms of optimizing power production and decreasing the overall
cost of energy, as large scale wind farm power production is still in its infancy.
These challenges leads to an ever increasing demand for improved engineering
methods and tools. The present work sets out to provide new insights aimed at
addresssing the challenges related to wake modelling inside large wind farms,
such as optimizing turbine design and wind farm layout.

Challenges Related to Large Wind Farms

Large wind farms are usually organised in a systematic pattern of rows and
columns, e.g. the layout of Horns Rev is an 8 x 10 array with spacings of 14R
and 20R. The array configuration and the directional variability of the wind
means that all turbines will experience wake situations, where the turbine is
more or less aligned with one or more upstream turbines and their wake(s).
A wind turbine operating in the wake of one or more wind turbines yields
significantly less power, e.g. Barthelmie et al. [13] reported reductions of more
than 40% for certain wind directions at Horns Rev. Furthermore, the turbine
is also subject to greater loadings due to increased turbulence levels, which
subsequently leads to increased fatique loads. However, the increased turbulence
also facilitates an increased turbulent mixing, which entrains energy from the
surrounding atmosphere leading to a faster wake recovery.

An important part of the highly turbulent flow is the large coherent struc-
tures. Kelley et al. [32] investigated the structural impact of large coherent
structures, and showed the potential detrimental impact on different turbine
components as loads are transferred from the low frequencies to high frequen-
cies through the structure. Kelley et al. distinguished between large coherent
structures of the same magnitude as the turbine or smaller and even larger
convective structures. The convective structures are often denoted wake me-
andering, as Larsen et al. [33], [34] associated this meandering with the large
scale atmospheric turbulence. Medici and Alfredsson [45] related meandering to
a wake instability analogous to the vortex shedding behind a bluff body. The
large scales enhance the turbulent mixing, but the large scales are also responsi-
ble for exerting higher and particular differential loads on the turbine due to the
partial wake alignment originating from the large movements of the turbulent
wake. The extraction of energy balanced with the increased turbulent mixing
means the flow deep inside a large wind farm tends asymptoticly towards an
equilibrium wake or infinite wind farm state. Despite tending towards such an
equilibrium state, the highly turbulent flow is very complex and the understand-
ing of this asymptotic scenario is of great interest because it is directly related
to the prediction of power production and loads.

Reliable power and load predictions are hence very intricate and yet essential
for optimizing the design of both the individual wind turbine and the layout
of wind farms. Furthermore, the variability in wind power production also

3RenewableUK press release July 11th, 2013: http://www.renewableuk.com/en/news/
press-releases.cfm/2013-07-11world-s-biggest-offshore-wind-farm-gets-go-ahead



introduce challenges in both short and long term predictions. The short term
prediction is related to optimizing the overall farm performance through farm
control, while the longer term predictions are essential for the integration of wind
power into the existing electrical grid. Despite significant advances in measuring
instanteneous wake velocities using lidar, see Bing6l et al. [15] and Trujillo et
al. [71], deriving empirical knowledge from measuring campaigns are still both
expensive and difficult, because measurements contain large uncertainties due to
the complex and everchanging inflow conditions. On the other hand, numerical
simulations have all the relevant properties described, but detailed numerical
simulations are very time consuming, so simpler engineering models are still
utilized for optimization purposes.

Previous Work

Several engineering wake models exist, also called kinematic models, and are
widely used due to their simplicity and computational speed. Generally, these
models are based on simple single wake calculations and often assumes self-
similar velocity profiles in the far wake. The models use different assumptions
to superpose merging wakes in order to describe the overall wake interaction
inside wind farms. However, "the superposition assumption could be seriously
in error"(Ainslie [3]). These methods are based on steady state considerations,
and are developed with the aim of predicting mean quantities, e.g. the mean
velocity for predicting average power production. Therefore, the models exclude
the details of the dynamic wake interaction and turbulence properties needed
to assess the instanteneous turbine performance and loadings. Notable models
include the models by N. O. Jensen [28] and Frandsen et al. [20]. Jensen assumed
the wake behind a wind turbine to be analogous to a negative jet with a linear
wake expansion and operating at Betz’ optimum(induction factor a = %), and
derived an explicit expression for the asymptotic wind speed. Frandsen et al.
[20] developed a wake model based on momentum analysis over a control volume.
Frandsen’s model includes three distinct regimes, the first regime of multiple
inline wake interaction, the second regime where the wake expansion is limited
due to the ground and adjacent rows of turbines and their wake, and hence the
combined wake can only expand vertically. Finally, the third regime models the
equilibrium or infinite scenario, where the flow internally in the wind farm is
in balance with the boundary layer created over the wind farm. The Frandsen
solution yields a linear expansion of the wake area, i.e. D o /x. Several
of these engineering models are capable of giving good agreement with some
experiments, particular in terms of overall farm efficiency. However, the results
are not consistent, not even for the same wake model. Barthelmie et al. [12]
showed an average absolute error of 15% in determining the wind velocity at hub
height using six different wake models. Furthermore, the models does generally
not include the dynamics of the wake, which prevent a proper prediction of the
turbine loads.

Frandsen [22] proposed a model for assessing fatique loads on rotors using
the effective turbulence intensity as the governing parameter, arguing that the
various changes in turbulence properties are usually correlated with the stan-
dard deviation of wind speed fluctuations. The effective turbulence intensity is
hence taken as a design variable, and not as a physical quantity. The model
has shown improved accuracy compared to the existing engineering models, al-



beit still occassionally resulting in large discrepancies between the predicted and
measured results. The models still lack a complete calibration and verification
before they can be applied to all situations, particular inside large wind farms.
Barthelmie et al. [12] compared six different wake models with measurements
from Vindeby wind farm, and concluded: "the spread of the wake model predic-
tions is considerable even for these relative simple offshore single wake cases".
A thorough overview of different wake models are given by Sanderse [55] and
Schepers [59].

The analytical models have also been combined with models describing the
so-called meandering or large scale motions of the wake governed by the large
atmospheric scales, first introduced by Ainslie [2] and [3]. The Dynamic Wake
Meandering(DWM) model by Larsen et al. [33] and [34] is based on this hypoth-
esis. The DWM model is state-of-the art in applied wake modelling and com-
bines the effects of quasi-steady wake deficits, wake turbulence and a stochastic
model of the wake meandering, which transports the quasi-steady wake deficit
downstream as a passive tracer. The DWM model has been shown to yield good
agreement with experimental data measured behind a single turbine using lidar,
e.g. Bingdl et al. [15] and Trujillo et al. [71], and the DWM model has provided
good agreement with both measured power production and loads for free wake
situations and the fifth turbine in a wake situation at the Dutch wind farm
Egmond aan Zee, see Larsen et al. [35]. However, the DWM model is based
on the filtered output from stochasticly determined turbulence. Stochastic tur-
bulence models, such as Mann [42] and [43] or Veers [72], require deterministic
parameters. Solari and Piccardo [61] and Saranyasoontorn and Manuel [58] ex-
amined the variability in parameters based on field measurements. Saranyasoon-
torn and Manuel concluded that the large variability of deterministic parameters
generally gave rise to insignificant variability in the turbine load statistics, ex-
cept a few load cases, e.g. yaw loads, which needs to be considered when deter-
mining design loads for wind turbines. Frandsen and Madsen [21] investigated
the influence of ambient turbulence in large wind farms and found the internal
turbulence to be dominated by the inherent turbulence stemming from the tur-
bines and the ambient atmospheric turbulence to be less relevant. Barthelmie
et al. [12] also concluded their model comparison stating "the need for more
and better-quality measurements and further model evaluation, particularly for
the multiple wake cases".

The dynamic and structural loads on a wind turbine are usually modelled
using aeroelastic codes such as HAWC2 or Flex5. HAWC?2 is a multi-body
approach and developed at Risp National Laboratory, see Larsen et al. [37].
Flex5 employs a modal approach for determining the response and loads, and
was developed at the Technical University of Denmark by Stig Oye, see Qye
[52].

Wakes and wake interaction in wind farms have been modelled and stud-
ied numerically using Computational Fluid Dynamics(CDF), where the rotor is
modelled in various ways. Previously, the turbines have been simulated merely
as roughness elements, but state-of-the-art today is using the Actuator Disc
or Actuator Line methods. These methods couple the Navier-Stokes equations
with body forces to include the effect of the wind turbines on the flow with-
out having to fully resolve the boundary layers over the rotating blades. The
Navier-Stokes based Actuator Disc method was first introduced by S¢rensen and
Myken [62] to simulate axisymmetric flows around wind turbines. The Actu-



ator Line technique was later introduced as an extension to full 3-dimensional
flows by Sgrensen and Shen [63]. Both methods have been used extensively
for wake studies on single and multiple wind turbines in wind farms. The so-
called Fuga wake model, see Ott et al. [51], is based on a linearised version of
the Navier-Stokes equations combined with Actuator Disc and implemented in
WAsP(Wind Atlas Analysis and Application Program, Mann et al. [44]) using
a number of look-up tables, which ensure high computational speed. Troldborg
[68] and Ivanell [27] amongst other have used full CFD simulations and the
Actuator Disc and Actuator Line methods. These latter numerical studies also
employed Large Eddy Simulation(LES), which simulate the large eddies and
model the small eddies through a sub-grid scale model. Other recent studies
have investigated large wind farms within the atmospheric boundary layer, e.g.
Lu and Porté-Agel [39] and Calaf et al. [16]. The simulations have provided
valuable insights into wake dynamics, but run times are long and thus unsuit-
able for engineering applications as testing and optimizing different wind farm
layouts require numerous runs.

Present Work

The present work aims to contribute additional knowledge on wakes and wake
interaction deep within large wind farms. Gaining more knowledge on the com-
plex wake interaction is an crucial part of the continued optimizing of wind
turbine design and wind farm layouts in order to improve the overall efficiency
and lower the cost of energy. The work includes the analyses of numerous sim-
ulations, from the study of the wake behind a single turbine (Chapter 3) via
idealised cases of infinite rows of wind turbines (Chapter 4) before investigating
cases of infinite wind farms operating in an atmospheric boundary layer(Chapter
5). This natural progression is chosen in order to isolate and investigate the in-
dividual effects leading to the highly complex wake dynamics deep inside large
wind farms operating in the atmospheric boundary layer. The analyses of these
simulations set out to investigate the key components of the turbulent wake in-
teraction with the aim of constructing a new dynamic wake model describing the
complex inflow experienced by wind turbines operating in large wind farms. The
wake models are constructed and validated in Chapter 6. Preliminary results
have been reported in Andersen et al. [5] and [6].

The tradeoff between capturing the complex dynamics of the flow and the
need for short computational times remain a pending issue in developing dy-
namic wake models applicable to wind turbine design and wind farm optimiza-
tion. Sanderse [55] listed three criterias which any successful wake model should
fulfill:

1. Performance and Efficiency: The wake model must enable the engineer to
calculate the rotor performance and overall park efficiency, which requires
a good prediction of the time-averaged wake velocity profile.

2. Dynamic Load and Power Prediction: Reliable prediction of the dynamic
loads experienced by the turbine and the fluctuations in power production
are key for design optimization, and both are related to the turbulent
fluctuations in the wake.

3. Large Turbulent Structures: The wake model must include the prediction
of large scale turbulent structures(meandering).



The proposed wake models are derived from detailed CFD computations
using Actuator Line and LES to simulate the turbulent wake interaction deep
inside large wind farms. Therefore, the underlying assumption throughout this
analysis is that the numerical simulations model the fundamental physics cor-
rectly. Proper Orthogonal Decomposition(POD) is employed to extract and
identify the dominant turbulent structures, which will eventually form the basis
for two proposed wake models. POD is also known as or closely related to Princi-
pal Component Analysis(PCA), Karhunen-Loéve Transform(KLT), EigenValue
Decomposition(EVD), and Singular Value Decomposition(SVD). The applica-
tion of POD determines a set of optimal and orthogonal components with de-
creasing variance, which can be used for data compression, e.g. for image com-
pression. POD is considered the most efficient linear decomposition, e.g. more
efficient than a Fourier decomposition, because it determines an optimal set of
modes, which maximize the kinetic energy content. In the field of fluid dy-
namics, POD has proven very useful in examining and detecting large coherent
turbulent structures, as first proposed by Lumley [40]. Pioneering work have
been conducted by Aubry et al. [10] as well as Sirovich [60], who developed
the so-called snapshot POD. POD have traditionally been applied extensively
to experimental data, e.g. Citriniti and George [17] and Johansson and George
[30]. In recent years POD has also become increasingly popular as an analysis
tool for CFD data with the advent of powerful supercomputers, which enables
handling of the huge data sets generated by CFD, e.g. Noack et al. [50].

The two proposed wake models are comprised of a truncated reconstruction
of the turbulent flow based on POD. As such the models are low-dimensional
models or reduced order models, which is a well-known approach from other fluid
dynamic areas. Examples of low-dimensional models include the wake behind a
cylinder, see Noack et al. [50], flow around an airfoil by Stankiewicz et al. [66],
and cavity driven flow by Jorgensen et al. [31]. Such low-dimensional models are
often employed for flow control, see Noack et al. [49], because low-dimensional
models capture the dynamics and are computational efficient enough to enable
the fast adoption by actuators to anticipate highly dynamic changes in the flow.

Initial application of POD in the field of wind turbines have been done by
Spitler et al. [65], Lindberg et al. [38], Saranyasoontorn and Manuel [56] and
[58], and Troldborg [68]. Lindberg et al. and Spitler et al. applied POD to
measurements in the atmospheric boundary layer and validated the promis-
ing potential of applying POD for optimal flow representation as opposed to
Fourier decomposition. Saranyasoontorn and Manuel [56] created a compelling
low-dimensional model for the turbulent inflow for wind turbines by applying
POD on turbulence generated using a Kaimal spectral model. The model was
verified by examining the turbine response and loads, which showed very good
agreement.

The present work aims to create a wake model, which describe and capture
the highly dynamic and turbulent inflow based on detailed turbulence mod-
elling of the flow deep inside large wind farms. The wake models aspire to
capture the necessary dynamics in order to address all three criterias satisfacto-
rily within one dynamic model and be computational efficient enough to settle
the aforementioned tradeoff between the fast and simple kinematic models and
the expensive and detailed CFD computations.

Since the two proposed models are derived directly from the simulated
physics, the verification process is essentially a matter of determining the min-



imum number of fundamental components needed to reconstruct a flow, which
results in matching any given parameter, e.g. power production or load. Even-
tually, the models could be verified against actual wind farm data to validate
the simulated physics.



Chapter 2

Methodology

This chapter presents the background and theory for the general flow solver
EllipSys3D and the implemented LES model and Actuator Line(AL) method.
The approaches for introducing turbulence into the domain, modelling an at-
mospheric boundary layer as well as ensuring a constant mass flux are also pre-
sented. Furthermore, it outlines the methodology used in the following analysis,
which includes determining statistical convergence of the flow before perform-
ing a Proper Orthogonal Decomposition(POD). POD forms the basis for the
REDuced Order MOdel(REDOMO), which again will be verified by comparing
time series and equivalent loads.

2.1 Flow Solver

The numerical simulations are performed using the 3D flow solver EllipSys3D,
which has been developed as a collaboration between DTU(Michelsen [46]) and
the former Risg(Sgrensen [64]). This code solves the discretised incompressible
Navier-Stokes equations in general curvilinear coordinates using a block struc-
tured finite volume approach. EllipSys3D is formulated in primitive variables
(pressure-velocity) in a collocated grid arrangement. In the present work, the
pressure correction equation is solved using the PISO algorithm and pressure
decoupling is avoided using the Rhie/Chow interpolation technique. The con-
vective terms are discretised using a hybrid scheme combining the third order
QUICK scheme and the fourth order CDS scheme. This technique was employed
as a comprorise to limit unphysical numerical wiggles related to a pure fourth
order scheme as well as numerical diffusion due to the upwind biasing nature of
the QUICK scheme.

Large Eddy Simulation applies a low-pass filter on the Navier-Stokes equa-
tions, which results in a filtered velocity field. The scales resolved by the grid are
simulated directly by the filtered Navier-Stokes equations whereas scales below
the grid scale is modelled through a sub-grid scale(SGS) model, which provides
the turbulence closure. Therefore, the velocity(V) is decomposed into a sum
of the filtered velocity(V) containing the large scales and the small scales(v')
calculated using a sub-grid scale(SGS) model:

V=V+v (2.1)



The resemblance to Reynolds decomposition is evident, but the Reynolds de-
composition is filtered in time, whereas LES is a spatial filtering, and generally
v/ # 0. Further details of spatial filtering and SGS model are given in Section
2.1.1.
The flow field is thus approximated by solving the filtered 3D incompressible

Navier-Stokes equations for V:

oV < - 1 - 1 1 1 1

—+V.-VV = ——V}_?+V[(U+USG5)VV]+—fWT+—fturb+—fpb[+—fmf. (2.2)
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where p denotes density, p is pressure, and v is eddy viscosity. A number of
actuators or body forces(fiwr, fiurs) for and f,,¢ are explicitly applied in the
simulations to model the effect of the wind turbine, atmospheric turbulence,
atmospheric boundary layer, and to account for any loss in mass flux. The
individual body forces are described in detail in Section 2.1.2, 2.1.3, 2.1.4 and
2.1.5, respectively. The flow solver is implemented in a normalised form, i.e.
the velocity components (V = (U, V,W)) are scaled by the freestream velocity
Up. U, V, and W will be used interchangeable with -, X and Umo for the

Uy’ U_07
streamwise, lateral, and vertical velocity component.

2.1.1 Large Eddy Simulation

The two key components of LES are the spatial filtering and modelling the SGS
viscosity through a SGS model, and the current implementation is based on the
mixed scale model by Ta Phuoc et al. [67].

The SGS viscosity is determined by:

vsas(B)(x, f) = pCm|V x V(x, 1€)|ﬁ(q§)ﬂ (x, t)ZHﬁ (2.4)

where p is the density of air, V is the filtered velocity, A is the filter cut-off
length, which is set equal to (AVol)'/3, where AVol is the volume of a given
cell. x = (X,Y,Z) denotes the streamwise, lateral, and vertical direction. C,
and /3 are constants set to 0.01 and 0.5.

The kinetic energy ¢ is evaluated as:

Ex.t) = 5 (V-V) (V- V) (25)

where V — V. represents the high frequency part of the resolved velocity field
found by subtracting the velocity resolved using a second filter V, referred to

as the test filter. The test filter is twice the size of the actual filter (A = 2A),



and the discrete implementation for calculating % for the kinetic energy is:
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The mixed scale model has been chosen because of its simplicity and be-
cause it accounts for the dissipation of energy at the same time as it ensures
the interaction between the smallest resolved scales and the largest unresolved
scales. For a general overview of different models, see Sagaut [54].

2.1.2 Turbine Modelling

The influence of the wind turbine is simulated using the Actuator Line(AL)
technique. AL applies body forces distributed along rotating lines representing
the blades of the wind turbine, see Sgrensen and Shen [63] for details. AL was
implemented in EllipSys3D by Mikkelsen [47]. The body forces imposed in the
NS equations are calculated using Flex5, a full aeroelastic code for calculating
deflections and loads on wind turbines, see Qye [52]. The aerodynamic loads are
calculated using a blade element approach, which takes the dynamic influence
of the induced velocities from the wake into account. This effect on the local
inflow conditions are important to get realistic predictions of the response of
changing the pitch angle, which forms the basis for the design of the control
system for a pitch regulated wind turbine.

Figure 2.1 shows the local velocities and forces acting on a cross-sectional
airfoil segment. The local velocity triangle relative to the rotating airfoil segment
is determined from the velocity triangle, where V,.(= U) and Vjp are the velocities
in the axial and tangential directions, respectively, and the relative velocity at
the blade section is given as:

Veetl = V' V2 + (Qr + Vp)? (2.7)
The flow angle is given as ¢ = tan~* (Qr‘ﬁvg ), where 2 denotes the rotor speed.

This gives the local angle of attack as &« = ¢ —~y, with v denoting the local pitch
angle. Lift and drag forces are found from:

1
fop = (L, D) = §pvrelCB(OLeL, Cpep) (2.8)
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Figure 2.1: Velocity triangle showing velocity and force vectors used in the
Actuator Line method.

where C7,(a, Re) and Cp(a, Re) are lift and drag coefficients as function of angle
of attack(a) and Reynolds number(Re), given as tabulated data. The Reynolds
number is based on chord length and relative velocity. ey, and ep are unit vectors
parallel to lift and drag and B is the number of blades. Projection gives the
axial and tangential forces, F, and Fy. The body forces are numerically smeared
across a few cells to avoid singularities. The smearing is Gaussian distributed
by applying a convolution to the local load fop using a regularization kernel(7.)
as follows:

B=3 R 1
fwr(x) = 3 [ Bo(rn(lx—redhdr. o = omennl=(/e?] (29)
i=1

Here, r = ||x — re;||, where || || is the euclidean norm, i.e. the distance between
the grid point and the force points on the i'th actuator line denoted by the unit
vector e;.

The advantage of representing the individual blades by line-distributed loads
is that much fewer grid points are needed to model the influence of the blades,
as compared to resolving and simulating the actual geometry of the blades. The
actuator line model allows for detailed studies of the dynamics of the different
wake structures, such as the tip and root vortices, using a reasonably low number
of grid points. Furthermore, the model benefits from being applicable with
simple structured grids and therefore issues connected to grid generation do not
occur. The drawback of the method is that it relies on the quality of tabulated
airfoil data.

Airfoil data corresponding to an upscaled verion of the NM80 turbine is
used in the present work. The NMS80 turbine is proprietary to Vestas Wind
Systems A/S, so certain details of the turbine and performance are excluded,
but reference is made to the DAN-AERO MW Experiments, see Madsen et al.
[1]. The 2D airfoil data is corrected to account for 3D effects, see e.g. Hansen
et al. [26] for a generic description of how to correct for 3D effects. NM80 is a
three bladed horizontal axis wind turbine with a radius R = 40m and rated to
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2.75MW at a hub velocity of Up,y = 14m/s. This is upscaled from the original
NMB80 rated at 2.00M W . The simulations exclude the effect of the tower. Zahle
and Sgrensen [73] assessed the influence of the tower to reduce thrust and torque
by 1 — 2%, but this effect is excluded in the present simulations.

A general controller is implemented for the turbine which is a combina-
tion of a variable speed P-controller for the generator for wind speeds below
rated(Upup < 14m/s) and a Pl-pitch angle controller for higher wind speeds,
see Larsen and Hanson [36] or Hansen et al. [25] for a general description of
such a controller. The variable speed controller sets the power setpoint based
on the lowpass filtered generator speed, which basically means that the power
production is related to wind speed as P o< U2. The PI-pitch angle controller
keeps a constant power production by changing the global blade pitch. The
controller is tested using a sweep or step curve, where the inflow velocity is
incrementally increased and subsequently decreased, as given in Figure 2.2.

301
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Figure 2.2: Input sweep curve for testing controller.

The resulting pitch, generator speed, Cr, and power curves as function of
Upup for the NM80 turbine is shown in Figure 2.3, where the rated speed is
marked by vertical lines. The generator speed is increased with increasing wind
speed, and as the power increases to rated, the generator speed and power is
kept constant by changing the pitch. The Crpr-curve is plotted with a generic
expression for determing Cr given by Frandsen [19] as:

7

Cr=
Uhub

(2.10)

The generic expression is a good approximation for Up,py € [8 — 13]m/s. The
power curve is plotted with constant Cp-curve(P oc U?) for comparison, which
is also a good approximation.

The implemented controller essentially means that the rotor is not constantly
loaded, and as such it operates like a real turbine. Therefore, the aeroelastic
code and flow solver are fully coupled.
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Figure 2.3: Pitch, generator speed, Cr, and power curve for the NM80 turbine.
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2.1.3 Introducing and Modelling Atmospheric Turbulence

The atmospheric turbulence is introduced into the flow by imposing small body
force fluctions(fy,,p) into the flow. These body forces corresponds to turbulent
fluctuations generated by the so-called Mann model, see Mann [42] and [43]
for details. The Mann turbulence employs a spectral tensor derived from a lin-
earization of the incompressible Navier-Stokes equations. It generates a 3D field
of all three velocity components following Taylor’s frozen turbulence hypothesis,
i.e. linking time and space. The second order statistics (variance, cross-spectra
etc.) are matched to those occuring in a neutral atmosphere and the generated
turbulence is homogenous, anisotrophic and stationary.

The body forces are introduced into the flow (see Equation 2.2) in a plane
upstream the turbines. This approach is usually used to decrease the total num-
ber of mesh points, because a coarser grid can be used upstream the turbulence
plane as opposed to the alternative of imposing the turbulent fluctuations at
the inlet boundary, which then requires a finely resolved mesh to transfer the
turbulent structures correctly downstream. All meshes for the present simula-
tions have equidistantly distributed grid points in the streamwise direction, so
it is not a major concern. For a validation of the method, reference is made to
Gilling et al. [23]. The magnitude of the body forces are calculated as:

friue = hu+ ped—u (2.11)
dt

where 1 is the mass flux and € is a parameter, which controls the concentration
of the body forces or smearing. Similar to the body forces for the turbine blades,
the body forces for the atmospheric turbulence is smeared in the domain to
avoid singularities. However, the body forces for the atmospheric turbulence is
smeared perpendicular to plane using a 1D Gaussian convolution(as opposed to
3D in the AL method):

€

fturb(I) = ffluc & Me 7’]5($) = %6331) [— (fE _ Id) ] (212)

Here x — x4 is the normalised distance between the point in question and the
turbulence plane. Usually, the articifial Mann turbulence is generated on a
coarser mesh than the mesh used for the CFD computations. Therefore, the
body forces are interpolated both spatially and temporally before being applied
in the domain.

One simulation is performed by adding atmospheric turbulence at high alti-
tudes. This special case is modelled to mimic the case of a fully developed wind
farm, and to investigate whether large scale turbulent structures from the at-
mospheric boundary layer can penetrate the boundary layer formed by the wind
turbines. A more or less arbitrary vertical distribution function({(z)) is applied
to ease the transition between the applied turbulence in the atmospheric bound-
ary layer and the boundary layer formed over the wind turbines. The vertical

distribution is taken as:
1 1
((z) = 3 (1 + tanh (1—02)) (2.13)

The applied profile is shown in Figure 2.4. It should be emphasized that it is a
scaling factor applied to a given turbulence intensity, e.g. 10%, and as such the
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plotted scale is grossly exaggerated. The profile effectively alters the turbulent
statics, but the investigation of adding turbulence at high altitudes is more a
qualitative investigation of the overall mixing processes and the ability for high
altitude turbulence to penetrate into the wind farm and the detailed statistics
of the applied turbulence is of less importance.

Uo
Figure 2.4: Vertical shape factor applied to the high altitude turbulence and
the prescribed boundary layer.

2.1.4 Prescribed Boundary Layer

The atmospheric boundary layer is usually modelled in one of two ways.

The flow can be modelled as it develops freely into an atmospheric boundary
layer due to various effects, e.g. roughness through a non-slip boundary condi-
tion and heat transfer, which in turn gives rise to various boundary layers, i.e.
unstable(ground hotter than the air), neutral or stable(ground colder than the
air). The freely developing boundary layer is often solved using LES models, see
for instance Lu and Porté-Agel [39]. This approach usually demands a precur-
sor simulation, where the flow converge towards a given boundary layer profile.
Alternatively, a very large domain can be utilized. A domain large enough for
the flow to converge before the region of interest, e.g. in the present case wind
turbines.
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An alternative method is a more engineering approach of modelling the at-
mospheric boundary layer by applying internal body forces as described by
Mikkelsen et al. [48]. This approach is based on a simple 1D momentum fit
and is employed in the present simulations. The advantage of this approach is a
much shorter precursor simulation is needed, which determines the body forces
necessary to maintain any desired arbitrary boundary layer profile, henceforth
also denoted prescribed boundary layer(PBL). It is important to emphasize that
the determined body forces are maintained constant throughout the simulations,
hence acting similar to a constant pressure gradient. Details of the method have
been investigated by Troldborg et al. [70], who also examined the effective mag-
nitude of the imposed body forces. The imposed body forces were shown to be
inversely proportional to the Reynolds number and hence the impact of the body
forces on the wake development was deemed insignificant by Troldborg et al.
A slip boundary condition is imposed at the ground, since a non-slip condition
would counter-act the prescribed boundary layer. The present implementation
stipulates the prescribed boundary layer as a combination of a parabolic and a
power law profile. The combined profile is governed by:

. Up - (caz? + c12) z < ApBL
= aPBL
pbi(2) UO'(H;b) 2> Appy

where Appy determines the height, where the profile shift from the parabolic
to power law profile. Hpyyp is the hub height, ¢1, co, and appy are shape
parameters. ¢; and cy are calculated to ensure a smooth transition between the
parabolic and the power law expression using the following expressions:

U A (appr—1)
e = HZ l; (2—appL)- ( [;;BbL> (2.14)

Unup 1 Appp\ @77
- . . —1). ( ==& 2.15
“ Hpuwp  Anup (appr —1) ( Hyup > (2.15)

The prescribed boundary layer is scaled to have a velocity of unity at hub height,
Unup. The boundary layer is also considered neutral as no thermal effects are
included in the simulations. The prescribed boundary layer is included in the
simulations presented in Section 5 and the boundary layer is shown in Figure
2.4.

2.1.5 Ensuring Constant Mass Flux

The majority of the simulations employ cyclic boundary conditions and very
long run times, which would usually lead to a decrease in mass flux as the
turbine extracts energy from the flow. Therefore, the mass flux is continously
corrected to account for the energy extracted by the turbines by applying small
body forces (f,,f) distributed evenly throughout the domain. These body forces
essentially also corresponds to a pressure gradient, although varying in time
as opposed to the body forces governing the prescribed boundary layer. The
correction is only applied in conjuction with cyclic boundary conditions and is
calculated using a Proportional-Integral-Derivative(PID) controller to correct
for the error or loss of mass flux. The error or deviation (¢;) for a given time
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step j is defined as the difference between the initial mass flux (¢9) and the
mass flux at time j(¢;):

& =¢o— ¢ = /SpuodS — /s pu;dS (2.16)

where S is the surface of the domain. The PID controller integrates over the
previous 20 time steps, so the correcting body force at time j is given as
t=j dé;
fmfﬁj = Kpfj + K; f(t)dt—FKd—J (2.17)
t=j—19 dt
The coefficients K, K;, and Kq of the PID controller has been set to 2, 1,
and 1 respectively. This ensures that the mass flux is kept constant during the
simulation time.

2.2 Analysis Methodology

The majority of the analyses focus on examining data extracted in vertical slices,
often immediately (1R) in front of the first turbine, i.e. the incoming flow as
seen by the turbine. The mean velocities, root mean square(RMS) values of the
turbulent fluctuations, Reynolds stresses, and the Turbulent Kinetic Energy
production terms are collectively denominated the turbulent quantities in the
following. Slices of data are extracted approximately every 0.1s.

Standard definitions (see Pope [53]) are used to calculate Reynolds stresses,
Turbulent Kinetic Energy (TKE), and TKE production although density, p, and
viscosity, v are excluded. The Reynolds stresses are calculated as:

(2.18)

where u) = U; — U is the fluctuating part and U denotes the time average of the
streamwise velocity(U) for ¢ = 1. Similarly for the lateral velocity (V) for i = 2
and vertical velocity(W) for i = 3. TKE is half the trace of the Reynolds stress
tensor:

1
TKE = §u;u; (2.19)
The production of TKE is calculated as:
—— U
i 2.20

As previously mentioned, all velocities have been normalised by Uy. Therefore,
the turbulent quantities are dimensionless. The turbulent quantities form the
basis for determining when the turbulent flow has converged towards a random
stationary process, defined as a window and period where the spatial RMS
values of these turbulent quantities do not change (significantly) over time.
This analysis is performed in Section 4.5.

The two point cross-correlations are calculated to investigate the coherent
structures in the flow. The two point cross-correlation over time of two time
series u1(t) and ua(t) are calculated as:

R(r) = > [(ua () =) (uz(ti — 7) — )]
\/Efv( 1(t:) — ﬂl)Q\/ZZN(uQ(ti —7) = Ty)?

(2.21)
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where 7 is the range of possible delays within the time series(t € [0;77]) for
i=1,2,...,N. The two point cross-correlation can also be calculated spatially
by substituting time with radial position(r):

Rl = — S l(alr) = (), ) (wari — R) — {uz)r)
VSN () — a2y /S (s — (R)) — ()2

where (), is the radial average and R is the radial distance. The integral length
scale is define by:

(2.22)

Tg = / ! R(r)dR (2.23)
0

which yields a length scale for the coherent structures.

2.3 Proper Orthogonal Decomposition

POD is a statistical method yielding an optimal linear subspace, optimal in
terms of the variance of the energy content, i.e. it ensures that the sorted
modes contain the most energetic states. As such, POD requires fewer modes
than a Fourier or other transformations to reconstruct a turbulent field, Spitler
et al. [65]. POD was first introduced as an analysis tool for turbulence studies
by Lumley [40], and POD has since proved a valuable method for examining
coherent structures in turbulent flows. The starting point for the decomposition
is a hermetian symmetric two-point velocity correlation tensor based on the
fluctuations:

Ry j(x, %' t,1') = ui(x, 1), uf (x, ') (2.24)
where u} is the complex conjugate. Subsequently, the integral eigenvalue equa-
tion of Fredholm type is solved:

/Rm(x, x', t,t)g;(x',t') = \g;(x', ) (2.25)
The solution yields an optimal subspace given as a set of real eigenvalues A:
M >A>N3> .2 Ay (2.26)

and orthogonal eigenfunctions containing the temporal variations for the indi-
vidual modes. For additional details, see the seminal work by Sirovich [60],
Aubry et al. [10], one of the examples mentioned in the Introduction or the
general overview given by Berkooz et al. [14].

A brief overview of the practical implementation of POD is given in the
following, adapted from Jgrgensen et al. [31]. The three velocity components
are extracted as vertical planes perpendicular to the main flow direction and
POD is applied to all three velocity components, as opposed to Saranyasoontorn
and Manuel [56], who only applied POD to the streamwise direction. POD is
only applied in the equidistant grid region, as there should otherwise be added a
spatial weighting matrix. The normalised velocity components (u = (U, V, W))
of each of the IV extracted slices are organised in vectors u;, which constitute a
matrix defined as:

U=[u].. . uy] (2.27)
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It is common to subtract the mean value ug, because it essentially reduces the

number of dimensions by one. Therefore, ug is defined as:

N
1
ufi:uj—NZui:uj—uo (2.28)
i—1

The N x N auto-covariance matrix is then given as:
R=UTU (2.29)
Defining an eigenvalue matrix with Ay > Ao > ... Ay_1 > O:

A1 0
A= )
0 AN—1

and matrix of orthonormal eigenvectors:
G = [gl . -gN—l] (2.30)

yields an eigenvalue problem of the form (equivalent to Equation 2.25 on integral
form):

RG = GA (2.31)
The basis vectors or POD modes can be written as:
Ueg:
. (2.32)
[Ug]|

These are spatial modes, which contain information on the coherent structures.
POD can be considered an energy filter, which reveal the large spatial turbulent
structures. It is important to note that some of these individual structures or
POD modes might not be physical structures in the sense that they are visible or
measurable to an observer, but merely a result of the mathematical operations
lumping the energy content into an optimal set of modes.

The original vectors ug containing the velocity components of slice j can be

reconstructed from:
N-1

uj = (bkakj (233)
1

>
Il

where ay; are the elements of A = ®TU. A contains the temporal eigen-
functions, which determines the development of the spatial POD modes, as
described by Aubry [9], who referred to it as the biorthogonal decomposition,
when examining the temporal eigenfunctions.

Since the eigenvalues or POD modes are sorted in terms of variance(equivalent
to turbulent kinetic energy), it is possible to approximate the flowfield by trun-
cating the reconstruction by only including the first K POD modes:

u; ~ 1/1\‘] =ug + Z (bkakj (234)
where U is the POD truncated reconstruction of u.
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2.4 Reduced Order Model

Effectively, POD lumps energy together in spatial modes. An additional trunca-
tion of the temporal eigenfunctions attempts to lump the energy from the corre-
sponding spectrums onto a few key frequencies. Truncating both the spatial and
temporal modes enables an additional reduction in the reconstruction of the flow
through a Reduced Order Model (). A contains the temporal development of
the POD modes, and since the flow has approached a random stationary process
the eigenfunctions are composed of Fourier modes. The dominant frequencies
of the temporal eigenfunctions can be identified through spectral analysis and
choosing an optimal combination of these dominant frequencies( fi ) makes it
possible to reconstruct the flow field:

K
WA WA =10+ B ) Gk (2.35)
k=1

K M
=0+ Y ok Y (B cos2mfimt;) — By sin(2m frmt;)  (2.36)
k=1

m=1

Here, k£ denote the POD mode and m denote the dominant frequency number
for a given POD mode. The coefficients [, ,, are determined by optimising the
reconstruction by solving a least square problem ||b — Ax||? to obtain z. In the
present implementation, b is the full flow solution(u;), A = Zszl ¢rak;, and
B12) are the solutions to the least squares problem, i.e. minimizing ||U — U|[2.
The enormous size of the least squares problem requires an iterative method
and the LSMR algorithm by Fong and Saunders [18] is utilized. The LSMR
method! is based on a Golub-Kahan bidiagonalization of the matrix A, which
is theoretically spares. The LSMR was tested on smaller problems with full
matrices and gave identical results to solving the least squares problem with a
Single Value Decomposition and is hence employed for the larger least squares
problem.

2.5 Verification of Wake Models

The full flow simulated using EllipSys3D is assumed to resemble the true flow,
which occurs in large wind farms. The proposed wake models are based on a
number of key spatial and temporal modes derived from this flow. The recon-
struction in terms of energy variance is naturally a direct measure of how good
the reconstruction of the flow is. However, the wake models are only the mean
to achieve the overall aim of eventually constructing a more dynamical and
physical correct wake model for optimizing turbine performance, design, and
wind farm layout. Therefore, the true measure of the quality of any wake model
is to investigate the turbine performance and response compared to the actual
inflow obtained either by measurements or CFD. As for the CFD computations,
the turbine is modelled using the aeroelastic code Flexb (@Qye [52]). An aeroe-
lastic computation yields a whole range of structural loads and performance
parameters. The verification will focus on the velocity at hub height, power

'LSMR: http://wuw.stanford.edu/group/SOL/software/lsmr.html
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production, flap- and edgewise moments, and yaw and tilt moments. These
principal parameters will be compared for four different inflow cases:

1. Full Inflow: The full inflow extracted 1R upstream the wind turbine from
the CFD simulations, which forms the basis for the POD and REDOMO
reconstruction.

2. POD: Energy truncation of the full inflow, reconstructed using Equation
2.34.

3. REDOMO: Energy and temporal truncation of the full inflow, recon-
structed using Equation 2.35.

4. Mann Turbulence: Stochastically generated turbulence using Manns
turbulence, see Section 2.1.3.

The resulting response of the different inflows will be compared directly through
time series, spectral and higher order statistical analyses, and in terms of equiv-
alent loads in Section 6.

2.5.1 Equivalent Loads

Equivalent loads is the standard method for assessing wind turbine loads, and
the method is outlined in “Recommended Practices for Wind Turbine Testing
and Evaluation: 3. Fatigue Loads”, IEA [41]. The equivalent loads method is
based on the so-called rainflow counting, which is one of several cycle counting
methods, which essentially reduce a dynamic loading or response signal to a
histogram of full and half cycles within different load ranges. The equivalent
load is derived from the histogram to give a single load value equivalent of a
load situation of N, cycles with constant amplitude. Thereby, enabling the
direct comparison of the severity of different load cases. The equivalent load is

determine by:
1

N m
Ngr, - RE]"

Leq = (; Ne—q > (237)
where Ngr; is the number of cycles with amplitude RF; in the i'" loading range,
and Ng4 is the equivalent number of cycles. IV is the total number of cycles and
m is a material parameter. The MATLAB implementation by Adam Nieslony?

has been utilized, which is in accordance with the “Standard practices for cycle
counting in fatigue analysis” [§].

2.6 Summary

The general flow solver EllipSys3D has been presented along with a brief overview
of the implemented LES model and general description of the Actuator Line
technique. The background for generating and adding atmospheric turbulence,
modelling an atmospheric boundary layer, and ensuring constant mass flux have
also been described. The analysis methodology is outlined with particular focus

2Rainflow Counting Algorithm: http://wuw.mathworks.se/matlabcentral/
fileexchange/3026-rainflow-counting-algorithm
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on POD and the approach for constructing a reduced order model. The theo-
retical background outlined in the preceding will be referenced throughout this
dissertation as more complexity is included in the simulations and analyses.
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Chapter 3

Single Far Wake

This chapter presents results investigating the far wake behind a single turbine.
Two different cases are presented with different tip-speed ratios, which essen-
tially governs the downstream wake development. The differences are examined
as a fundamental background study before the subsequent analyses of the wake
interaction within an infinitely long row of wind turbines and an infinitely large
wind farm. As such this chapter serves as a brief introduction to the main
analyses in the following chapters.

The flow characteristics and mean quantities are examined as function of
distance behind the turbine. The large scale motions of the wake are investigated
through a centre of mass approach and finally, POD is applied to the flow to
build the understanding of the core methodology applied in the present work.

3.1 Setup

Domain

Two idealised simulations with uniform inflow have been run on the same grid.
The grid is Cartesian and consists of 216 blocks of 403 mesh points, a total of
13.8 - 10% mesh points. The domain size is 48R x 20R x 20R in X,Y, Z, respec-
tively, where X is the streamwise, Y the lateral and Z the vertical direction.
The size of the domain is chosen to avoid numerical blockage by adhering to a
blockage ratio of 0.8% which is less than 3% as recommended by Baetke et al.
[11]. The rotor is positioned at (X,Y,Z) = (8,0,0), which makes it possible
to study the wake development up to 40R downstream. The grid is equidis-
tant for £3R around the wind turbine and stretched towards the boundaries
to optimise the resolution in the vicinity of the turbine. Figure 3.1 shows the
cross-sectional grid distribution, where the rotor and the equidistant region are
marked by thick lines.

The blade resolution is j.,; = 16, which corresponds to a discretization of
2.5m. This is a rather coarse mesh when applying actuator line. The grid resolu-
tion will be discussed in further details in Section 4.2 with reference to Troldborg
[68], who concluded that a coarse grid only gives rise to minor differences in the
far wake, which is the primary focus of the present study. Furthermore, the
current simulations demand very long run times and a coarser grid must be
employed due to limitations in available computational ressources.
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Figure 3.1: Example of cross-sectional mesh for the idealised wake simulations.
The equidistant region and the rotor coverage are marked by thicker lines.
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Boundary Conditions

A Dirichlet boundary condition of constant and uniform velocity (Up) is en-
forced on the inlet boundary with no lateral or vertical velocity components,
ie. Vo = Wy = 0. Cyclic boundary conditions (sometimes referred to as pe-
riodic) link the lateral boundaries and the vertical boundaries. Therefore, the
wake could potentially interact with wakes originating from virtual turbines
on all sides. However, the large cross-sectional area of the domain(due to the
blockage criteria) effectively prevents this. A convective boundary condition is
applied to the outlet boundary.

Inflow Conditions and Turbine Performance

Two different simulations are run to investigate the influence of different tip-
speed ratios. Different tip-speed ratios give rise to different thrust coefficients(Cr)
which essentially govern the wake development. C7p is found as:

T
Cr=———
2pUoAR
where T is the thrust on the turbine and Apg is the rotor area. The two tip-
speed ratios given by Arg = % are set to 11.42 and 7.78 with a constant

w = 1.8055s71. The turbine is forced to operate at different tip-speed ratios,
since the high tip-speed ratio is outside the usual operational regime for the
NMS8O0 turbine. This means that the controller described in Section 2.1.2 is
not applied for these simulations, although the turbine is essentially operating
according to the controller for tip-speed ratio of 7.78. Since the rotational
speed is forced, the turbine is considered stiff and constantly loaded, i.e. the
simulations presented in this chapter do not include full aeroelastic coupling
with the Navier-Stokes solver. The tip-speed ratios give rise to Cp-values of
CT>>\TS:11~42 =0.86 and CT7)\TS:7~78 = 0.75, respectively.

Both simulations include the application of Mann turbulence with 0.1% tur-
bulence intensity for all three velocity components. The turbulence is applied
in a vertical plane of £3R at 4R upstream the rotor. The small amount of
turbulence is essentially applied to ensure that the computations are triggered
into the turbulent regime.

The simulations have been run for a total time of 2, 369s for Ctr = 0.86 and
4,850s for Cp = 0.75.

3.2 Wake and Flow Characteristics

Figure 3.2 shows instanteneous vorticity at hub height for the two simulations,
where the rotor is marked by a full line. The resolution is not large enough
to resolve the individual tip vortices in the near wake, so the tip vorticity is
smeared into a continuous vorticity sheet. The effects of the higher A\ and Cp
are visible in two distinct ways. First, the higher Cr stems from a higher force
acting on the blades, see Figure 3.3. The larger radial force(Fx) distribution
yields a larger axial interference factor(a), which locally exceeds the Betz’ op-
timum of @ = . Second, the higher loading and thrust yields a lower wake

3
velocity, i.e. a higher relative difference between the internal wake velocity and
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the external freestream. The resulting shear layer is hence stronger, which in-
stigates the wake to break down quicker. For Arg = 11.42 the vorticity sheet
changes to a Kelvin-Helmholtz instability before the wake break down around
9R downstream, while the Kelvin-Helmholtz instability and wake breakdown
occurs around 15R downstream for Apg = 7.78. Troldborg [68] reported similar
results. It is important to note, that Troldborg used the Tjeereborg turbine as
opposed to the present simulations with the NM80 turbine. The blade of the
Tjeereborg turbine ends very abruptly, while the NM80 has a smooth transi-
tion to the tip. The Tjeereborg turbine therefore yields more pronounced tip
vortices.

Troldborg [68] investigated the wake development up to 19.8 R downstream,
while the present simulations extend the downstream wake region to 40R. The
extended wake region reveal how the far wake eventually resembles a von Kar-
man vortex street, particularly for Apg = 11.42. The large scale motions are
investigated in details in Section 3.4.

(a,) >\TS = 11.42 and CT = 0.86

(b) Ars = 7.78 and Cp = 0.75

Figure 3.2: Horizontal slice through hub height showing instanteneous vorticity
plots for the wake behind a single turbine. Bright areas indicate high vorticity.
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Figure 3.3: Radial distribution of the axial force and interference factor for two
different tip-speed ratios. Note, the Y-scale for the force distribution is excluded
for proprietary reasons. Legend: —— : Apg = 11.42 and C'r = 0.86.

——: Apg =7.78 and Cp = 0.75.- - - : Betz’ optimum a = %

3.3 Spatial Development

The three velocity components are extracted in the far wake from 8R to 38R
downstream the turbine for every 2R. The statistical convergence of the mean
and turbulent quantities are examined in the last plane extracted at 38 R down-
stream to ensure that all the flow statistics have converged. The details of such
a convergence analysis is not shown here, but instead elaborated in Section 4.5.
The following analysis is conducted using a temporal window covering the last
1,500s = 25mins of the simulations.

Figure 3.4 depicts the azimuthally averaged (()y) axial velocity profiles and
the development downstream for both simulations from 8 R to 20R downstream.
The initial wake deficit is approximately 0.7 at 8 R downstream, and the high
Cr leads to a slightly higher wake deficit(1 — U%) The influence of the two
tip vortices on the mean velocity profile have disappeared 12R downstream for
Ars = 11.42; while the tip vortices are distinguishable up to 16 R downstream
for Apg = 7.78. Beyond this, the wake is smeared and approach a Gaussian
shaped bell curve, where the wake deficit of the normally loaded rotor eventually
supersedes that of the highly loaded rotor, i.e. the wake behind the highly loaded
turbine recovers faster.

Figure 3.5 shows the azimuthally averaged profiles of the RMS values of the
axial velocity fluctuations and the downstream development for both simulations
from 8RR to 20R downstream. The turbulence level is clearly much higher behind
the highly loaded rotor, initially more than two times higher, which assists in the
faster wake recovery further downstream. The wake behind the normally loaded
rotor initially includes very little turbulence, before it reaches comparable levels
around 18 R downstream. The remnants of the tip vortices are discernible up to
14 R for the highly loaded case and beyond 20R for A\pg = 7.78. The latter case
also reveals distinct regions of elevated turbulence levels around the root.

Despite the initial differences in the wake, the results also show that the
streamwise velocity and fluctuations eventually resemble each other further
downstream as the wake becomes more turbulent.
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3.4 Large Scale Motions

Figure 3.2 shows how the wake eventually resembles a von Karman vortex street,

where vortex shedding occurs with a very distinct pattern and a corresponding
Strouhal frequency, St = {]—ﬁ). These large scale motions are investigated by

identifying a wake centre(Ye, Z¢) using a centre of mass analogy on the wake
deficit (1 — U%) The wake centre is found in an iterative manner, where the
coordinate is updated as Yo = Yo + Ay untill Ay < 1073R and similarly for
Zo. Ay and Az are the incremental changes in the iteration determined by:

Sy —Yo)d - g5)mdA = Z0)(1 - Eyrmaa
Ja—gyraa T T Ju-Zyrda (3-1)

0

Ay =

where dA is the cross sectional area and m = 3. Different values of m were
tested, and m = 3 appeared to give more consistent results. Figure 3.6 illustrates
the instanteneous wake deficit and the computed wake centre. The wake centre
is not a clearly defined point in the turbulent wake, but the centre of mass yields
a simple estimate and it is assumed that the wake centre follows and captures
the large scale motions of the wake. Large scale motions of the wake behind
wind turbines are often referred to as wake meandering, see Larsen et al. [34],
who related meandering to the large turbulent scales in the atmosphere.

5 0.4
4
3
£40.3
2
1
Z 0 +10.2
-1
-2
0.1
-3
-4
25 -4 3 00
Y
Figure 3.6: Instanteneous wake deficit 38 R behind a highly loaded rotor.
Legend: —— : Rotor extend. X : Wake centre.

The wake centre coordinates extracted 38 R downstream of the rotors are
depicted in Figure 3.7, which shows how the wake centre moves substantial
distances from the rotor centre with a maximum of 1.6 R for both cases. The
wake centre for Apg = 7.78 clearly moves much more rapidly over time.
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Figure 3.7: Wake centre coordinates, (Yo, Z¢), extracted 38R downstream the
rotor. Legend: — : Yo : Zo
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The RMS and maximum values for the wake centre coordinates as function
of downstream distance are given in Figure 3.8. The RMS values of the large
scale motions increase with downstream distance for both simulations before
stabilising around 0.5R. Furthermore, the large scale motions are initiated be-
fore the wake breakdown and the graphs suggest that the breakdown occurs
once the RMS value reach approximately 0.15R for both simulations. The lat-
eral motions(Y¢) are larger than the vertical(Z¢), although there should be no
predominant directions in the simulations in the absence of gravity and sheer.
However, a minor bug was detected in the implementation of the Mann Turbu-
lence described in Section 2.1.3, which gave rise to a minor increase in the lateral
turbulence for these simulations. However, the overall influence of this discrep-
ancy was not deemed significant enough to recompute the full simulations. The
applied turbulence intensity predominantly serves to trigger the wake instability,
and therefore the results are still presented. Troldborg [68] assessed meandering
14R downstream using a similar approach and reported a standard deviations
of only (Yo, Z¢) = 0.07 — 0.08R for Aps = 11.78, which is significantly lower
than the standard deviation of 0.30—0.35 for the present case with A\pg = 11.42.
The difference is mainly attributed to the difference in grid configuration and
the imposed turbulence, which triggers the wake break down.

It is also obvious from Figure 3.7 that the wake centre motion is domi-
nated by certain frequencies, and the frequency of the wake centre motion is
noticably higher for the normally loaded rotor wake. Figure 3.9 shows the nor-
malised Power Spectral Density (PSD) as function of distance and Strouhal num-
ber St = %. Several dominant Strouhal numbers are visible. For Apg = 11.42,
the dominant frequency is Sty;s=11.42,p1 = 0.33 for the lateral motion and
Stars=11.42,p1 = 0.27 for the vertical. For Arg = 7.78, Sty s=7.78,p1 = 0.35
for the lateral and Sty,4=7.78.p1 = 0.46 for the vertical motion of the wake
centre. The subsequent dominant frequencies are Sty,4—11.42,p2 = 0.35 and
StATS:11.42,P3 = 0.17 for Yc, and StkT5:11.42,P2 = 0.33 for Zc. The PSD for
Ars = 7.78 yields multiple peak frequencies spanning St € [0.12 — 0.48], which
prevents a clear interpretation. The vortex shedding behind a cylinder gives rise
to a Strouhal shedding frequency of 0.2, which is not predominant in any of the
spectrums, although St = 0.17 is present in the spectrums of the lateral motion
for Apg = 11.42. Medici and Alfredsson [45] referenced personal communication
with G. Schepers and reported a Strouhal number of approximately 0.3 as the
dominant low-frequency peak in velocity spectrums measured at Alsvik wind
farm for wind speeds up to 9m/s. Medici and Alfredsson [45] also measured a
Strouhal number of 0.12 behind a model turbine for Arg > 4.5. Several of the
peak frequencies appear rather high, particular for Apg = 7.78. It could be at-
tributed to the determined wake centre being a poor representative of the large
scales. However, it is noteworthy that the dominant frequencies are preserved
throughout the wake, as the amplitude naturally increases in accordance with
the increase in the large scale motions seen in Figure 3.8. Medici and Alfredsson
directly related low-frequency motions to the so-called meandering. Meander-
ing or large scale motions behind wind turbines have been assumed to originate
directly from the atmospheric turbulence by Larsen et al. [33], [34], which is one
of the fundamental hypothesis behind the Dynamic Wake Meandering(DWM)
model. However, the atmospheric turbulence is practically absent in both the
experiments by Medici and Alfredsson and these simulations. The present re-
sults reveal several dominant frequencies, indicating that the wake behind an
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Figure 3.8: RMS and maximum values of the wake centre coordinates, (Y¢, Z¢).
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operating wind turbine is more complex than the wake behind a cylinder, which
gives one dominant Strouhal number. The results also suggest that PSD of the
wake centre movements might not give a suitable representation of the large
scale structures in terms of vortex shedding, which would disenable a frequency
comparison between the wake centre PSD and PSD of the velocity. The wake
centre and the corresponding frequencies are investigated in further details in
Section 4.7.

The large turbulent structures are also captured by applying Proper Orthog-
onal Decomposition to slices of the three velocity components extracted from
the CFD simulations.
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Figure 3.9: Power spectral density for wake centre coordinates as function of
distance and Strouhal frequency. Y¢ is given in blue, Z¢ is given in red.

3.5 Proper Orthogonal Decomposition

The theoretical background for applying the Proper Orthogonal Decomposi-
tion(POD) is given in Section 2.3. POD is applied to the velocity components
extracted in vertical slices for every 2R behind the turbine for the period of
1,500s.
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POD convergence

The convergence of the POD coefficients is investigated 38 R behind the turbine
by including various numbers of slices within the 1,500s, i.e. examining how
many of the total 14,911 slices are needed. Figure 3.10 shows the convergence
for the first 100 POD modes for the simulation with Arg = 7.78 and Cr =
0.75. Clearly, the POD coefficients quickly converge and there is no discernible
difference for f < 10, which corresponds to At =~ 1.0s and N > 1,492. The
convergence of the POD coefficients shows that no(or very little) additional
information is gained in terms of the large structures by including more slices.
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PODMode

Figure 3.10: Convergence of POD coefficients for various number of slices at
38R behind the turbine for Ayg = 7.78. Legend: ——: Ny—500 = 30, At ~ 50s.
. Nf:100 = 150, At =~ 10s. . Nf:50 = 299, At ~ 5s. . Nf:20 = 476,
At ~ 2s. : Ny—i0 = 1,492, At = 1s. : Ny—s = 2,983, At =~ 0.5s.

: Nj—g = 7,456, At ~ 0.2s.

. Nj—y = 14,911, At ~ 0.1s.

Figure 3.11 gives the cumulative coefficients at 38 R behind the turbine for
both simulations. The cumulative coeflicients show the total amount of turbu-
lent kinetic energy captured by a given number of POD modes, meaning that the
first 10 POD modes contain 37% and 38% of the turbulent kinetic energy and
the first 100 POD modes contain 71% and 73% for A\ps = 7.78 and Arg = 11.42,
respectively. The larger energy content of the first POD modes is an indication
that there are larger coherent structures in the wake behind a turbine. How-
ever, the energy contained by each of the higher modes quickly decrease, which
shows that the turbulent kinetic energy is spread over a large range of scales
despite the presence of larger scales. These spatial structures are examined in
the following.
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Figure 3.11: Cumulative POD coefficients for 38 R behind the turbine.
Legend: ——: Apg = 11.42 and Cp = 0.86. ——: Apg = 7.78 and Cp = 0.75.

Spatial POD modes

The corresponding first ten spatial POD modes for the two simulations are
plotted in Figures 3.12 and 3.13. The red and blue areas show the large coherent
structures as positive and negative regions. It is important to keep in mind how
the blue and red regions maintain their pattern, but pulsate between positive
and negative according to the corresponding temporal eigenfunction. These ten
POD modes account for 37% and 38% of the total turbulent kinetic energy for
Ars = 11.42 and A\pg = 7.78, respectively. The first POD mode shows clear
dipole structure for both simulations and this structure is clearly associated with
the lateral movement of the wake, particular for Arg = 11.42. The first POD
mode is paired to the third and second POD mode for A\rg = 11.42 and Apg =
7.78, respectively, which show a similar, but orthogonal, dipole structure. The
pairing between the first and the third POD mode for Apg = 11.42, as opposed
to the first and second, is a result of the vertical movements being less dominant
for this case, as previously seen in Figure 3.8. Therefore, the energy content of
the second POD modes exceeds the third governing the vertical movement. The
inplane circulation also has two distinct circulation cells. The next pair of POD
modes portrait distinct quadrupole distributions in both the streamwise velocity
mode and the inplane circulation with four clear circulation cells. Hexapole
structures are found in POD modes eight and nine for Ars = 11.42 and POD
mode eight for A\rg = 7.78. The fifth and sixth POD modes yield a central
region, which fluctuates back and forth in time.

Figure 3.14 gives the spatial evolution of a few descriptive POD modes.
Only the streamwise component is shown for clarity. The first POD mode
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Figure 3.12: Spatial POD modes for 38R behind the turbine. Right column
shows POD modes for A\pg = 11.42 and Cr = 0.86. Left column shows POD
modes for A\rg = 7.78 and Cp = 0.75.
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Figure 3.13: Spatial POD modes for 38R behind the turbine. Right column
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maintains two dominant regions throughout the domain, althought it changes
from very distinct around the tips to less distinct regions of bigger extend, a
natural progression due to the turbulent mixing occuring with distance. The
remnants of the tip vorticies are hence clearly captured by the first mode for
the early and intermediate distances. The third POD mode initially yields
four distinct regions along the rotor radius, which turns into a single dominant
annular region before returning to four distinct regions. These changes does not
necessarily infer that the actual POD mode changes shape or spatial distribution
as the plot progresses downstream through the wake. It is more likely due to a
redistribution of the turbulent kinetic energy between the different large scale
structures, e.g. dipolar, quadrupole patterns. The redistribution of energy was
reported by Johansson and George [30] for POD modes of the axisymmetric
wake behind a disk. This is also evident for the sixth POD mode, which initially
portraits an annular ring which eventually changes into a clear central region.
The eighth POD mode initially contains a very dynamic description of the root
vorticies as it captures five positive and five negative regions between 6 R and
16 R behind the turbine, before it turns to a hexapole pattern in the very far
wake.

Some of the spatial POD modes can be directly related to the large scale
physics, e.g. the dipole structures govern the larger wake motions also described
by the wake centre movements. Therefore, POD modes yield insight into the
dynamics of the turbulence flow, but it also enable an optimal reconstruction of
the flow, optimal in terms of energy variance. These features of POD are the
backbone of the present work.

3.6 Summary

The wake behind a single turbine was studied as a brief introduction to the core
subject of wakes and wake interaction in wind farms. Two different cases were
presented with different tip-speed ratios, which highlighted the effect of tip-
speed and the thrust coefficient on the wake development. Key features of the
flow characteristics have been described and the change in the basic statistics
examined far into the wake. Despite differences in the near and intermediate
wake, the results also showed how the differences diminish in the far wake as
the wake breaks down. The simulations showed how large turbulent structures
are inherent to the turbulent wake behind a turbine and not only an artifact
of atmospheric turbulence. POD was applied and the initial insights into the
methodology and the analysis of the spatial POD modes were presented as it
paves the way for the proposed wake models derived in Chapter 6.
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Chapter 4

Infinitely Long Row of Wind
Turbines

This chapter investigates the wake interaction deep inside an idealised case of an
infinitely long row of wind turbines. The simulations are considered idealised,
because the initial inflow is uniform, i.e. excluding any shear and ground effects,
and cyclic boundary conditions are applied in the streamwise direction to sim-
ulate an infinitely long row of turbines. This enables the study of the inherent
turbulence. This inherent turbulence is sometimes referred to as mechanical
turbulence, stemming directly from the presence of the turbine, as opposed to
atmospheric turbulence. The investigation includes a minor grid study, but fo-
cus is on the infinitely long row of turbines. Three cases with spacings 12R,
16 R, and 20R are examined. The chapter explores the turbine performance and
the statistical convergence of the turbulent quantities. The converged results
are compared with analytical models. The large scales are investigated in detail
and the hypotheses behind the Dynamic Wake Meandering model tested. The
potential effects of applying cyclic boundary conditions are examined through
spectral and cross-correlation analysis, which reveal insights into the larger tur-
bulent scales. The large coherent structures arise as a result of applying POD,
and these structures are discussed.

4.1 Setup

Domain

The wake interaction is examined in three idealised cases of an infinitely long
row of turbines with three different streamwise spacings S of 12R, 16 R, and
20R. The grids are equidistant in the streamwise direction, which is necessary
to maintain and model the turbulence correctly as it is transferred using the
cyclic boundary conditions. The grids are non-equidistant in the transverse
and vertical directions with a higher resolution in an equidistant region for
+3R around the turbine, equivalent to the cross section in Figure 3.1 with
20R x 20R in the lateral and vertical direction, again yielding a blockage ration
of 0.8%. The domain lengths are 36 R, 48R, and 40R for spacings of 12R, 16R,
and 20R, respectively, which places 3, 3 and 2 turbines in each domain. The
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S Dimensions Turbines | Cells | jro¢ | T | Total Time
X <Y x Z[R] 100 5] 5]
12R 36 x 20 x 20 3 17.9 20 96 7,511
16R 48 x 20 x 20 3 24.6 22 128 3,691
20R 40 x 20 x 20 2 24.6 22 107 4,872

Table 4.1: Overview of domain setup for idealised cases.

domain lengths are chosen to include several turbines to limit the introduction
of additional frequencies due to the finite size of the domain, i.e. ensuring that
the dominant domain length is in the flow direction(see Section 4.7). This means
that the domain length in the streamwise direction should be approximately two
times larger than the lateral and vertical dimensions. Hence, only 2 turbines are
included for spacing of 20R and 3 turbines for the other spacings. Introducing
several turbines ensures that turbulent length scales of up to at least 36R =
1,440m, 48R = 1,920m, and 40R = 1,600m may appear in the computations.
The turnaround time is defined as the time it takes for the free stream wind
to pass through the entire domain. With a rotor radius of R = 40m and three
turbines with a spacing of 16 R, the turnaround time is 7 16z = 3'115673?:1 ~ 128s.
Table 4.1 summarise the domain setup including the total number of point, the
rotor resolution, turnaround time, and total simulation time.

Boundary Conditions

The infinitely long row of turbines comes from applying cyclic boundary condi-
tions in the flow direction, i.e. coupling the inflow with the outflow. Far field
Dirichlet boundary conditions (U = constant) are applied on the transverse and
vertical boundaries, i.e. making it a single row of wind turbines, not an infinite
wind farm in the transverse and vertical directions.

Inflow Conditions and Turbine Performance

The initial inflow is uniform inflow of Uy = 15m/s, which is above rated speed
for the wind turbine. Uniform inflow means that no atmospheric boundary
layer and no ambient turbulence is added, i.e. the body forces fi,,s and fyy
in Equation 2.2 are nil. Thereby, making it possible to study the turbulence
inherent to the wind turbines themselves. Furthermore, the simulations are
idealised by excluding ground, gravitational and temperature effects on the flow.

4.2 Grid Study

A minor grid study have been conducted for three different grid resolutions,
where the rotor blade is resolved using 11, 16, and 25 cells. The grids are as
described in the previous section with cyclic boundary conditions applied in the
flow direction and a total domain size of 36 R x 20R x 20R in X,Y, Z, except
only one turbine is included in the domain, i.e. the simulations essentially ex-
amine spacings of 36 R, which is only used for the grid study. The grid study
is denoted only minor as only 1,300s are simulated, whereas the simulations
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presented afterwards demand significantly longer run times to converge statisti-
cally, see Section 4.5 for details on the statistical convergence. The mere nature
of the simulations with long run times combined with the limitations imposed
by available computational ressources, makes it unfeasible at the present stage
to conduct a more detailed grid study with longer run times and for a number
of different grid resolutions. Furthermore, the focus of the present study is on
the turbulent far wake, and Troldborg [68] have previously investigated blade
resolutions of j..¢ = 30 and j,.o, = 40. Troldborg concluded that only minor dif-
ferences appear in the near wake and the tip vortice region, while the differences
are even smaller in the far wake. Hence, a coarse grid was deemed sufficient by
Troldborg. Therefore, this minor grid study merely sets out to verify that the
far wake statitics of the three different grids are in accordance with each other.

Figure 4.1 depicts the incoming streamwise velocity at hub height for the
three different grid resolutions. There are very large fluctuations in the stream-
wise velocity, where it plummets to only 33% of the freestream velocity around
t = 300s in the coarse configuration. Afterwards, the velocity at hub height
peaks several times at the freestream velocity. Despite the large fluctuations,
the incoming flow also reach a sort of equilibrium after ¢ > 700s, where the
velocity fluctuates around a given mean inflow velocity. The mean streamwise
velocity for ¢ € [700 — 1,300]s are 11.89m/s, 11.75m/s, and 12.44m/s for j,o
of 11, 16, and 25, respectively. Similarly, the standard deviations are 0.79m/s,
0.87m/s, and 0.84m/s. The mean values and standard deviations offer no clear
dependance on grid resolution, but all yield same order of magnitude results for
all grid resolutions.

161
4r | /| ‘
RN A 1
12+ ‘hl ”’ ‘h’ l‘ n“ MII" V‘¢ ‘ [H |\ i ' ) .q‘ 1 lw
BRI f

10 i
Uhus[m/s] 8} ’

6 L

4 L

2 L

00 200 400 600 800 1000 1200

t[s]

Figure 4.1: Incoming streamwise velocity at hub height as experienced by the
turbine for three different grid resolutions. Legend: —— : j,o¢ = 11 ——
jrot =16 —: jrot =25

The influence of the grid resolution on the far wake is shown in Figure 4.2,
which shows the azimuthally averaged profiles of streamwise velocity and RMS
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values of the streamwise velocity fluctuations for all three grid configurations.
The averaged streamwise velocities are comparable for all three grid resolutions,
although the wake deficit is less for the high resolution and its shape is less Gaus-
sian with an almost constant velocity within the rotor area. The fluctuations
show a similar pattern, where all three are very similar with elevated turbulent
regions for 1R < r < 2R, originating from the tip vortices and moved outwards
due to the wake expansion. The coarse and fine resolution give slightly lower
turbulence intensity within the rotor area compared to the medium resolution.

8,

0 0.05 0.1
) (4 (#) s

Figure 4.2: Azimuthally averaged profiles of streamwise velocity and RMS values
of streamwise velocity fluctuations for three different grid resolutions.

Legend: ——: jrot = 11. ——: Jpor = 16. —— & Jpor = 25.

--- : Rotor extend +1R.

It is important to investigate the resolution of the resolved turbulent scales
in grid studies for LES models, as opposed to e.g. RANS studies, which yields
averaged results and the mean quantities should show a clear grid dependance,
i.e. opposite to that noted for Figure 4.1. Therefore, the TKE spectrums at 1R
upstream the turbine for the three grid resolutions are shown in Figure 4.3. It
is evident how the three spectrums are comparable with the same low frequency
peaks and same general shape. As expected the higher resolution yields higher
TKE for the high frequencies, since the small scales are better resolved.
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Figure 4.3: Mean TKE spectrums for three different grid resolutions.
Legend: ——: jrot = 11. ——: Jpor = 16. —— & Jror = 25.

The minor grid study reveal only minor difference between the three exam-
ined grid resolutions in terms of the inflow velocity experienced by the turbine
as well as the azimuthally averaged profiles in the far wake. Furthermore, the
TKE spectrums of the three different grid resolution show only minor discrep-
ancies, particular at high frequencies, which is to be expected. Therefore, in the
following grid resolutions corresponding to j,.o,: = 20 — 22 are deemed sufficient
and will be applied. The chosen resolution is also based on the limitation due to
the computational cost of each simulation, as each of the presented simulations
on average took 2-3 month of computing time on 100+ processors.

4.3 Wake and Flow Characteristics

Figure 4.4 shows the vorticity deep inside an infinite row of wind turbines with
S = 16R. The three turbines in the domain are marked. Clearly, the flow
is less symmetric and much more complex compared to the vorticity behind a
single turbine as depicted in Figure 3.2. However, large scale structures are still
present in the highly turbulent flow, e.g. between the first and second turbine
where the wake shows large lateral movements.

The very dynamic flow is also illustrated in Figure 4.5, which shows three
instantaneous plots of the streamwise velocity extracted 1R upstream the first
turbine in the domain. The flow is highly complex with small and large scales
stemming from the interaction between numerous wakes. The first subplot
shows a half wake situation, where the lower part of the turbine is exerted by
the wake, while the upper part is experiencing close to freestream conditions.
This clearly gives rise to differentiated loads on the rotating blades and turbine.
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The second subplot shows a scenario, where the entire rotor experience close to
freestream conditions. Wake reminiscents are present, but less coherent and the
wake centre is mixed by higher velocity areas. The rotor is exerted by a wake as
a streak through the centre of the rotor area in the third image. Remnants of
a second wake are present to the left of the rotor. The large scale motions will
alternate the wake position and therefore the remnants of multiple wakes can be
present at once without the wakes having merged. At other times the combined
effect of the wakes will almost disintegrate as in the second subplot, where the
coherent wake structures have been broken up and the turbine is exerted by a
high and very even velocity distribution. The highly dynamic nature of the flow
is emphasised by all three situations occuring within only 166s, and the turbine
has to adopt to all scenarios.

Figure 4.4: Horizontal slice through hub height showing instanteneous vorticity
plots deep inside an infinite row of wind turbines. Three turbines (full line) are
included in the domain. Bright areas indicate high vorticity.

4.4 Turbine Performance History

The turbulence inherent to the wind turbines deep inside a wind farm is nat-
urally related to the performance of the wind turbine. Figure 4.6 shows the
streamwise velocity at hub height, tip speed, and pitch as function of time for
the second case with spacing of 16 R. The velocity is extracted 1R upstream
of the first rotor. It is worth noticing the strong initial decrease from unity to
Ul’}—(‘)‘b ~ 0.3 in the early stages, i.e. when the flow goes through the first wind
turbines. The incoming wind velocity eventually recovers from the initial large
decrease and fluctuates around an almost constant level at Uﬁgb ~ 0.76. The ve-
locity at hub height fluctuates quite significantly, but the controller ensures that
the change in tip speed is limitied to Q- R &~ 71 — 73m/s, where Q ~ 1.80rad/s
is the rotational speed. The effect of the PI-pitch angle controller is visualised
through the local pitch angle(vy), which is regulated when the incoming wind
speed approach the rated wind speed and otherwise kept constant at 0.1° the
majority of the time.

The velocity fluctuations naturally gives rise to fluctuations in the power
production, which is depicted in Figure 4.7 along with the thrust. The power

46



Figure 4.5: Instantaneous streamwise velocity extracted 1R upstream the first
turbine with S = 16R.
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Spacing | B | o(Ge) [o((%e)) [OR [ £ | o(Z) [T0N]
12R 0.74 0.11 0.18 72.4 | 0.87 0.11 272
16R 0.76 | 9.5-1072 0.17 72.3 | 0.86 0.11 270
20R 0.78 [ 8.3-1072 0.15 72.4 089 | 8.5-1072 273

Table 4.2: Mean and standard deviation of the velocity at hub height, standard
deviation of the velocity at hub height cubed, mean tip speed, mean normalised
power, standard deviation of normalised power and mean thrust of the last
1,500s for the three idealised simulations with spacings 12R, 16 R, and 20R.

production also fluctuates significantly, and frequently reach the rated power for
short periods. The average power production is for all cases above 85%. Stan-
dard deviation on the normalised velocity is o( Uﬁ;‘b) = 9.5-10~2 and normalised
power production is U(P%) = 0.11. It appears as if the standard deviation for
the power production is higher than for the velocity. However, the standard

deviations of the power should be compared to a((U[’}—gb)3) = 0.17 since the in-

coming wind is generally below rated power where P o< U3, see Figure 2.3. The
controller also ensures that the otherwises violent fluctuations in the stream-
wise velocity result in less violent fatique loads on the generator and turbine.
The thrust of the turbine shows how the aeroelastic code and the flow solver
are fully coupled, as the thrust takes on values from 200kN to 300kN. The
actual thrust is given, as opposed to a thrust coefficient(Cr), since there is no
unambiguous reference velocity deep inside a wind farm. However, as the wind
turbine operates below rated power, the controller ensures operation close to
P x U3.

The mean and standard deviation of the velocity at hub height, tip speed,
power, and thrust of the last 1,500s for the three simulations are summarised
in Table 4.2. The reasons for averaging over the last 1,500s will be elaborated
in Section 4.5. The effect of increasing the turbine spacing is clearly seen in
the mean and standard deviation of the velocity, which increase and decrease
respectively for increasing spacing. This is to be expected as a larger spacing
yields a better wake recovery. However, the mean normalised power production
also reveal that it is not directly related to an increase in power production,
which is basically constant for all three spacings with a marginally larger power
production for 12R and 20R spacing than 16 R over the 1,500s. The increased
power production for 12R is related to the higher standard deviation, i.e. higher
degree of change in the velocity at hub height, whereas the increase for S = 20R
is due to the increased wake recovery. However, the increase in standard devi-
ation indicates that the loads would be higher for lower spacing. The loads on
the turbine will be examined in more detail in Section 6.3. The tip-speed and
thrust are practically constant for the three different spacings due to the con-
troller. The variability of the inflow combined with the full aeroelastic coupling
with the flow solver results in a highly complex flow. The flow is eventually
the combined effect of merging numerous wakes, where the instantaneous wake
depends on the thrust and load distribution as described in Chapter 3 for single
wakes behind differently loaded rotors. The increased turbulence levels assists
in merging the wakes to form an average wake situation as experienced by the
turbine, which is examined in details in the following.

48



1.2¢

ACZ—‘win
1
0.8
Gt 0,61
0.4}
02
% 1000 2000 3000
t[s]
(a) Velocity at hub height.
80
75
QR[m/s] 70l
65
60y 1000 2000 3000
t[s]
(b) Tip Speed.
v
0 1000 2000 3000
t

[s]
(c) Pitch.

Figure 4.6: Velocity at hub height, tip-speed, and pitch as experienced by the
first turbine in the domain with S = 16R.
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Figure 4.7: Normalised power and thrust as experienced by the first turbine in
the domain with separation of 16 R.
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4.5 Convergence of Mean and Turbulent Quanti-
ties

The previous section initiated the investigation of the dynamic inflow with large
fluctuations as experienced by the turbines. Despite the highly dynamic inflow,
the statistics will eventually converge to the infinite wind farm scenario, where
there is an overall balance between the energy extracted by the turbines and
the energy fed into the wake from the surrounding freestream, i.e. to the wake
recovery. Figure 4.6 indicated how the flow between the turbines approaches
an equilibrium with large fluctuations. Ideally, the flow should approach a
random stationary process in order to apply POD, see Section 4.8. The turbulent
quantities should converge statistically to approach such a random stationary
process. The three velocity components are extracted 1R upstream the first
turbine in the domain, simular to the streamwise velocity shown in Figure 4.5.
The statistical convergence of the mean and turbulent quantities are examined
to ensure that the total simulation time is long enough for all dominant flow
statistics to converge. The flow is assumed to have converged statistically, when
the spatial RMS values of the normalised mean and turbulent quantities within
+2R of hub height have reached an approximately constant level, i.e. taking the
RMS of the quantities located within the box marked on Figure 4.5. Therefore,
each simulation is examined for a range a temporal windows (AT,;,) starting
from the end of the simulations to determine a sufficiently large AT,,;, to achieve
this statistical convergence. ATy, is indicated in Figure 4.6.

Figure 4.8 shows the mean velocities and RMS values of the velocity fluc-
tuations as function of ATy, for S = 16R. Clearly, the streamwise velocity
dominates the flow with only small lateral and vertical components. The minor
discrepancy from zero is related to the swirl or rotation of the wake. It is worth
noting that the values of the mean streamwise velocity ratio here is significantly
larger than the 0.76 reported in Table 4.2, because it is averaged for £2R, i.e.
the averaging includes the surrounding high velocity areas. The streamwise fluc-
tuations are approximately 20% larger than the inplane fluctuation. Generally,
the mean streamwise velocity is at an approximate constant level for all ATy, ;,.

Similarly, streamwise velocity fluctuations are approximately \/E =~ 0.10.

Similarly, Figure 4.9 shows the convergence for the inplane Reynolds stresses
and Turbulent Kinetic Energy(TKE) production. The broken lines show the
mean value and the dotted lines the £10% of the mean of the RMS values. The
diagonal Reynolds stresses (7; j,7 = j) dominate the flow, with the streamwise
almost twice the size of the inplane stresses. The Reynolds stresses portrait a
similar convergence as the velocity fluctuations, as expected. The off-diagonal
Reynolds stresses are smaller than the diagonal stresses. The TKE production
is dominated by the components related to the streamwise velocity derivatives,
which reaches an approximate constant level when applying a window of more
than 21maen, marked by a vertical black line. The terms related to the diag-
onal Reynolds stresses are about 50% less in magnitude. The remaining two
terms(7,. 22 and 7., 4% also reach a constant, but much smaller level, for a
window of approximately 21min. A second vertical black line marks the larges
applicable window, ATy,in.

Similar analyses have been done for all simulations in this section, which
is summarised in Table 4.3. The table also gives the maximum and minimum
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Figure 4.8: Spatial RMS values of mean velocities and turbulent fluctuations
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windows as well as the converged levels for reference. The table reveal several
trends for the turbulent quantities. The increased wake recovery and decrease
in turbulence intensity for increasing turbine spacing is clear again. This ef-
fectively means that both Reynolds stresses and TKE production terms are
approximately twice as big for S = 12R compared to S = 20R.

A maximum window is given in Table 4.3 for the statistical analysis, because
the averaging window can be too large, i.e. the statistics starts to include the
transient from the initial startup. The same analysis have been done for the
simulations presented in Section 3 and Section 5, and a temporal window of
25min is deemed adequately converged for all simulations and the following
results are all based on a window of AT, = 1,500s = 25min periods unless
clearly stated.

Figure 4.10 shows the mean streamwise velocity for 16 R, which show a clear
wake deficit larger than 1R. The large spread is related to the large scale
motions of the wake, which is investigated in detail in Section 4.7. The mean
inplane streamlines are also shown, which show a minor clockwise rotation and
an general outflow, which is caused by the divergent flow around the turbine.
The rotation is clockwise, because the plot shows the incoming wake velocity as
seen from the downstream turbine. The wake rotates counter-clockwise if seen
from the previous turbine.

Figure 4.11 gives the three velocity fluctuations. The highest fluctuations
are found around the rotor edge, but it is somewhat smeared compared to a
clear annular distribution seen behind a single turbine, e.g. Figure 3.5. The
lateral and veritical fluctuations are concentrated within the rotor area.

Figure 4.12 shows the Reynolds stresses. The diagonal Reynolds stresses(Tzz, Tyy,
and 7.,) dominate the overall Reynolds stresses, and reveal similar patterns as
those for the fluctuations in Figure 4.11. There is a clear symmetry in the two
off- diagonal Reynolds stresses involving the streamwise fluctuations(r,, and
Tez), which shows how momentum is transferred from the surroundings into the
wake centre. The symmetry of 7, and 7,. are also due to the cartesian nature
of the current plots. The last Reynolds stress(r,.) in the plane is smaller and
more evenly distributed.

The inplane TKE production terms are shown in Figure 4.13. The significant
TKE sources stems from the streamwise velocity gradient(% and %) imme-
diately outside the rotor area, i.e. turbulence is generated in the shear layer.
The TKE sinks are related to the inplane diagonal Reynolds stresses, —7,, %
and —Tzz%, and concentrated within the rotor area. The two remaining terms
are smaller and less distinct. The total inplane TKE production is portraited in
Figure 4.14, where the inner sinks and outer sources are clearly visible. S = 12R
and S = 20R yield similar results, but are left out for brevity, as the difference
in level is summarised in Table 4.3.

The converged flow statistics corresponds to the asymptotic scenario of an
infinitely long row of turbines.

4.6 Comparison with Analytical Models
As the flow statistics have converged, the internal flow in the infinite row of

turbines have approached the infinite farm scenario. Kinematic wake models
such as the N. O. Jensen [28] and Frandsen et al. [20] gives explicit expressions
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Quantity 12R 16R 20R
AT yins] 1,380 — 4,860] | [1,260 — 3,300] | [1,020 — 4, 860]
RMS(T) 0.83 0.83 0.85
RMS(V) 8.0-1073 9.0-1073 9.7-1073
RMS(W) 8.9-1073 12-1073 14-1073
RMS(\u'?) 0.12 0.10 8.9-1072
RMS(\/v'?) 9.1-102 8.1-102 7.0-1072
RMS(\w'?) 9.1-102 8.0 102 6.9-102
RMS(7ps) 14.1073 10-1073 7.9-1073
RMS(7,,) 8.4-1073 6.7-1073 5.1-1073
RMS(r..) 8.5-1073 6.5-1073 4.9-1073
RMS(7,,) 3.1-1073 2.1-1073 1.7-1073
RMS(,2) 3.1-1073 2.1-1073 1.5-1073
RMS(7,.) 7.0-1074 3.4-1074 2.6-1074
RMS(7,,90) 2.1-1074 1.2-107* 9.3-1075
RMS(r,. %) 2.2-107* 1.1-1074 7.0-107°
RM S (7, ) 8.4-107° 7.4-1075 5.3-107°
RMS(7,. %) 8.1-10°6 3.6-1076 2.4-106
RMS(r,, %) | 7.0-1076 3.9-10°6 2.9-10°6
RMS(r,, 9% 8.2-107° 7.8-1075 6.0-1075
RMS(P) 3.2.107* 1.9-107% 1.4-1074

Table 4.3: Spatial RMS values of the converged turbulent quantities within the
limits of the temporal window AT, for 12R, 16 R, and 20R. Notice, quantities
are dimensionless.

35



1.0

0.8

83 10 12 05

Figure 4.10: Mean streamwise velocity and mean inplane streamlines at 1R
upstream the first rotor with .S = 16 R. Notice, quantities are dimensionless.

for the asymptotic mean wind velocity inside an infinitely long row of wind
turbines. The kinematic models are assessed and fitted to the CFD data given
in Figure 4.6, Table 4.2, and Table 4.3 in the following.

N. O. Jensen Model

N. O. Jensen gives the following expression:

Unos 2.k ( R )2
NOJ _y 57 where k= 4.1
U - L. R+anos S (1)

R is the rotor radius, S = % is the turbine spacing, and ayos is an entrainment
constant governing the wake expansion, which is assumed to be linear. The
original article by Jensen gives ayos = 0.1, while others recommend values of
anyog = 0.05 for offshore, e.g. Barthelmie et al. [12].

The parameter anyoy is determined by fitting the Jensen model to the
asymptotic wind velocity at hub height in a least squares sense, which yields
anyog = 0.0501, indicating that the recommended value by Barthelmie et al.
[12] is sufficient and hence will be used in the following.

Frandsen Model

Frandsen’s control volume analysis yields the following expression for the asymp-
totic relative velocity value:

Usr asp

= 4.2
Uy asfF + %—(fg (4.2)
2
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Figure 4.11: Velocity fluctuations 1R upstream the first rotor with S = 16R.
Notice, quantities are dimensionless.
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Figure 4.12: Reynolds stresses 1R upstream the rotor with S = 16R. Notice,
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Figure 4.13: TKE production 1R upstream the rotor with S = 16R. Notice,
quantities are dimensionless.
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Figure 4.14: Total inplane TKE production 1R upstream the rotor of spacing
16 R. Notice, TKE production is dimensionless.

where %S = % is the non-dimensional turbine spacing in terms of diameters,

asp is a constant, different from apxos, which should be determined experi-
mentally. Alternatively, agr could be determined from the expression above if
Usk ig known:

U
' 1Cp BE
— T _To_ 4.3
asp 2 S 1— UUSOF ( )

However, Cr is still a parameter, and it is not trivial to determine Cr internally
in the wind farm, since there is no obvious choice of reference velocity. Frandsen
[19] suggest calculating Cr as

3.5(2- Unup —3.5) _ 7

Cr = ~
Ui Uhub

(4.4)

which has since been adopted into the IEC standard [4] as a generic approx-
imation for Cp. The latter expression yields a good agreement with the Cp
curve for the present NM80 turbine and is applied to determine agp, as seen
in Figure 2.3. Decreasing the turbine spacing leads to increasing Cr, which
again yields increasing asp. Frandsen et al. [20] and Barthelmie et al. [12] set
asrp = O(10 - anoy) for small Cr and large spacings. However, the present
results suggests that increasing turbine spacing leads to a decrease in agp and
asrO(2 —3anoy). The fitted agp are depicted in Figure 4.15 for the generic
Cr and Cr for the NM80 turbine.

Figure 4.15 shows the asymptotic mean wind speed at hub height in the
infinite wind farm case for the simulations and the two kinematic models with
the abovementioned parameters. The results using the Frandsen model with
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both recommended value(asy = 0.5) and fitted values as function of Cp are
shown. Clearly, the Frandsen model using the recommended values overpredicts
the wake recovery by roughly 20%, which is surprisingly far from the target
value. However, the N. O. Jensen and the fitted Frandsen model give a good fit,
particular at the intermediate spacings, while the velocity is underpredicted for
short spacing and overpredicted for large spacings. The recommended value for
the Frandsen model are 3-4 times bigger than the actually fitted. These models
are expected to give a reasonable agreement for the idealised cases excluding
shear and ground effects, since they are based on momentum considerations.
The parameters and predicted values are summarised in Table 4.4, which also
gives the difference from CFD results. Generally, the difference is within +5%
for the mean wind speed deep inside a wind farm.

0.167

0.14;
asSk

0.12}

Odt59 0.61 0.63 0.65

0.9¢

U U
B 0.8

0.7

0-93 16 20
X
S=%
(b) Asymptotic velocity.

Figure 4.15: Fit for agp(Cr) using Cr-values for NM80 turbine and generic
expression and comparison of asymptotic mean velocity at hub height from
CFD and kinematic models. Legend: : CFD. : (a) NM80 Cp. (b)
N.O. Jensen model. : Frandsen model using generic Cr and agp = 0.5.

—: (a) Generic Cr. (b) Frandsen model using generic Cr and fitted agp =

f(Cr).
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Quantity 12R 16R 20R
S 0.74 | 076 | 0.78
0
Cr 0.63 | 0.61 | 0.60
anos 0.05 | 0.05 | 0.05
Uxos 0.70 | 0.77 | 0.82
0
Dif ference | —5.3% | +1.4% | +4.9%
aSFrec 0.5 0.5 0.5
Depre 0.90 | 093 | 0.94
0
Dif ference | +22% | +22% | +21%
asr,fit 015 | 012 | 0.11
Usrsie 0.71 | 077 | 081
0
Dif ference | —4.3% | +1.2% | +3.9%

Table 4.4: Summary of comparison of asymptotic hub height velocities from
CFD results and the kinematic models by N. O. Jensen and Frandsen with
spacings 12R, 16R, and 20R. Positive difference indicates that the kinematic
wake model overpredicts the asymptotic velocity at hub height.

4.7 Large Scale Motions

The large scale motions are again calculated using the centre of mass approach
described in Section 3.4. The wake centre movement for S = 16R is presented
in Figure 4.17. The large scale motions or meandering are initiated after ap-
proximately 100s, and continue to grow in magnitude to about 1R over the next
600s. This self-induced meandering is initiated after 76s and 116s for S = 12R
and S = 20R, respectively. For all cases, the time corresponds to initiating self-
induced meandering in the third wake, i.e. the initial uniform flow has passed
through three turbines. The large scale movements remain constant around
+1R with a few extreme deviations of up to 1.5R. The standard deviations
of the lateral and vertical directions are 0.43R and 0.46R, respectively. The
corresponding values for 12R are 0.49R and 0.51R, and 0.37R and 0.42R for
S = 20R. The large scale motions appears to increase for smaller spacings
between the turbines. The large scale motions are significantly increased com-
pared to the RMS values behind a single turbine for S = 12R and S = 16R,
shown in Figure 3.8. However, the difference is only minor for S = 20R, where
the corresponding RMS values 20R behind a single turbine are 0.38R and 0.35R
for the lateral and vertical movements. This indicates that the large scales are
less dependent on the turbine arrangement for large spacings as the wake break
down occurs before reaching the next turbine. There appears to be a minor bias
towards larger meandering in the vertical, although there once again should be
no preferred direction in the present setup, but the deviation is assumed insignif-
icant as it does not give rise to any significant bias in the turbulent quantites
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presented in Section 4.5.

Figure 4.16 depicts the inplane trajectory of the wake centre, which shows
that not only is the flow complex, but so are the large scale motions. The
location of the wake centre changes and it alternates between moving clock-
and counterclockwise.

11

9

9 10 11

Y
Figure 4.16: Inplane wake centre coordinates 1R upstream the rotor of spacing
16R for t € [2,695 — 2,865s].

One of the fundamental hypotheses of the Dynamic Wake Meandering(DWM)
model is that the large scales are driven directly by the large scales in the at-
mospheric turbulence. Lu and Porté-Agel [39] have also reported a direct link
between the large scales and the atmospheric turbulence. However, the present
simulations exclude the presence of atmospheric turbulence, yet low frequent
structures arise, similar to the low frequencies found in the wake behind a single
turbine in Section 3.4.

The other basic assumption in the DWM model is that the wake is translated
downstream as a passive tracer by low frequent structures. This hypothesis is
tested by computing the Power Spectral Density(PSD) of TKE within +2R
in both the fixed frame of reference and a moving frame of reference relative
to the wake centre motion. The data has been interpolated to a polar grid
and the latter is corrected for the location of the wake centre and the inplane
displacement of the wake, i.e. correcting V and W by the lateral and vertical
velocity of the wake centre motion. The two spectrums for the three simulations
are presented in Figure 4.18, where the spectrums are normalised by the integral
of the spectrum. First, the PSD in the fixed frame of reference show clear peaks
at low frequency for all three cases. However, dominant peaks still persist in
the moving frame of reference, and although the energy is redistributed in the
spectrum, the same peak frequencies are present in both reference frames. If the
hypothesis is correct, the low frequent peaks should be removed by accurately
determining the centre of the wake. The question naturally arise if the wake
centre is determined accurately as the detection of the wake centre is not trivial.
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Figure 4.17: Wake centre coordinates, (Y¢, Z¢) 1R upstream the first rotor with
S =16R. Legend: : Yo : Jo

The centre of mass approach is a simple approach, and tests indicated that
m = 3 generally gave more consistent results than m = 1, see Equation 3.1.
Trujillo et al. [71] discuss the drawbacks of the centre of mass approach behind
a single turbine, and conclude that it is not robust because low speed regions
due to turbulence outside the immediate wake affect the position of the wake
centre. Therefore, Trujillo et al. suggest fitting a bivariate Gaussian shape to
the wake deficit. However, such an assumption is not robust either, particular
when multiple wakes interacts. The assumption of a generic shape inevitably
raises two distinct questions when interpreting Figure 4.5. Which is the correct
wake centre and how appropriate is such a Gaussian fit is in the case of multiple
wakes, where the shape of the wake deficit clearly morphs continuously between
various complex shapes and remnants of numerous past wakes are present.

Therefore, the current results suggests that the highly complex wake dynam-
ics deep within a wind farm can not be modelled as a collective entity overlaid
with the large scale motions of the atmospheric turbulence. The results also sug-
gest that such an assumption is only valid for the first few turbines, but does
not hold in the interior of a wind farm where the self-induced meandering pre-
vails. This is in part due to the instanteneous lack of axisymmetry in Figure 4.5.
There are no apparent traces of general symmetries, axial or azimuthal, which
would allow such a transformation to a moving frame of reference. Rather, the
wake deficit constantly changes shape and occassionally also rotational direction
as examplified in Figure 4.16.

Figure 4.17 and the subsequent analysis showed how the large scale mo-
tions are initiated before a full turnaround have been completed, i.e. some
self-induced meandering is inherent to the turbines. Medici and Alfredsson [45]
experimentally examined the turbulent wake behind a rotor and found shed-
ding similar to the vortex shedding behind a bluff body. Medici and Alfredsson
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Figure 4.18: Power Spectral Density in fixed frame of reference and in moving
frame of reference. The PSD have been scaled by the integral of the spectrum.
Legend: —— : Fixed frame of reference. : Moving frame of reference.
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reported St = 0.12 for tip-speed ratios above 4.5. Therefore, Figure 4.19 por-
traits the TKE spectrums for the three idealised cases as well as the spectrums
computed 12R, 16 R, and 20R behind the single turbine reported in Chapter 3.
The spectrums are plotted versus Strouhal number:

_JL
- %

St (4.5)

where Uy, is the inflow velocity in the single wake case and U}, in the infinitely
long row scenarios. Large scales are evident in both spectrums for all three
cases, and occassionally the peaks coincide directly, e.g. peak frequency Stp; ~
0.07 for 12R and Stp; ~ 0.1 and Stpo ~ 0.14 for 16R. The spectrums for
20R are less comparable, since there is a larger number of peak frequencies at
relative high Strouhal numbers behind a single turbine. The peak frequencies
are located at low frequencies, but there are evidently also secondary peak
frequencies present in the vicinity of St = 0.2 for all the three idealised cases.
The corresponding frequencies are St = 0.19 for S = 12R, St = 0.22 for S =
16R, and St = 0.18 and St = 0.20 for 20R. Furthermore, it is noteworthy that
the rotational frequency of the wind turbine (1P = fiyr = 0.29H z) is no longer
present in any of the spectrums, as also reported by Lu and Porté-Agel [39].
This shows how the spacings are large enough to consider the wake inflow as far
wake.

The three PSD spectrums from Figure 4.18 are presented again in Figure
4.20, both as a function of frequency and as function of an equivalent Strouhal
number based on the domain length, i.e.

fLa

Str, =
Unup

(4.6)

where L, is the domain length in the streamwise direction, see Table 4.1. Scaling
with the domain length clearly shifts the low peak frequencies to coincide, which
suggest that the large scales could be introduced due to the domain length and
the cyclic boundary conditions. These large scales might also be introduced
due to the spacing between the individual turbines, which is inevitably con-
nected to the total domain length. The domains have been increased to contain
several turbines to limit any such domain effect and the cross-correlations are
calculated to further investigate any domain effects. Figure 4.21 shows the two
point temporal cross-correlation for S = 16 R. The cross-correlations are calcu-
lated between time series extracted at various cross-sections in the domains at
(Y, Z) = (10R, 10R). The reference time serie, which yields the auto-correlation,
is extracted 1R upstream the first turbine in the domain. Obviously, the corre-
lation is large (R ~ 0.8) between 1R and 2R upstream the first turbine, while it
decreases to R = 0.25 — 0.35 for correlations with time series extracted between
the first and second turbine. The cyclic nature ensures comparable correlations
between the reference point and time series extracted between the second and
third turbine with a difference in time lag. The time lag between the maximum
correlations upstream the first, second, and third turbine is roughly 50s, corre-
sponding to a propagation speed of 12.3m/s, which is larger than the average
streamwise velocity of 0.76 - 15m/s = 11.4m/s. It is also pronounced how the
correlation quickly dimish and does not persist over multiple turnaround peri-
ods. In fact, the second highest auto-correlation is 0.18, i.e. secondary peaks
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Figure 4.19: PSD in infinitely long rows of turbines compared to PSD in the
wake behind a single turbine. The PSD have been scaled by the integral of the
curve. Legend: —— : Infinite row of turbines. —— : Single wake.
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for the thicker black line. This level yields the largest possible correlation due
to the cyclic boundary conditions. However, the actual correlation is presum-
ably lower. The cross-correlation includes an inherent minimum correlation due
to resemblance in the turbulent structures of the merged wakes which is main-
tained by each passing of the turbines. This is not a domain effect, but an effect
of the wake similarities. This is investigated further by plotting the maximum
cross-correlation for each distance and for all three spacings as function of the
distance between the two points considered, see Figure 4.22. The vertical lines
indicate the location of the turbines in the domain. The cross-correlation as
function of distance behind a single turbine is plotted for reference. The open
circles for larger spacings indicate that the cross-correlation has crossed zero.
The cross-correlation between the turbines are only 0.27—0.37 for all three cases.
However, the maximum correlation due to the cyclic boundaries can not exceed
the minimum cross-correlation. Comparatively, the correlation behind a single
turbine decrease linearly to the constant level of R ~ 0.1 for distances above
10R, indicating that the wake maintains a certain degree of correlation even far
into the wake. The difference between R = 0.1 and R =~ 0.18 could be caused by
the cyclic boundary conditions, but the cross-correlations also increase for time
series extracted in similar positions, e.g. 1R upstream a turbine. This implies
that the majority of the correlation stems from the large structures inherent
to the wake, not the domain. It is furthermore conjectured that the turbines
assist in breaking up the large domain scales, so applying cyclic boundaries does
not introduce dominant large scales provided there are multiple turbines in the
domain.

The inplane radial cross-correlation(R,) is also computed as function of ra-
dius, see Figure 4.23. The radial cross-correlations are averaged azimuthally
and temporally. Several locations are plotted, and the cross-correlations clearly
coincide with only minor differences between the locations in the domain. The
computed integral length scale(Tr) are marked along the axis. The integral
length scale is approximately 1.0 — 1.1R for all simulations, which is a measure
of the length scale of the inplane turbulent structures. The spatial extend of 1R
can visually be seen in Figure 4.5.

In summary, low frequent motions are inherent to the wake interaction deep
inside an infinitely long row of wind turbines. The low frequent motions could
potentially arise due to the unphysical effect originating from the cyclic bound-
aries, but cross-correlations indicate this effect to be less than dominant. How-
ever, even larger domains are needed to formally exclude such potential domain
effect. The turnaround time should be an order of magnitude larger than the
physical periods in question, which would require domains O(10) times larger
than the present domains. Domains of that magnitude are beyond the scope
of the present work as it would require tremendous computational ressources.
Ideally, simulations should be run with numerous turbines(10+) with cyclic
boundary conditions and with standard inflow-outflow conditions. This would
enable the identification of the origin of the meandering and it would assist in
determining when the infinite wind farm is obtained, i.e. after how many tur-
bines. Despite this formal uncertainty, it is conjectured that the origin of the
meandering is dominated by physical effects in the present simulations and the
examination of the large coherent structures is continued by applying POD.
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Figure 4.20: PSD vs frequency and an equivalent Strouhal number based on
domain length. Legend: : S =12R. : S =16R.——: S = 20R.

69



0.5
A
» A \
/ N, , IR / ,
0 | “_, m‘.m/ \\\ RN ‘\*g:,“,,/[,:) M‘Q‘l 3 ‘\l\““& n\w,‘“;" ,
g Nl ‘ "" 4
PO '\‘n‘l iy \‘ (N M \\1]J A o g
L ./'
'0'-%00 -1'50 6 150 360

7[s]
Figure 4.21: Cross-correlation for S = 16R vs. time lag. Cross-correlation
between different points are shown. The black line denotes the auto-correlation
for the reference point 1R upstream of the first turbine.
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Figure 4.22: Maximum cross-correlation vs. distance between points for S =
12R, S = 16R, S = 20R. Cross-correlation in the wake behind a single turbine
is included for reference. Legend: : Wake behind a single turbine. Open
circles indicate that the cross-correlation has crossed 0. S =12R. —:
S = 16R. : S =20R.
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Figure 4.23: Spatial cross-correlation vs radius for various locations for the three
scenarios of infinitely long rows of turbines.
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4.8 Proper Orthogonal Decomposition

POD is applied to all three simulations for slices extracted in the last 1,500s
within +1R.

POD convergence

The convergence of the POD coefficients have been investigated by using various
number of slices within the 1,500s, similar to the analysis presented in Section
3.5. The convergence shows similar tendencies, and a loading frequency of f =5
is sufficient for all simulations, meaning that POD is applied to a total of 2, 796
slices for these three cases.

Another measure of the POD convergence is to examine how well the tempo-
ral eigenfunctions are resolved by including different numbers of slices. Figure
4.24 shows 400s of the first temporal eigenfunction for f =1, f = 5, and f = 50.
Clearly, f = 50 is coarse, while there is virtually no difference between f = 1
and f = 5. Furthermore, the signal is not simply noise, but there are distinct
frequencies present in the temporal signal. The spectrums of the first temporal
eigenfunction for the three different number of slices are given in Figure 4.25,
and all capture the low frequent fluctuations. The distinct frequencies are a key
component of the later construction of a reduced order model in Chapter 6.
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Figure 4.24: Convergence of the first POD temporal eigenfunctions for various
number of slices with spacing 16R. Legend: —— : N¢—50 = 280, At = 5s.

——: Ny—5 = 2,796, At ~ 0.5s. : Np—y =13,978, At = 0.1s.

The cumulative POD coefficients for the three simulations are shown in
Figure 4.26. The POD coefficients are very similar for all spacings, and the
coeflicients tend towards an isotrophic distribution for POD modes larger than
30 as the slope becomes more constant, i.e. the remaining turbulent kinetic
energy is spread over a large number of modes. The first POD mode contains

73



PSD

1 1

1073 1072 1071 10°

fIH?Z]
Figure 4.25: Convergence of the first POD temporal eigenfunction for various
number of slices with spacing 16R. Legend: —— : Ny_50 = 280, At ~ 5s.

——: Ny—5 = 2,796, At ~ 0.5s. : Nj—y = 13,978, At ~ 0.1s.

between 18 —21% of the turbulent kinetic energy, while the first five POD modes
capture just over 50%, and the first 100 POD modes out of a total of 2,796
contain about 86 — 88% of the turbulent kinetic energy. Table 4.5 summarises
the cumulative coefficients, i.e. the amount of turbulent kinetic energy contained
within those POD modes. It is remarkably how the cumulative energy content
of the first POD modes is higher for the infinite row of turbines than for the
wake behind a single turbine, as the flow appears much more complex. This
suggest that large, energetic scales dominate the internal flow between wind
turbines. Applying POD on the same slices within £2R yields approximately
80% of the energy on the first 100 POD modes. This indicates how the flow
is more complex when decomposing larger areas, which yields different spatial
structures, particular at higher POD modes. The spatial distribution of the
POD modes are discussed in the following.

Spatial POD modes

The first 20 spatial POD modes for the three different spacings are plotted in
Figure 4.27-4.30. The first POD modes showcase dipole structures and mode
pairing between the first and second POD mode, which is also indicated in the
POD coefficients. The inplane streamlines in the two first POD modes provide
clear lateral and vertical cross-stream flow, which fluctuates back and forth
according to the temporal eigenfunction shown in Figure 4.24. These two modes
govern the largest scales of the wake as experienced by the oncoming turbine.
POD mode 3 show a somewhat central region, which fluctuates back and forth.
Important to remember again, that the negative and positive areas are simply
out of phase, and change sign according to the temporal eigenfunctions. The
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Figure 4.26: Cumulative POD coefficients. Legend: —— : S = 12R.
: S =16R. : S =20R.

SN A | 12R | 16R | 20R

1 0.21 | 0.18 | 0.19
1-2 0.34 | 0.33 | 0.31
1-3 043 | 044 | 041
1-4 0.47 | 0.48 | 0.46
1-5 0.51 | 0.52 | 0.50
1-6 0.55 | 0.56 | 0.54
1-7 0.58 | 0.59 | 0.56
1-38 0.61 | 0.62 | 0.59
1-9 0.62 | 0.63 | 0.60
1-10 | 0.64 | 0.65 | 0.62

1-20 | 073 | 0.74 | 0.71
1-50 | 0.82 | 0.83 | 0.81
1—-100 | 0.87 | 0.88 | 0.86

Table 4.5: Cumulative energy content of key POD modes for 12R, 16 R, and
20R.
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inplane wake rotation is governed by POD modes 7 for S = 12R, 4 for S = 16 R,
and 4 and 5 for S = 20R. Interestingly, the modes 8 — 10 are less exaggerated,
i.e. the POD modes are more constant with only minor red/yellow and blue
regions. Several higher POD modes portrait multiple inplane circulation cells,
e.g. POD mode 10, 17, and 19 for S = 16R. Other notable modes include
POD modes 11 and 14 for S = 12R, which show clear quadrupole and hexapole
structures. The size of the large coherent structures in the first POD modes
are O(1R) as also reported in the previous section based on the radial cross-
correlation. Large coherent structures are visible in the higher POD modes
although the complexity generally increase with increasing POD mode. The
coherent structures are in several cases comparable for all three cases.

Saranyasoontorn and Manuel [56] constructed a low-dimensional model for
the turbulent inflow to wind turbines based on applying POD to turbulence
generated by a Kaimal spectral model of the atmospheric turbulence. POD
modes 2 and 3 given by Saranyasoontorn and Manuel are directly comparable
to the dipole structure of POD modes 1 and 2 in Figure 4.27. Other modes
portrait similar resemblances, e.g. the central protusion in mode 3 resemble
mode 5 by Saranyasoontorn and Manuel. Despite similarities, the POD modes
by Saranyasoontorn and Manuel are more symmetric than those presented in
Figures 4.27-4.30, which stems from the innate symmetry of reconstructing tur-
bulence from a spectral model.

4.9 Summary

A minor grid study was reported in the chapter, but the focus was primarily on
the examination of three idealised simulations of an infinitely long row of wind
turbines with three different spacings of 12R, 16 R, and 20R. The simulations
were considered idealised, since the effect of an atmospheric boundary layer
was excluded and an initial uniform inflow was imposed before applying cyclic
boundary conditions untill the flow had converged statistically. The complexity
of the flow was visualised and described. The dynamic behaviour of the turbine
was explored, which proved the influence of the controller. The key turbulent
quantities in the incoming flow were investigated and shown to converge, when
applying averaging windows of 25min. The turbulent quantities portrait how
the Reynolds stresses transfer momentum from the exterior into the rotor area
and how the turbulent kinetic energy is generated in an annular shear layer
around the rotor and extracted within the rotor area.

The mean asymptotic wind speed derived from the simulations have been
compared to two kinematic models, and new model parameters given according
to the best fit to the simulated data.

The large scales were examined and compared in a fixed and a moving frame
of reference to test the basic hypotheses of the DWM model, where the wake
meandering is directly related to the atmospheric turbulence which translate the
wake downstream as an active tracer. The analysis highlighted the difficulties
involved with simply translating the wake flow to a moving frame of reference,
due to the difficulties involved with detecting an unambiguous wake centre as
well as the lack of symmetry in the instanteneous wake. Furthermore, the
analysis examined the spanwise and streamwise correlation, which showed that
the cyclic boundary conditions can only account for a limited effect in terms of
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Figure 4.29: Spatial POD modes 11-15 for spacings 12R, 16 R, and 20R.
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Figure 4.30: Spatial POD modes 16-20 for spacings 12R, 16 R, and 20R.
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generating the large coherent structures.

Finally, POD was applied to slices extracted from the simulations, and the
convergence of the temporal eigenfunctions investigated. The spatial POD
modes reveal large coherent structures, which govern the large scale motions
of the wake interactions deep inside an infinitely long row of turbines.
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Chapter 5

Infinite Wind Farm with
Atmospheric Boundary Layer

This chapter presents three different scenarios simulating infinite wind farms,
where cyclic boundary conditions are applied both streamwise and laterally. The
turbines are separated by 12R, 16 R, and 20R in both directions for the three
different scenarios. Furthermore, an atmospheric boundary layer is prescribed,
which adds a vertical shear to the velocity profile. Therefore, the converged flow
simulates the flow deep inside very large wind farms under neutral conditions,
where the turbulence stems directly from the turbines.

Generally, no atmospheric turbulence is added, except in one additional sim-
ulation with spacing of 12R. The two simulations with S = 12R are comparable,
except the latter includes the introduction of high altitude turbulence(HAT).
The aim is a qualitative comparison of the effect of high altitude turbulence for
the mixing and wake recovery deep inside a large wind farm.

The analysis examines the flow characteristics and turbine performance of
turbines operating in a boundary layer. The flow behaviour in the interior of
an infinite wind farm is investigated and related to the simulations presented
in the previous chapter, where the effects of a boundary layer were excluded.
POD is applied and POD modes are derived for the new wake model.

5.1 Setup

Domain

The wake interaction inside large wind farms is examined in three cases with
three different streamwise and lateral spacings, namely 12R, 16 R, and 20R.
The grids are equidistant in the streamwise and lateral direction, which is nec-
essary to maintain and model the turbulence correctly as it is transferred using
the cyclic boundary conditions. The two first grids are non-equidistant in the
vertical directions, which is stretched towards the top to fulfil a blockage cri-
teria of less than 1%. The third is equidistant in all directions. The domain
height is 27R, 20R, and 20R and the domain lengths are 60R, 48R, and 40R
for spacings of 12R, 16 R, and 20R, respectively. These lengths correspond to
5, 3 and 2 turbines in each domain. The domain lengths are chosen to include
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Spacing Dimensions Turbines | Cells | jror | T7 | Total Time
X xY x Z|[R] 10° [s] [s]

12R 60 x 12 x 27 5 179 | 21 | 160 4,024
12R+ HAT | 60 x 12 x 27 5 179 | 22 | 160 1,989
16R 48 x 16 x 20 3 246 | 21 | 128 2,682
20R 40 x 20 x 20 2 24.6 | 20 | 107 2,681

Table 5.1: Overview of domain setup for infinite wind farm cases.

several turbines to limit the introduction of additional frequencies due to the
finite size of the domain, i.e. ensuring that the dominant length scales are in
the flow direction, see discussion in Section 4.7. Introducing several turbines
means that turbulent length scales up to 60R = 2,400m, 48R = 1,920m, and
40R = 1,600m may appear in the computations. The rotors are placed in
(Y, Z) = (6R,2R), (Y,Z) = (8R,2R), and (Y, Z) = (10R,2R), i.e. hub height
is set to 2R. The additional case with high altitude turbulence is comparable
to the S = 12R domain, but not identical since the simulations were run at dif-
ferent clusters with different optimum settings for the grid configuration. Table
5.1 summarises the domain setup including the total number of point, the rotor
resolution, turnaround time, and total simulation time.

Boundary Conditions

Cyclic boundary conditions are imposed in the flow direction as well as on the
lateral boundaries. Symmetry conditions are applied to both the top and bottom
boundary condition, i.e. no cross flow and slip conditions.

Inflow Conditions and Turbine Performance

The current simulations include a prescribed boundary layer with Apgy = 0.4,
Hpwp = 2R, and appr, = 0.1. The vertical velocity profile was shown in Figure
2.4 and Figure 5.1 shows a contour plot of the initial vertical velocity profile
as experienced by the oncoming turbine. Johansen [29] reported power law
coefficients in the range appy, € [0.1 — 0.2]. The prescribed boundary layer is
scaled to have a velocity of unity at hub height, Upy,p. The boundary layer is
also considered neutral as no thermal effects are included in the simulations.
An additional case includes introduction of Mann turbulence at high altitude
of approximately 10% turbulence intensity relative to the velocity at hub height,
i.e. less at higher altitude. The Mann turbulence is introduced continuously
during the simulation using body forces as described in Section 2.1.3. This
approach have been used in several studies to introduce atmospheric turbulence
upstream one or more turbines, see for instance Troldborg et al. [69]. However,
this simulation aims to mimic the case of a fully developed boundary layer
over a wind farm and to investigate whether large scale turbulent structures
from the atmosphere can penetrate the boundary layer formed over the wind
farm. Therefore, the turbulence is introduced above the boundary layer. The
turbulence is introduced at X = 6R, which is directly above the first turbine
and across the domain width from Z = 15R upwards. This level is chosen in
accordance with the height of the boundary layer, which eventually develops
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Figure 5.1: Prescribed boundary layer.
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above the wind farm. The turbulence is imposed according to the vertical
distribution given in Section 2.1.3.

The investigation of adding turbulence at high altitudes is more a qualita-
tive investigation of the overall mixing process and the ability for high altitude
turbulence to penetrate into the wind farm. The cyclic boundary conditions
eventually means that this additional turbulence is added on top of turbulence
generated by the wind farm, which should enhance mixing with the freestream
flow above the boundary layer formed above the wind farm.

5.2 Wake and Flow Characteristics

Figure 5.2 shows instanteneous vorticity plots for a vertical and horizontal plane
through the turbine centre. The top plot shows how vorticity is exchanged
between the rows of turbines across the cyclic boundaries, but larger scales are
still predominantly present in the immediate wake between the rotors. Similarly,
the bottom plot shows large scales are mainly present in the lowest 3R, with
a few large scales extruding higher into the boundary layer. The vorticity is
clearly limited to the lower part of the boundary layer.

(a) XY-plane at Z = 2R.

(b) X Z-plane at Y = 6R.

Figure 5.2: Instanteneous vorticity plot through the rotor centre for S = 12R.
Total of five rotors are marked by solid lines. Bright areas indicate high vorticity.
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Spacing | e | o(Get) [o((%e)’) [ OF | £ [ o(Z) [ TIhN]
12R 0.61 0.10 0.12 7231059 | 0.14 229
16R 0.73 0.10 0.17 72.3 | 0.80 | 0.12 263
20R 0.80 0.10 0.19 7241 088 | 0.11 267

Table 5.2: Mean and standard deviation of the velocity at hub height, standard
deviation of the velocity at hub height cubed, mean tip speed, mean normalised
power, standard deviation of normalised power and mean thrust of the last
1,500s for the three infinite wind farm simulations with spacings 12R, 16 R, and
20R.

5.3 Turbine Performance History

The operational history of the turbines in terms of inflow velocity and power
production for the three simulations is shown in Figure 5.3. The inflow velocities
at hub height are comparable to Figure 4.6 although the PBL appears to stabilise
the flow faster to avoid the large initial decrease. Clearly, larger spacing leads
to larger velocities, hence power production, but less than for the idealised
case. The above rated power peak for S = 20R around ¢ =~ 1,000s is due to a
simulation restart, where the turbine overshoots the rater power before it adjusts
correctly to the flow. The basic turbine statistics are summarised in Table 5.2.
The simulations of S = 16R are almost identical with and without PBL(see
Table 4.2) except the thrust is lower in the former case. The increase in velocity
at hub height with increasing spacing is still clear, but much more pronounced
with PBL. It suggests the vertical shear enhance the wake recovery for large
turbine spacings(S > 16R), while small turbine spacings confine the flow and
hence the wake recovery. The mean inflow velocity is only 0.61 at hub height
for 12R, which is the reference velocity for the controller. Power production is
up to 88% of rated for S = 20R. However, the power yield is lower than the
idealised cases shown in Chapter 4, particular for S = 12R, where the presence
of the PBL decreases the power yield from 87% to only 59%.

There is no apparent variation in inflow fluctuations(all 0.10), and the cubed
standard deviation is increasing with increasing spacing, opposite to the results
reported in Table 4.2. The standard deviation in power production is still in-
creasing for decreasing spacing, but suprisingly the variation exceeds the varia-
tion of velocity fluctuations cubed for S = 12R. This suggests that the controller
is struggling in this scenario. The turbulence intensity relative to mean velocity
at hub height(as opposed to freestream) is 16.4%, 13.7%, and 12.5% for spacings
12R, 16R, and 20R, respectively. This is a minor increase compared to 14.9%,
12.5%, and 10.6% without PBL.

Qualitative Comparison with High Altitude Turbulence

The turbine performance with S = 12R is compared with the special case
of adding additional atmospheric turbulence at high altitudes between t €
[989s,1,989s]. The velocity at hub height and normalised power for the two
cases are plotted in Figure 5.4, and initially the two simulations are identical
before the addition of the turbulence alters the simulations. The figures also
reveal how the addition of HAT at times gives rise to higher fluctuations, which
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Figure 5.3: Normalised power and thrust in an infinite wind farm including PBL
with spacings of 12R, 16 R, 20R. Legend: : S=12R. : S=16R.
: S =20R.
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gives rise to a minor increase in the statistics of this period as presented in
Table 5.3. The addition of HAT yields a power production of 0.71 as opposed
to 0.66 for the examined period, which is also accompanied by an increase in
fluctuations.

The comparison indicates that the additional turbulence does enhance the
mixing process with overlaying boundary layer slightly. The effect is still minor
relative to the added 10% turbulence intensity, which indicates the difficulties
for atmospheric turbulence to penetrate the boundary layer formed over the
wind turbines. Therefore, the additional mixing is assumed to be caused pre-
dominantly by the largest structures in the HAT, which can deliver large burst
of energy into the interior of the wind farm. The internal turbulence is still
dominanted by the turbulence added by the wind turbines, as also noted by
Frandsen and Madsen [21].
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(a) Velocity at hub height.
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(b) Normalised power.

Figure 5.4: Normalised power and thrust in an infinite wind farm with spacings
of 12R with and without high altitude turbulence(HAT).
Legend: —— : S = 12R. —— : S = 12R with HAT.
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Spacing U | g(Ype) | o((Y2)®) | QR | £ | o(&) | T[kN)
12R 0.65 0.11 0.14 72.3 |1 0.66 | 0.12 242
12R+ HAT | 0.67 0.12 0.17 723 1 0.71 | 0.14 249

Table 5.3: Mean and standard deviation of the velocity at hub height, standard
deviation of the velocity at hub height cubed, mean tip speed, mean normalised
power, standard deviation of normalised power and mean thrust of the t €
[989s, 1,989s] for the infinite wind farm simulations with spacings 12R with
and without HAT. Note, the difference in period changes the values compared
to Table 5.2

5.4 Mean and Turbulent Quantities

The statistical convergence of the turbulent quantities are left out for brevity,
but Section 4.5 describes the details of a similar analysis. The converged tur-
bulent quantities are summarised in Table 5.4, similar to Table 4.3. The mean
velocities show a similar trend to the velocity at hub height, although the ap-
plication of PBL gives an increase in mean velocity for S > 16R due to the
shear in the vertical, which yields higher velocities above hub height. The mean
lateral velocities are increased for all cases, while the vertical components are
decreased except for 12R. This indicates how the streamwise and lateral compo-
nents are enhanced due to the vertical confinement near the ground. A similar
trend is observed in the velocity fluctuations with equal or minor increases in
the streamwise and lateral fluctuations, while the vertical fluctuations are equal
or less compared to the idealised case without PBL. The Reynolds stresses and
TKE production naturally follow the same trends.

Figure 5.5 depicts the mean streamwise velocity overlaid by the inplane av-
erage streamlines for all three simulations. The results have been duplicated
two or three times in the lateral direction to improve the visualization of the
inplane circulation and the vertical symmetry lines along the cyclic boundaries
are marked. There are distinct wake deficits in the streamwise velocity around
the wind turbines, and the wake deficit(blue colors) are both higher and ex-
tends over a larger area for S = 12R while it is less pronounced for increased
spacings, see the undisturbed PBL in Figure 5.1 with the same colorscaling for
direct comparison. The wake deficits also extend in the vertical to approxi-
mately 10R, 8R, and 6R for the three cases, predominantly to the right of the
turbine due to the wake rotation. This effect appears as lateral waves in the
mean streamwise velocity. The level of the lateral waves indicate the boundary
layer, which develops above the infinite wind farm. The waves also coincide
with the inplane streamlines. There are two significant circulation cells for 12R,
a smaller to the left of the turbine and a larger cell to the right, which facilitates
downwash of momentum from more than 20R vertically. This illustrates how
the wake interaction is limited by the ground and merging wakes and can only
expand upwards as described by Frandsen et al. [20]. The inflow to the rotor is
from below, and the circulation in the immediate vicinity of the turbine for the
three cases are given in Figure 5.6. The inplane streamlines for 16 R and 20R
are diverging around the turbine, similar to the divergent streamlines portraited
in Figure 4.10, which excluded the effect of PBL. The inplane circulation cells
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Quantity 12R 16R 20R
AT yinls] 1,260 — 3,540] | [1,500 —2,100] | [1,140 — 1,500]
RMS(T) 0.79 0.85 0.87
RMS(V) 9.8-1073 11-1073 11-1073
RMS(W) 12-1073 6.7-1073 9.2-1073
RMS(\u'?) 0.12 0.10 9.6-1072
RMS(\/v'?) 9.2.102 8.7-102 8.1-102
RMS(\w'?) 8.5-1072 7.8-1072 6.9-1072
RMS(7,z) 14.1073 10-1073 9.3-1073
RMS(7,,) 8.7-1073 7.7-1073 6.7-1073
RMS(r..) 7.4-1073 6.1-1073 4.8-1073
RMS(7,,) 2.5-1073 1.9-1073 2.3-1073
RMS(7,.) 3.2.1073 2.7-1073 1.8-1073
RMS(7,.) 3.9.-1074 3.5-1074 3.4.104
RMS(7,,90) 1.5-107* 7.6-1075 8.9-1075
RMS(r,. %) 2.6-107* 2.2-107* 1.1-107*
RM S (7, ) 8.8-107° 9.3-107° 7.6-107°
RMS(7,. %) 6.0-10°6 41-106 3.9.10°
RMS(r,, %) | 55.107 3.5-10°6 3.6-10°6
RMS(r,, 9% 9.0-107° 7.1-107° 6.2-107°
RMS(P) 3.5-107* 2.5-1074 1.6-1074

Table 5.4: Mean RMS values of the converged turbulent quantities within £2R
and the limits of the temporal window AT,,;, for 12R, 16 R, and 20R with PBL.

Notice, quantities are dimensionless.
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are less pronounced for the larger spacings, and do not govern the momentum
transfer into the incoming wake to the same degree. The circulation cells show
how the large spacing is large enough to facilitate the transfer of new momen-
tum into the wake from the surroundings as the wake recovers between the
turbines. Contrary, the inflow appears confined by the small spacing and the
inflow mainly occur from below, which significantly lowers the wake recovery,
hence the average velocity seen by the turbine.

Figure 5.7 shows the lateral and vertical mean streamwise velocity and fluc-
tuation profiles through the rotor center,i.e. Z =2RandY =6R,Y =8R, and
Y = 10R, respectively. The vertical velocity profiles show a clear wake deficit
covering the rotor extend. The velocity is accelerated to be larger than the
initial prescribed velocity above approximately 14R for S = 12R and S = 20R,
which is the rational behind applying HAT above 15R. The horizontal velocity
profiles reveal significant decreases in the streamwise velocity between the indi-
vidual rows for 12R and 16R, i.e. the turbines block and force the flow to go
above the turbines, while 20R is unconfined and gives rise to a minor speedup
between the rows, which again assist in the aforementioned mixing.

The fluctuation profiles are comparable, particular for S = 16R and S =
20R, which are practically identical, while S = 12R is slightly higher. The
fluctuations decrease to approximately 5% above and between the turbines.

The remaining turbulent quantities are very similar to those presented in
Chapter 4, although confined by the ground. For brevity, only the total TKE
production is shown in Figure 5.8. The TKE sinks are still within the rotor area,
while the sources are in the shear layer above the turbine. The TKE production
beneath the turbine is virtually neutral for all three cases.

5.5 Proper Orthogonal Decomposition

POD is applied to the three simulations with PBL for the last 1,500s within
+1R around the turbine. POD gives 2,796 modes, but only the first 100 cu-
mulative POD coefficients are summarised in Figure 5.9 and Table 5.5. The
POD coefficients are very similar to those reported in Section 4.8 although the
first POD modes contain slightly larger amounts of the turbulent kinetic energy.
50% of the variance is captured by the first five, four or even three POD modes
for S = 12R, S = 16R, and S = 20R. The first 100 modes contain 87 — 89%
of the turbulent kinetic energy for all three cases, similar to those reported in
Section 4.8.

Spatial POD modes

Figures 5.10-5.13 shows the first 20 POD modes of the streamwise velocity over-
laid by the lateral and vertical streamlines for the three simulations. Several of
the first POD modes shows dipole structures, very similar to those presented in
Figure 4.27. Similarities in terms of patterns, which are occasionally rotated.
The inplane wake rotation is captured in POD mode 4 — 5 for all three simula-
tions. Several of the other POD modes are comparable with and without PBL,
e.g. quadrupole structures in mode 7 for S = 16R and S = 20R. Deriving
similar POD modes imply that the vertical shear is mainly captured by the
mean velocity and that the turbulence inherent to the turbines are comparable,
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Figure 5.5: Mean streamwise velocity (UQO) and streamlines for the average

inplane circulation (Ul0 and UEO) Results are duplicated two or three times in the
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Figure 5.8: TKE production in the lower PBL. Notice, TKE production levels
are dimensionless.
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Figure 5.9: Cumulative POD coefficients with PBL. Legend: —— : S = 12R.
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SN A | 12R | 16R | 20R

1 0.18 | 0.20 | 0.22
1-2 0.33 | 0.36 | 0.43
1-3 0.42 | 045 | 0.51
1-4 0.47 | 0.50 | 0.55
1-5 0.51 | 0.54 | 0.59
1-6 0.54 | 0.57 | 0.62
1-7 0.57 | 0.60 | 0.65
1-8 0.60 | 0.62 | 0.67
1-9 0.62 | 0.64 | 0.68
1-10 | 0.63 | 0.65 | 0.69

1-20 | 073 | 0.74 | 0.77
1-50 | 0.82 | 0.83 | 0.85
1—-100 | 0.87 | 0.88 | 0.89

Table 5.5: Cumulative energy content of key POD modes for 12R, 16 R, and
20R with PBL.
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which in turn indicate that the ground only has minor influence on the dominant
structures.

The similarities of the POD modes to the work of Saranyasoontorn and
Manuel [56] were discussed in Section 4.8. Here, the dipole structures are present
in the first POD modes, while the quadrupole structure of POD mode 3 by
Saranyasoontorn and Manuel is present in mode 6 for S = 12R and mode 7 for
S =16R and S = 20R.

Saranyassontorn and Manuel [57] also examined an alternative sorting(as
opposed to sorting purely by variance) to better account for yaw loads based
on symmetry considerations. However, the present work deals with a three-
bladed rotor as opposed to a two-bladed rotor in the case by Saranyassontorn
and Manuel, and therefore symmetry is naturally broken and such considera-
tions are of less importance. Furthermore, their input flow field was based on
stochastic turbulence derived from a Kaimal spectrum, which naturally leads to
symmetries in the flow.

Similar to the work of Saranyasoontorn and Manuel, the presented POD
modes form the basis for constructing a new dynamic wake model in Chapter
6.

5.6 Summary

Three simulations of infinite wind farms with three different spacings were ex-
amined. The infinite wind farm situation is achieved by applying cyclic bound-
ary conditions in the streamwise and lateral directions as well as imposing a
prescribed boundary layer.

An additional simulation with atmospheric turbulence imposed at high alti-
tudes was compared to the basic simulation with turbine spacings of 12R. The
qualitative comparison showed a minor increase in inflow velocity and power
production due to the additional turbulence.

The presence of a boundary layer decrease the wake recovery for small tur-
bine spacings, because the recirculation and turbulent mixing between the tur-
bines are confined. Conversely, the inflow velocity is increased for large turbine
spacings in the presence of a boundary layer, because the velocity between the
turbine rows increase and enhance the turbulent mixing. The turbulence inten-
sity in the rotor area is comparable to the three simulations presented in the
previous chapter, which excluded the effect of an atmospheric bounday layer.

The large coherent structures were derived as POD modes and examined.
The POD modes revealed remarkable resemblance with the POD modes derived
in Chapter 4 implying the vertical shear is mainly captured by the mean velocity
and the large turbulent scales inherent to the turbines are comparable. The
investigated POD modes form the basis of the wake models described in Chapter
6.

97



[\
N

OR
ngs 12R, 16 R, and 20R with PBL.

(n) POD mode 5
S =16R

Figure 5.10: Spatial POD modes 1-5 for spaci

i
Jhus JARAREANY,

=

—7

=<
=——— NS

o —

N N N N N






3 \ '
)

ﬁ 7 (

1

Y
(m) POD mode 15
S =12R

(n) POD mode 15
S =16R

Figure 5.12: Spatial POD modes 11-15 for spacings 12R, 16R, and 20R with
PBL.

100



=
=

20 }((/«\‘“

! \“"':\, )
10
Y

=y

7 ]Illll Ttk
1 ' 11

(m) POD mode 20 (n) POD mode 20 (o) POD mode 20
S =12R S =16R S =20R

Figure 5.13: Spatial POD modes 16-20 for spacings 12R, 16R, and 20R with
PBL.
101



Chapter 6

Wake Models

This chapter describes the construction of two wake models of the flow deep
inside an infinite wind farm. Both are based on truncating the full flow field
by only including a limited number of the spatial POD modes determined in
the previous chapter. The POD modes constitute an optimal orthogonal basis
for the reconstruction of the variance in the flow, i.e. the turbulent kinetic en-
ergy. The first model approach is in the following simply denoted POD, as it
based on direct reconstruction of the flow with a limited number of POD modes.
The second model includes an additional temporal truncation to give a further
REDuced Order Model and hence abbreviated REDOMO( Latin: to break, to
tame). The temporal truncation only includes the most dominant frequencies
derived from the temporal eigenfunctions. Hence, REDOMO is directly based
on POD. The reconstructed flow fields for the three infinite wind farm scenar-
ios(excluding the HAT simulation) presented in Chapter 5 are investigated and
compared to the full flow fields extracted from the CFD simulations.

The full and reconstructed flows fields are used as inflow conditions for full
aeroelastic computations in Flex5 and the effectiveness of the wake models are
assessed and verified by comparing the resulting power production and principal
loads. The power production and loads are compared through time series, spec-
tral analysis, statistics, and finally equivalent loads, described in Section 2.5.1.
Notice, that the present computations corresponding to the full flow fields might
differ from the turbine performance reported in the previous chapter. The tur-
bine was previously fully coupled to the Navier-Stokes simulations and hence it
responds to the entire flow field in the CFD computations, where the turbine
in the following responds to the velocity components extracted from a plane
1R upstream the rotor. This generally gives rise to a minor increase in mean
velocities as experienced by the turbine, but the differences are of minor im-
portance as the aim is to verify the wake models against the full flow with the
corresponding turbine performance and loads.

6.1 Reconstructing the flow using POD and RE-
DOMO

The theoretical background and difference between the two proposed wake mod-
els are described in Sections 2.3 and 2.4, and the specific details are elaborated
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in this section.

Figures 4.24 and 4.25 presented an example of a temporal eigenfunction and
corresponding spectrum for the first POD mode. The POD model includes the
full temporal eigenfunction in the reconstruction, while REDOMO truncates
the reconstruction by determining the dominant frequencies and subsequently
determine scaling parameters based on a linear least squares fit to the full flow.

Figures 6.1-6.3 presents two different spectrums of the temporal eigenfunc-
tions for the first 20 POD modes for all three simulations, i.e. S = 12R,
S =16R, and S = 20R with PBL. The blue shaded spectrums show spectrums
of the eigenfunctions, while the red shaded spectrums show the spectrums of
the corresponding gradients of the temporal eigenfunctions. Spitler et al. [65]
outline the importance of the higher velocity gradients for assessing the turbine
loads, and hence the effect is also examined here by inclusion in REDOMO.
The spectrums are normalised by the amplitude of the peak frequency, which
are marked by blue circles. The peak gradients are similarly marked by red
circles. Clearly, the most energetic structures are located on the lower frequen-
cies. Several of the peak frequencies are directly aligned for S = 12R and
S = 16R. The aligned peak frequencies reveal how mode pairing occasionally
occur both spatially and temporally, e.g. modes 3 and 4 for S = 12R have
similar fp; ~ 0.005Hz. The peak frequencies are slightly more scattered for
S = 20R, but still in the same range. The peak gradient frequencies are at
higher frequencies and there is generally an increase in frequency for increasing
POD mode. The spectrums also generally change from a single or a few peaks
to numerous peaks for increasing POD mode. This shift indicates that the
turbulence capture by the higher modes become more and more homogeneous.
This trend towards more homogeneous turbulence was also revealed by the cu-
mulative POD coefficient in Figure 5.9. The dominant frequencies are used in
REDOMO by assuming that the energy can be lumped onto these frequencies
by determining appropriate scaling parameters.

The scaling parameters (.., are determined by minimizing ||u; — 0j|?, as
described in Section 2.4. The obtained Sy ,-values decrease rapidly with in-
creasing POD mode, but the Sy n,,-values are not shown for brevity.

In the following, M is the number of peak frequencies used in REDOMO for
each POD mode. The special case of including the higher gradient frequencies is
denoted with My, which includes an equal number of peak and high gradient
frequencies, e.g. Hyg = 6 corresponds to the three peak frequencies and the
three highest gradient frequencies. Only a limited number of peak frequencies
are used as REDOMO otherwise loose its appealing simplicity.

6.2 Reconstructed Flow Characteristics

Figure 6.4 shows three examples of the instanteneous velocity field extracted
from the three CFD simulations. Figures 6.5 and 6.6 depict the corresponding
reconstruction using POD and REDOMO, respectively. The efficiency of POD
in reconstructing the turbulent flow is indisputable for S = 12R and S = 16R.
The general distribution with higher velocity in the top left corner and lower
velocity in the lower right is captured using only a couple of POD modes, while
adding more POD modes results in capturing the finer details. The recon-
structed flow is very comparable to the full flow field using 20 POD modes,
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Figure 6.3: PSD for S = 20R normalised by peak frequency. The most energy
containing frequency is marked by a blue circle and the highest velocity gradient
frequency is marked by a red circle.

and practically identical for 100 modes, even the inplane circulation. Similar
agreement is achieved for S = 12R. The highest local peaks are not fully re-
constructed, which shows the filtering effect of POD. The filtering effect is even
more pronounced for the POD reconstruction of S = 20R. This example is in-
cluded to show that there are instances, where the instanteneous reconstruction
is less comparable. The reconstruction particularly fails to capture very high or
very low velocities.

Y Y Y
(a) Full flow for (b) Full flow for (¢) Full flow for
S=12R S =16R S =20R

Figure 6.4: Instantaneous velocity extracted 1R upstream the first turbine for
all three simulations with PBL.

Figure 6.6 only shows the REDOMO reconstruction for S = 16 R, but for a
range of spatial POD modes and frequencies. The left column shows the RE-
DOMO flow field generating using only the most dominant frequency for each of
the temporal POD eigenfunctions. Clearly, the instanteneous details of the flow
are not sufficiently described. The high velocity areas are located in the upper
plane, but on the right as opposed to the left in Figure 6.4. Only minor differ-
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Figure 6.5: POD reconstructions of the instanteneous velocity in Figure 6.4 for
various number of POD coefficients(K) for all three simulations with PBL.
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ence are obtained by adding more POD modes. The middle column using three
peak frequencies yield slightly better comparison, although the effect of adding
more spatial POD modes is neglectible. The third column gives markedly better
results by capturing the correct distribution for K > 8 by using the three peak
frequencies and the three peak gradient frequencies. However, the reconstructed
flow is still clearly filtered and does not reach the correct velocity levels. This
indicates that the dynamic nature is predominantly captured by the temporal
eigenfunctions, and that a temporal truncation is potentially problematic.

Figures 6.7-6.10 depicts the filtering effect on a more global scale in terms
of the instanteneous turbulent kinetic energy for the full flow and the POD
reconstruction for S = 16R with K = 2, K = 12, and K = 100. The in-
stanteneous TKE is computed using Equation 2.19 but omitting the temporal
averaging. TKE is the most appropriate measure of the reconstructed flow field,
since POD is based on optimising the variance, i.e. TKE. The spatial coordi-
nates have been unfolded along the ordinate to give the variance with time along
the abscissa. The contours are scaled equally in all figures to enable a direct
comparison of the global patterns. The full flow field is very busy, yet there are
clear evidence of large coherent structures as broad bands of elevated and low-
ered regions spanning the majority of the spatial extend. The following figures
show how the inclusion of additional POD modes adds more and more TKE to
the flow so the reconstructed flow field eventually capture the same patterns and
resemble the full flow field, also on a global level. As such, there are only minor
differences between the full flow field and the reconstructed flow field using the
first 100 POD modes(88% of the TKE). Any minor difference arise in areas of
very high or very low TKE.

The global TKE for REDOMO is not shown, since the filtering is so strong
that it yields a very poorer comparison and reconstruction of the flow field.
REDOMO results will still be presented, but focus is on the POD wake model
in the following.

The figures show how POD can reconstruct the flow fields to any degree
necessary. It is merely a matter of including more POD modes. Therefore, the
most pertinent question is naturally how much information must be retained to
adequately describe the flow field as experienced by the wind turbine.

6.3 Verification of Models

The question of how much information and complexity is needed is examined
through numerous aeroelastic calculations using Flex5. The full flow field ex-
tracted from the CFD simulations as well as several reconstructed flow fields
are used as input to Flex5. An additional reference case of stochastically gen-
erated Mann turbulence is included in the comparison when reasonable. The
aeroelastic computations are conducted for 1,500s to keep in line with the pre-
vious analyses, which is two and a half times the standard period of 600s for
aeroelastic computations. The resulting performance and loads on the turbine
are examined as a verification of the proposed wake models. The verification
focusses on the inflow velocity at hub height, power production, the local edge-
and flapwise moment on the individual blades as well as yaw and tilting mo-
ments acting on the entire turbine. The investigated parameters are usually
taken as a good measure of the turbine loads and performance, e.g. Hansen
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Spacing U#b U(U%) U(ULO) O'(UEO)
12R 9.6 0.12 0.10 9.2.1072
16R 11.5 0.10 9.6-102 | 85-102

20R 120 | 0.10 | 88-1072 | 751072

Table 6.1: Statistics for full low and generated Mann turbulence.

[24]. The principal parameters are examined through direct comparison of time
series, spectral and statistical analysis, and equivalent loads. The statistics are
calculated for the entire period, although shorter time series are generally shown
for clarity.

Additional flow fields of Mann turbulence(Section 2.1.3) are generated. Three
turbulence boxes of 6.4R x 6.4R x 1,000R are generated. The size of the boxes
are chosen to allow for inclusion of large scales and to obtain a resolution com-
parable to the numerical simulations, i.e. 20 — 22 points per blade. Boxes of
2R x 2R are extracted from the larger boxes as input to Flex5. The turbulence is
generated based on the mean streamwise velocity of the full flow over the rotor
area. The rotor hub height of 2R is used as input and roughness is neglected (sea
state). The turbulence has finally been scaled to match the standard deviation
of each of the velocity components in the full flow. Table 6.1 summarise the
turbulent quantites for the generated Mann turbulence. The quantities differ
slightly from those reported in Table 5.4, because the used values are calculated
within +1R.

6.3.1 Temporal Verification

The velocity at hub height is given in Figure 6.11 for all three simulations
and for a variety of reconstructed flows and with the full flow as reference.
The figure only shows a period of 300s to visualise the details. The POD
reconstructions are given in the left pane. Reconstructing using only 2 POD
modes gives a fairly good reconstruction for S = 12R, even captures the larger
coherent structures around ¢ ~ 420s, but struggles for larger spacings. POD
yields excellent agreement with the full low for K > 12 for S = 12R and 16R,
but POD generally struggles with recreating the inflow velocity for S = 20R.
This is somewhat surprising since the first POD coefficients where larger for
S = 20R, see Figure 5.9 and Table 5.5. However, the time series gives insight
into the underlying reasons for the poorer reconstruction. The large coherent
structures are of noticeably shorter durations for the larger spacings, i.e. higher
velocity gradients. High gradients are difficult to reconstruct since it resembles
a discontinuity. Retaining such abrupt changes require larger number of modes,
similar to Fourier transform of a jump discontinuity, which gives rise to the well-
known Gibbs phenomenon. Therefore, the first POD coefficients for S = 20R
might contain more energy, but simultaneously demand more POD modes to
capture the shorter and more extreme events, which may not contain large
amounts of energy. The presence of more extreme events of shorter duration
is validated by the smaller RMS values for the streamwise and lateral velocity
fluctuations in Table 5.4. The shorter duration of these extreme events are
presumed to be a direct artifact of the larger spacings, where the flow behind
and between the turbines is less confined by the boundary layer over the wind
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farm. This permits larger structures to penetrate the boundary layer more easily
and add sudden bursts of energy to the flow inside the wind farm.

The REDOMO reconstructions are given in the right pane. The dynamics
of the flow have clearly been filtered out and adding more spatial POD modes
and the high gradient frequencies only yields minor improvements.

The power production is shown in Figure 6.12. The power production is
reproduced very well by all POD reconstructions for S = 12R and S = 16R,
even for K < 12. The poorer reconstruction of the inflow velocity for S = 20R
affect the power production, and only minor improvements are made by adding
more modes. The power production derived from REDOMO also gives a poor
fit, but it is still capable of recreating some of the larger trends, e.g. ¢ =~ 400s
for S = 16R.

Figure 6.13 shows the flapwise moment(Mr) acting on a turbine blade. The
flapwise moment originates from the thrust and deflects the blades downwind.
The figure tells the same story, where POD is very efficient at recreating the
loads for the smaller and intermediate spacings. It also shows how POD for
S = 20R and REDOMO appear to capture the correct frequencies although
with much smaller amplitudes.

The edgewise moments(Mg) are plotted in Figure 6.14 and stems from the
tangential forces on the blades. All reconstructed flows gives very good agree-
ment with the full flow situation, since this edgewise moments are dominated
by gravity as the blades rotates.

The yaw moment(My ) attempts to turn the rotor around the tower axis and
is depicted in Figure 6.15. The excellent reconstruction by POD is particular
pronounced for the yaw moment for the smaller spacings, although a minimum
number of POD modes is required as K = 2 is too few. The remaining re-
constructions results in too small loads. Similar results are shown in Figure
6.16, which gives the tilting moment(My). The tilting moment bends the entire
turbine back and forth, and the yaw and tilting moments are a direct measure
of the large turbulent structures which will try to turn or overturn the turbine
when in a partial wake situation.

6.3.2 Spectral Verification

The Power Spectral Density(PSD) are computed for the loads and compared
to the full flow. The spectral analysis of the flapwise moments for all three
spacing are given for a number of reconstructed flow fields and the reference
Mann turbulence in Figure 6.17. The blade passing frequency 1P = 0.29Hz
and its harmonics are present in all the spectrums, even spectrums derived
from REDOMO. This indicates how even REDOMO resolves large structures,
which are comparable to the actual structures in time, but not in magnitude.
The peaks associated with the blade passing arise because the rotational time of
the turbine is much lower than the passage time of the large coherent structures.
Therefore, each blade passes through the coherent structures of high and low
velocity and are exerted by high and low loads several times for each large
coherent structure. Both wake models capture these peak frequencies, although
REDOMO leads to smaller and very narrow peaks. Adding more POD modes
enables the POD model to capture both peak width and levels of the spectrums
correctly. So the comparison between higher POD models and the full flow is
once again excellent. There are minor discrepancies at higher frequencies, which
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Figure 6.11: Streamwise velocity at hub height for full and reconstructed flows.
Legend: —— : Full flow. : POD: K =2. REDOMO: K =2 and M =1.
: POD: K =12. REDOMO: K =20 and M = 1. : POD: K = 100.
REDOMO: K = 20 and Mpgg = 6.
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Figure 6.12: Power production for full and reconstructed flows.

Legend: —— : Full flow. : POD: K =2. REDOMO: K =2 and M =1.
: POD: K =12. REDOMO: K =20 and M = 1. : POD: K = 100.
REDOMO: K = 20 and Mpgg = 6.
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Legend: —— : Full flow.

REDOMO: K =20 and Myg = 6.
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Figure 6.15: Yaw moment for full and reconstructed flows.

Legend: — : Full flow. : POD: K =2. REDOMO: K =2 and M =1.
: POD: K =12. REDOMO: K =20 and M =1. —— : POD: K = 100.
REDOMO: K = 20 and Mpgg = 6.
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Figure 6.16: Tilt moment for full and reconstructed flows.

Legend: —— : Full flow. : POD: K =2. REDOMO: K =2 and M =1.
: POD: K =12. REDOMO: K =20 and M =1. —— : POD: K = 100.
REDOMO: K = 20 and Mpgg = 3.
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is a natural consequence of the energy filtering. Mann turbulence captures this
slightly better as there is no filtering of the small scales. POD for S = 20R
also give a very good agreement, although it is shifted in magnitude, i.e. fails
to reproduce the correct energy level. Mann turbulence also gives a very good
agreement with the full flow, but it does not match the levels correctly despite
being scaled to the full flow statistics. This difference presumably arise from
the difference in vertical shear.

The edgewise moment spectrum reveal similar tendencies in Figure 6.18.
The dominating frequency previously seen in Figure 6.14 clearly coincides with
a very narrow band around the blade passing frequency 1P. 3P and particular
6P are also very distinct. Several POD modes are required to reach the correct
levels for 6 P. Mann turbulence once again yield a comparable spectrum, but at
a smaller level.

The spectrums for yaw and tilt moments portrait similar trends in Figures
6.19 and 6.20. The dominant frequency is now located at f ~ 3P, because the
yvaw and tilt are moments affecting the entire turbine, not just the individual
blades. Therefore, the turbine is exerted by yaw and tilting moment each time
any of the three blade passes through a large coherent structure, which occurs
at a rate of 3P.

The spectral analysis shows very good agreement between the full flow and
the POD reconstructed flows for small and intermediate spacings. The filter-
ing nature of both POD and REDOMO naturally reconstructs less energy on
the higher frequencies, but dominant peaks and most energetic frequencies are
matched excellently. Despite its crudeness, REDOMO still capture the peak
frequencies in the load spectrums. However, the dynamic response of the tur-
bine is not resolved correctly as the associated peaks are very narrow. Hence,
it does not give rise to the correct damping response of the turbine, as the
spectral width is related to the damping ratio. Stochastically generated Mann
turbulence generally gives a good agreement with the full spectrum, although
with smaller level, so an alternative scaling is potentially possible, but will still
depend on simulated or measured target values.

6.3.3 Statistical Comparison

The turbine performance in terms of power production is governed by the
streamwise inflow velocity at hub height. The different flow cases are in the
following figures referenced according to the following list:

1. O: Full flow, reference case.
2. P1: POD with K = 2.

P2: POD with K =4.

P3: POD with K =8.

P4: POD with K =12,
P5: POD with K = 20.
P6: POD with K = 100.

® N o oo »

R1: REDOMO with K =2 and M =1.
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Figure 6.17: PSD of flapwise moments for full and reconstructed flows for all
three simulations with PBL. Legend: : Full flow. : Reconstructed
flow.
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Figure 6.19: PSD of yaw moments for full and reconstructed flows for all three
simulations with PBL. Legend: —— : Full flow. —— : Reconstructed flow.
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Figure 6.20: PSD of tilt moments for full and reconstructed flows for all three
simulations with PBL. Legend: —— : Full flow. —— : Reconstructed flow.
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9. R2: REDOMO with K =20 and M = 1.
10. R3: REDOMO with K = 20 and Myg = 6.
11. M1: Mann turbulence.

Figure 6.21 shows the mean and standard deviation of the power production
for each simulation. POD underpredicts the mean power production by less
than 4% for S = 12R, while the three REDOMO examples underpredicts by
7%. The power production is modelled very well(< 1% discrepancy) for all cases
with S = 16R, while the larger spacing gives rise to a minor overprediction of
power, but still less than 2% for both POD and REDOMO. POD also match
the standard deviations using K > 2 for S = 12R and S = 16R, while it is
underpredicted for S = 20R. REDOMO yields increasing standard deviation
for increasing spacing, but does not capture the full variability. Neither does
the Mann turbulence, although it is closer for larger spacing.

The higher order statistics in terms of skewness and kurtosis are compared.
The third moment or skewness s is computed as

E(X —p)?
where p is the mean of the signal X and o is the standard deviation. E repre-
sents the expected value of X — p. Similarly, the fourth moment or kurtosis is

computed as .\
E(X —

o — (074”) (6.2)
The skewness and kurtosis express the shape of the probability density func-
tion(PDF) of a given signal. REDOMO cases are disregarded, since the higher
order statistics are poor and hence distort the scale for direct comparison be-
tween the statistics of the full flow, POD, and Mann turbulence. Figure 6.22
portrait an example of a PDF for the tilting moment for S = 16 R. The first
POD reconstructions show a narrower and more peaked distribution, while POD
quickly adapts towards the PDF of the full flow when including more modes.
Mann turbulence also yields a narrower and more peaked PDF. The skewness
is slightly higher for the reconstructed flow indicating how the full flow has a
slightly stronger tendency towards larger negative moments. Kurtosis is a mea-
sure of the outlying points and how peaked the distribution is. The kurtosis of
the tilting moments are close to 3 for the full low and the reconstructed flows for
K > 8. As reference, a normal distribution has kurtosis of 3. The similarity (or
differences) of the higher order statistics are hence expressed by the skewness
and kurtosis in Figures 6.23 and 6.24.

Generally, the skewness are matched well for the small(S = 12R) and
intermediate(S = 16R) spacings for K > 4, while the corresponding skew-
ness for the large spacing(S = 20R) is further from the target. It appears
the small spacing is skewed positive towards higher power, flap-wise, and tilt
moments as opposed to the skewness of larger spacings. Conversely, the large
spacing is skewed positively towards larger edgewise moments. The intermedi-
ate spacing portraits no or very little skewness for power, flap-, edge-wise, and
yaw moments. Mann turbulence is more inconsistent with both good and bad
agreement for both small and large spacings.
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Figure 6.21: Mean and standard deviations of power production for various
reconstructed flows for all three spacings.
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The kurtosis mostly shows good agreement, except for the power and flapwise
moment for S = 20R and particular for lower number of POD modes. The
remaining distributions yield kurtosis comparable to a normal distribution, i.e.
K = 3. The edgewise moment is the exception, but it is constant around x ~ 1.6
for all cases. Mann turbulence also gives good agreement.

1

0.2

PDF 0.1r

L/ -

-3 -1.5 0 1.5 3
Myp[MNm|
Figure 6.22: PDF of tilting moment for S = 16 R. Legend: —— : Full flow.
—:POD: K =2.——: POD: K =12. ——: POD: K =100. ——: Mann

turbulence.

The reconstructed flows are capable of capturing both the low and high
order statistics very well. The high order statistics naturally require more POD
modes, but the statistics are generally preserved for K > 8 for the small and
intermediate spacings. The comparison with Mann turbulence is more mixed
with both good and poor agreements, which is to be expected as the method
does not guarentee that higher order statistics are preserved.

6.3.4 Equivalent Loads Verification

Equivalent load calculations are performed using the reconstructed flow fields
and Mann turbulence, and subsequently compared to the equivalent loads for
the full flow. Calculating equivalent loads enable a direct comparison between
different load situations, where the full flow simulations are assumed represent
the correct loads. The formula for calculating the equivalent loads are described
in Section 2.5.1. Three different material parameters of m = 3, m = 6, and m =
10 are examined, which corresponds to steel, high quality steel and composite
materials, such as fiberglas, see Larsen et al. [35].

The equivalent loads are presented in Figures 6.25, 6.26, and 6.28 for S =
12R, S = 16R, and S = 20R, respectively. The equivalent loads are normalised
by the reference equivalent load derived from the full flow to describe how much
of the total load is captured by the wake models. The equivalent loads for the
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edgewise moments are omitted, since all reconstructions result in more than
90% of the equivalent loads. There is a clear increase in the equivalent loads
as more POD modes are included in the reconstructed flow. The equivalent
flapwise moments increase from 42% to 96% for m = 3 and from 57% to 98%
for m = 10 as K increases from 2 to 100. This also reveal how the same inflow
conditions affect various materials differently. The equivalent loads indicate how
the low frequent loads affect the composite materials more, i.e. the materials
with higher m-values. This adds complexity to the demands in the attempts to
develop a dynamic and detailed wake model, which incorporate all the necessary
frequencies. Similar trends are seen for the yaw and tilting moments, although
the captured percentage of the equivalent loads are lower than for the flapwise
moments. However, POD still results in capturing 62 — 77% of the equivalent
loads for K = 12 and more than 88% for K = 100. REDOMO yields very poor
agreement for the equivalent loads as it only corresponds to 5% — 28% of the
full equivalent loads. Mann turbulence results in loads comparable in size to
those captured by the first 2 — 4 POD modes as it accounts for 49 — 61% of the
equivalent loads.

The equivalent loads for S = 16 R show similar trends while resulting in even
better agreement with the equivalent loads from the full flow. The flapwise mo-
ments are described by 45% for m = 3 and 71% for m = 10 using only 2 POD
modes. This also reveals a pivotal part of the wake model verification. The
proposed wake models are based on an optimal energy filtering of the flow field.
But the wind turbine also acts as a filter as it responds and adapts to the highly
dynamic flow. The controller includes a temporal filter due to the physical re-
sponse time and it filters out high frequencies. Moreover, the spatial extend of
the wind turbine acts as a spatial filter as the controller essentially reacts to
the integrated loads over the entire rotor. This additional filtering explains how
36% of the turbulent kinetic energy gives rise to 45 — 71% of the equivalent flap-
wise loads. This is seen by comparing the equivalent loads with energy content
summarised in Table 5.5. Figure 6.27 shows the cumulative energy content of
the POD modes and the regions enclosed by the equivalent loads of the three
material parameters for S = 16R, i.e. the upper bound is governed by the equiv-
alent loads arising for m = 10 and the lower bound from m = 3. The horizontal
lines represent the equivalent loads from the Mann turbulence. The equivalent
flapwise moment is always larger than the energy content for all three material
parameter. The POD model is on par with Mann turbulence when including
4 — 8 modes, but the POD model outperforms Mann for the flapwise moments
when including K > 12. The reconstructed yaw and tilt moments initially yield
less of the equivalent loads than the included energy would otherwise presup-
pose. However, the reconstructed equivalent loads are once again on par with
the energy content for K > 12 and exceeds the energy content for K > 20. The
stochastic Mann turbulence gives rise to loads equivalent of including up to 4—8
POD modes. This validates how some of the finer scales of the turbulence are
superfluous due the various filtering effects, but also that global loads such as
yaw and tilt require detailed wake models to predict the loads accurately.

Finally, the equivalent loads for S = 20R is shown in Figure 6.28. The
equivalent loads yield a poor comparison, at least compared to the previous
cases. No more than 56% of the edgewise loads are recreated, and only a minor
improvement is obtained by including more modes for m = 6 and m = 10.
Yaw and tilt show a more linear increase and REDOMO actually performs

129



1.0y

Leg
Leq,O 05’
0-07"p1 P2 P3 P4 P5 P6 R1 R2 R3 Ml
(a) Flapwise moment.
1.0
Leg
Leq,O 05’
0-07"p1 P2 P3 P4 P5 P6 R1 R2 R3 Ml
(b) Nacelle yaw.
1.0
Leg
Leq,(J

0.0

P1 P2 P3 P4 P5 P6 R1 R2 R3 M1
(c) Nacelle tilt.

Figure 6.25: Normalised equivalent loads for various reconstructions for S = 12R
with PBL. Legend: mm : m = 3. i : m = 6. I : m = 10.
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Figure 6.26: Normalised equivalent loads for various reconstructions for S = 16 R
with PBL. Legend: mm : m = 3. i : m = 6. I : m = 10.
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comparable to the full POD reconstructions when only using a few POD modes.
Conversely, the Mann turbulence accounts for 65 — 77% of the equivalent loads.
This naturally suggest that the spacing between the turbines are large enough
for the turbulence to approach homogeneous turbulence.

The equivalent loads are captured excellently by the POD reconstructions
for S = 12R and S = 16R as more modes are included in the reconstruction.
The stochastically generated Mann turbulence accounts for equivalent loads cor-
responding to the first few POD modes(2 — 8), as it gives rise to 49 — 73% of
the equivalent loads compared to the full flow situation. Therefore, K > 12
should be used to reap the benefits of the POD model and gain better agree-
ment in terms of equivalent loads compared to simply employing homogeneous
turbulence. Furthermore, the POD modes K > 100 are basically redundant for
the small and intermediate turbine spacings(S = 12R — 16R). Only half of the
equivalent loads are accounted for by the reconstructions for larger spacings,
whereas Mann turbulence accounts for up to 77%, indicating that the flow is
closer to the upscaled homogeneous turbulence.

6.3.5 Verification Summary

The main conclusions from the previous sections with different verifications
are briefly summarised in Table 6.2 for the two proposed wake models and
the generated Mann turbulence. The summary clearly shows that the POD
wake model generally yields excellent comparisons with the full flow for small
and intermediate spacings(S = 12R — 16R). REDOMO performs poorly in
the majority of the verification analyses, while the Mann turbulence generally
performs well, particular for large spacings.

6.4 Outlook and Model Application

The previous sections demonstrate how the POD wake models capture all the
main features of the flow, which subsequently results in comparable time series,
spectrums, statistics, and loads. Conversely, REDOMO fails to capture the
dynamics and is insufficient in reproducing inflows, which leads to comparable
turbine loads. Despite the excellent agreement between the POD wake models
and the full flow, it is important to stress that POD models are not generic and
are incapable of predicting additional inflow fields, e.g. for S = 18 R. Therefore,
a comprehensive database containing a range of simulations is necessary, where
design situations could be extracted from. The present work includes a para-
metric investigation of three different spacings, but it is necessary to examine
the dependency of other parameters.

Spacing has a clear influence on the ability for the wake models to accu-
rately describe the flow as seen in the previous sections, where the wake models
struggled to capture the more spurious events of the large spacing(S = 20R).
Therefore, additional spacings could be examined to test the limits of the model
applications. The current simulations are also based on wind farms with the
same lateral and streamwise separation, which appeared to confine the flow and
hence mixing for the small and intermediate spacings, see Section 5.4. There-
fore, alternative array layouts could be of interest, e.g. an infinite wind farm
separated by 12R in the lateral and 20R in the streamwise. Investigating partly
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Figure 6.28: Normalised equivalent loads for various reconstructions for S = 20R
with PBL. Legend: mm : m = 3. i : m = 6. I : m = 10.
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Verification

POD

REDOMO

Mann

Temporal

Excellent fit for the
small and interme-
diate spacings for
K > 12. Poor fit
for the large spac-
ing.

Generally poor fit
for all spacings, al-
though it captures
the correct frequen-
cies for the flap-
and edgewise mo-
ments.

Not comparable.

Spectral

Excellent fit for the
small and inter-
mediate  spacings
for K > 12, but
the spectral en-
ergy is low on the
higher frequencies.
Mediocre fit for
the large spacing,
because it captures
the correct peak
frequencies, but the
spectral content is
too low.

Captures the cor-
rect peak frequen-
cies, but the peaks
are too narrow and
energy content too
low.

Very good fit, al-
though the spectral
energy is generally
too low.

Statistics

Very good agree-
ment for small and
intermediate spac-
ings for K > 8.

Not comparable.

Mixed results, since
higher statistics are
not preserved.

Equivalent
Loads

Excellent agree-
ment for the small
and intermedi-
ate spacings for
K > 12. Poor or
mediocre agree-
ment for the large
spacing.

Poor agreement.

Good  agreement
for small and inter-
mediate spacings,
comparable to
POD for K < 8.
Very good agree-
ment for large
spacing.

Table 6.2: Summary of the main conclusions from the preceeding verification.
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aligned turbine (sometimes referred to as staggered turbines) are of less interest
due to the dynamic nature of the flow deep inside the infinite wind farm, where
the turbines are constantly experiencing partial wake situations.

The vertical shear is affected by the atmospheric stability, so different pre-
scribed boundary layers should be investigated and a vertical veer might also
be necessary as the size of wind turbines continue to increase, extending further
into the atmospheric boundary layer. However, the similarity between several of
the dominant spatial POD modes described in Section 4.8 and 5.5 suggest that
the main effect of the vertical shear is captured by the mean velocity profile.

Finally, the reported simulations have all been run for one initial inflow veloc-
ity of 15m/s and other velocity ranges should be explored. However, the present
simulations are expected to be somewhat scalable with the freestream velocity.
The expected scalability stems from the full coupling of the non-dimensionalised
Navier-Stokes solver and the turbines, which are governed by the controller. The
time histories and statistics showed how the turbine predominantly operated be-
low rated wind speed (15m/s), and hence the active controller ensured that the
turbine was operating in the same regime of P o< U}, ,. The variability of the
inflow results in a mean wake, which is the combined effect of merging numer-
ous wakes arising from different instanteneous load distributions and different
tip-speed ratios. The effect of tip-speed ratio on the far wake was examined in
Chapter 3, which showed that the near wake is different for different tip-speed
ratios, but also how the far wake velocity profiles approach self-similar gaus-
sian velocity profiles. Self-similarity is also assumed by Frandsen et al. [20],
and self-similarity implies that the wake is scalable with Arg or Cp. Frandsen
et al. [20] scaled the asymptotic velocity to Cr, see Section 4.6. Figure 6.29
shows the local Cp distribution for a range of tip-speed ratios from Apg = 3.6
to A\ps = 12.7, i.e. an analysis similar to the sweep curve in Figure 2.2 with
uniform inflow. The figure reveals three discernible regimes. The first regime of
high tip-speed ratios(Ars = 12.7) leads to a radially increasing Cp distribution,
which peaks near the blade tip. The second regime yields a nearly uniform load
distribution for Ars = 6 — 9, which is usually the preferred operational range
for a wind turbine. Cp has maximum closer to the root and decrease radially
in the third regime for tip-speed ratios of 5 or less. The mean streamwise veloc-
ities at hub height(Table 5.2) all corresponds to tip-speed ratios in the second
regime(Ars = 6 — 9), where the load distributions are comparable and almost
uniformly distributed. Furthermore, the increased turbulence between the tur-
bines will assist in breaking down any instanteneous differences and remnants
of the near wake before the wake reaches the following turbine. Hence, it is
conjectured that the POD wake models are scalable within the second regime.
Shifting the results presented in Figure 6.21 indicates that the POD wake model
can be employed for Uy € [8 — 15]m/s for S = 16R, which then yields average
velocities at hub height U, € [6 — 12]m/s. An additional number of simula-
tions could be run to cover the above rated regime, where the power production
is kept constant by pitching the blades.

6.5 Summary

Two different wake models denoted POD and REDOMO were examined and
compared to the full flow and stochastically generated Mann turbulence. The
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instanteneous flow characterics were captured excellently by the POD model,
while REDOMO resulted in a poor representation of the flow field. POD also
gave good agreement with the full flow on a global level in terms of the instan-
teneous TKE. The performance of the models were assessed by using the wake
models as input to full aeroelastic calculations performed in Flex5. REDOMO
generally gave poor agreement and appeared less applicable despite its appeal-
ing simplicity. The applied filtering is too strong and dominant dynamics are
discarded. Conversely, POD yields excellent agreement with the full flow, par-
ticular for small and intermediate spacing(S = 12R — 16 R) when using K > 12
POD modes. Stochastic Mann turbulence gave rise to equivalent loads compa-
rable to the POD reconstructions using K € [2 — 8]. POD resulted in mediocre
comparison for large spacing(S = 20R), which was attributed to the presence of
spurious burst of energy, which appear as discontinuities. Homogeneous Mann
turbulence gave better comparison for large spacings(S = 20R).

The overall agreement was excellent for POD in term of time series, spec-
trums, higher order statistics, and most importantly the loads exerted on the
turbine. Therefore, the proposed POD model was verified to meet all three cri-
terias outlined by Sanderse [55] in the Introduction. The proposed POD model
is not composed of several submodels dealing with each performance criteria,
but inherently fulfill the criterias by retaining the dominant dynamics of the
flow.
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Chapter 7

Conclusions

Several numerical simulations of wakes and wake interaction between numerous
wind turbines have been conducted and the results have been presented. The
general Navier-Stokes solver, EllipSys3D, and LES have been employed for the
numerical simulations, and the wind turbines are modelled using the Actuator
Line method. The overall aim of the present work has been to analyse the
turbulent flow deep inside large wind farms in order to derive a dynamic wake
model based on the simulated physics.

The wake development behind a single turbine was initially examined in
Chapter 3. Two simulations were presented for different tip-speed ratios and
Crp-values, i.e. a highly loaded rotor and a rotor operating on or close to its op-
timal tip-speed ratio. The wake development was shown to be governed by the
tip-speed ratio and the analysis highlighted the downstream development and
differences between the two cases. The wake exhibited large scale motions and
the wake centre was determined by a centre of mass approach, which indicated
that the wake centre moved up to 1.6R from the centerline. Proper Orthogonal
Decomposition(POD) was applied to extracted slices of the three velocity com-
ponents, and the convergence of the POD modes was examined to determine
the necessary number of slices. The spatial POD modes revealed large coher-
ent structures in the wake and several portraited clear symmetric patterns, e.g.
dipole, quadrupole, and hexapole structures.

Three idealised cases of infinitely long rows of turbines were simulated and
investigated in Chapter 4. The turbulent quantities were deemed statistically
converged across all the presented simulations for a temporal window of 1, 500s.
The statistics proved a clear dependency on spacing, e.g. increased mean ve-
locity for increased spacing due to enhanced mixing and wake recovery. The
mean velocities were compared to the analytical models by N. O. Jensen [28]
and Frandsen et al. [20]. The former showed very good agreement, while the
latter was essentially calibrated to fit the CFD results. The turbulent flow quan-
tities revealed how the turbulent kinetic energy production is associated with
the tip vortices and occurs in an annular band around the turbine. The turbu-
lent kinetic energy was conversely shown to be extracted within the rotor area.
The basic hypothesis of the Dynamic Wake Meandering model, that the large
wake motions are governed by the large atmospheric scales, was investigated.
Large scales were demonstrated to be inherent to the wake interaction deep in-
side large wind farms as the simulations excluded the influence of atmospheric
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turbulence. Furthermore, the analysis highlighted difficulties involved with de-
scribing the wake as a passive tracer in a moving frame of reference, which is
another fundamental part of the Dynamic Wake Meandering model. The cross
correlations were computed as a measure of the integral length scales and to
assess the impact of the cyclic boundary conditions, which was deemed minor.
POD was applied to velocity components extracted from these simulations as
well, and the corresponding POD modes also revealed large coherent structures
and symmetric patterns.

The infinite wind farm scenario was simulated in Chapter 5 with a pre-
scribed boundary layer for three different lateral and streamwise spacings. The
vertical shear amplified the findings from the idealised rows, i.e. wake recov-
ery was enhanced for large turbine spacings and reduced for small spacings.
The turbine spacing was shown to have a significant impact on confining the
flow, as the flow was confined between the rows of turbines for small and in-
termediate spacings(S = 12R — 16R). The effect was reversed for the large
spacing(S = 20R) as the flow between the turbines was even accelerated, lead-
ing to a further increase in wake recovery. The ability of high altitude turbulence
to penetrate the boundary layer over the wind farm was investigated qualita-
tively, which resulted in a minor increase in turbulent mixing and wake recovery.
The derived POD modes were often comparable to those derived from the ide-
alised row scenarios, which suggest that the inplane spatial extend of the large
coherent structures are comparable for the two scenarios, irrespective of the
vertical shear in the streamwise velocity profile.

POD formed the basis for two proposed wake models, which were constructed
in Chapter 6. A direct reconstruction using the first POD modes and a sim-
plified model(REDOMO), where the dominant frequencies were identified from
the temporal eigenfunctions and scaled to fit the full flow in a least squares
sense. The instanteneous flow dynamics and the global turbulent kinetic energy
were reconstructed excellently by the POD models, while REDOMO generally
struggled to capture the dynamics. The model verification was conducted using
flow fields derived from the wake models as input to aeroelastic computations
followed by comparing the turbine performance and response with those cor-
responding to the full flow extracted from the CFD simulations. The models
were also compared to stochastically generated Mann turbulence with the same
turbulent properties. The spectral analysis generally gave rise to the correct
shape of the spectrums derived from the Mann turbulence, although the spec-
tral densities were too low, suggesting the possibility of deriving a different
scaling for the stochastic turbulence. The stochastic turbulence was also shown
to account for 49 — 77% of the equivalent loads. The Mann turbulence gave par-
ticularly good agreement for the large spacing(S = 20R), which indicates that
the turbulence eventually approach homogeneous turbulence, if the turbines are
far enough apart. REDOMO could seldomly capture the dynamics of the flow,
which gave rise to poor agreement with the full flow. The POD wake model was
verified to give excellent agreement in terms of time series, spectrums, higher
order statistics, and equivalent loads for small and intermediate turbine spac-
ing. POD only resulted in a mediocre comparison for large turbine spacings
due to the presence of more spurious events. These bursts were more discon-
tinuous for larger spacings, since the flow above and between the turbines was
less confined. The verification revealed that the POD wake model should be
constructed using 12 or more POD modes to consistently reap the benefits for
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small and intermediate turbine spacings compared to merely employing stochas-
tic and homogeneous turbulence. For large turbine spacings, the homogeneous
turbulence outperforms the POD models.

The present work has verified the applicability of POD based wake models,
which enables fast and reliable computations of the highly complex and dynamic
turbulent flow deep inside large wind farms. The dynamics of the proposed wake
model delivers a key component in terms of fulfilling all three criterias outlined
in the Introduction by a single wake model, where the kinematic models fail to
predict the dynamic power production and loads. The derived dynamic inflows
broadens the potential applications of the wake model to include both individual
turbine design as well as optimizing wind farm layout and wind farm control.
However, extending the proposed wake model to other scenarios demands a com-
prehensive database, where the appropriate model components can be extracted
from in order to quickly generate detailed inflow conditions.
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