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ABSTRACT

The newly developed $k-\varepsilon-f_P$ eddy viscosity model is applied to double wind turbine wake configurations in a neutral atmospheric boundary layer, using a Reynolds averaged Navier-Stokes solver. The wind turbines are represented by actuator disks. A proposed variable actuator disk force method is employed to estimate the power production of the interacting wind turbines and the results are compared with two existing methods; a method based on tabulated airfoil data and a method based on the axial induction from 1D momentum theory. The proposed method calculates the correct power, while the other two methods overpredict it. The results of the $k-\varepsilon-f_P$ eddy viscosity model are also compared with the original $k-\varepsilon$ eddy viscosity model and Large-Eddy Simulations. Compared to the LES-predicted velocity and power deficits, the $k-\varepsilon-f_P$ is superior to the original $k-\varepsilon$ model. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In modern wind farms, the interaction of wind turbine wakes can cause annual energy losses of 10 to 20% [1, 2]. In addition, the wake turbulence increases the loading on the wind turbine blades, which may lead to premature failure. Wind turbine wake interaction has been studied numerically by many authors, using models that range from simple engineering wake models such as the N.O. Jensen model [3], to high fidelity Computational Fluid Dynamics (CFD) methods, including Large-Eddy Simulations (LES) [4, 5]. Reynolds-Averaged Navier Stokes (RANS) solvers use a CFD method that is roughly three orders cheaper than the LES [6]. In contradiction to LES, in which the large scale turbulence is resolved in time and only the small turbulent scales are modeled, a RANS method models the averaged turbulent quantities completely, in a steady-state simulation. Many authors [6, 7, 8, 9, 10] have employed the widely used $k-\varepsilon$ Eddy Viscosity Model (EVM) to model the turbulence in RANS. Their work shows that $k-\varepsilon$ EVM underpredicts the velocity deficit of a single wind turbine. To overcome this problem, an extended $k-\varepsilon$ EVM, called the $k-\varepsilon-f_P$ EVM was developed [6] based on the work of Apsley and Leschziner [11]. The $k-\varepsilon-f_P$ EVM has a variable $C_{\mu}$, instead of the constant $C_{\mu}$, used in the original $k-\varepsilon$ EVM. The varying part of $C_{\mu}$ is defined by the scalar function $f_P$, which is only dependent on local velocity gradients. The variable $C_{\mu}$ has lower values compared to the constant $C_{\mu}$ in regions where the velocity gradients are high, e.g. the edge of a wind turbine wake. As a result, the turbulent eddy viscosity in the wake is much lower in $k-\varepsilon-f_P$ EVM compared to the original $k-\varepsilon$ EVM. Therefore, the $k-\varepsilon-f_P$ EVM predicts a larger velocity deficit than the $k-\varepsilon$ EVM. The $k-\varepsilon-f_P$ EVM includes a parameter $C_R$ that controls the velocity deficit completely, so $C_R$ should be chosen with care. In previous work [6], $C_R$ is calibrated with the velocity deficit predicted by LES, for eight different single wind turbine wake cases. It should be noted that the $k-\varepsilon-f_P$ EVM can only model isotropic turbulence, and thus cannot predict the anisotropic Reynolds-stresses present in LES and field measurements.
In the present paper, the $k$-$\varepsilon$-$f_p$ EVM is applied to two closely spaced wind turbines for different orientations. The wind turbine geometry is not physically modeled, instead the rotor forces are represented by an Actuator Disk (AD) [7, 12, 13]. The AD acts as a momentum source term in the Navier-Stokes equations. Trolldborg et al. [14, 15] showed that, as long as the AD is subjected to ambient atmospheric turbulence, the averaged velocity deficit calculated by the AD is similar to that from a CFD simulation in which the full rotor geometry is represented. When multiple ADs are used to simulate wake interaction in wind farms, the force on each AD is not known prior to the simulation. Therefore, it is necessary to have a method for prescribing AD forces that vary during the simulation. In the literature, several variable AD force methods are used [8, 9, 13, 16, 17]; however, it is not clear how these methods compare with each other. The AD forces strongly influence the flow solution, hence it is important to correctly model them. The main aim of the present paper is to find the best setup for simulations of interacting ADs in RANS, which can be used for wind farm simulations in future work.

To reach this goal, one new variable AD force method is proposed in Section 2.2 and it is compared with two existing variable AD force methods, for a single and a double wind turbine setup, in Section 4.2.1 and Section 4.2.2, respectively. The velocity deficit calculated by the $k$-$\varepsilon$-$f_p$ EVM applied to two wind turbines, is compared with results of the standard $k$-$\varepsilon$ EVM and LES, in Section 4.2.3. In this exercise, the AD forces are kept constant, such that only the turbulence models are compared. In Section 4.2.4, one variable AD force method is used to compare the $k$-$\varepsilon$-$f_p$ EVM with the standard $k$-$\varepsilon$ EVM and LES, in terms of the power deficit. An overview of the comparisons is given in Table I. The three variable AD force methods (Methods I-III) are discussed in Section 2 and the individual test cases (cases 1-7) are described in Section 3.

### Table I. Overview of comparisons.

<table>
<thead>
<tr>
<th>Section</th>
<th>Single/double wakes</th>
<th>Test case(s)</th>
<th>Variable AD force method(s)</th>
<th>Turbulence model(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.2.1</td>
<td>single</td>
<td>1</td>
<td>Methods I-III</td>
<td>$k$-$\varepsilon$-$f_p$ EVM</td>
</tr>
<tr>
<td>4.2.2</td>
<td>double</td>
<td>6-7</td>
<td>Methods I-III</td>
<td>$k$-$\varepsilon$-$f_p$ EVM</td>
</tr>
<tr>
<td>4.2.3</td>
<td>double</td>
<td>2-5</td>
<td>none</td>
<td>$k$-$\varepsilon$ EVM, $k$-$\varepsilon$-$f_p$ EVM and LES</td>
</tr>
<tr>
<td>4.2.4</td>
<td>double</td>
<td>6-7</td>
<td>Method I</td>
<td>$k$-$\varepsilon$ EVM, $k$-$\varepsilon$-$f_p$ EVM and LES</td>
</tr>
</tbody>
</table>

### 2. FORCE TREATMENT FOR MULTIPLE ACTUATOR DISKS

The wind turbine geometry is not present in the flow simulations. Instead, the rotor forces are modeled with an actuator disk (AD) [7, 12, 13]. The AD acts as a momentum sink in the Navier-Stokes equations. The force loading of AD determines the amount of momentum that is extracted from the flow and is therefore very important in wind turbine wake simulations, that are modeled with ADs. Different types of AD loading are proposed in the literature. The most simple approach is a uniformly distributed loading, in which only the total amount of the normal force $F_N$ is modeled and it is kept constant during the simulations [7, 10]:

$$F_N = \frac{1}{2} \rho C_T A U_H^2,$$

with $\rho$ as the air density, $C_T$ as the thrust coefficient, $A = \pi R^2$ as the rotor area with $R$ as the blade radius and $U_H$ as the free-stream velocity at hub height. In addition, one could add a uniformly distributed tangential force component, in which the total magnitude is determined by the torque $\tau$:

$$\tau = \frac{P}{\Omega} = \frac{1}{2} \rho C_P A U_H^3,$$

where $P$ is the wind turbine power, $\Omega$ is the rotational speed in radians per second and $C_P$ is the power coefficient. Instead of using a uniformly distributed normal and tangential force distribution, it is also possible to scale a reference blade force distribution with the parameters defined in equations (1,2). In previous work [6], this method is used to scale the normal blade force distribution $q_N(r)$ and the tangential blade force distribution $q_T(r)$ of the NREL 5-MW reference wind turbine [18], to represent rotor forces of different wind turbines. Note that $r$ is the radial coordinate of the blade. The normalized $q_N(r)$ and $q_T(r)$ of the NREL 5-MW reference wind turbine are plotted in Figure 1. The scaling of the reference distribution is as defined in van der Laan et al. [6]:

$$q_N^A(r) = \bar{q}_N(r) \frac{1}{n} \frac{1}{2} \rho U_H^2 \pi R^2 C_T,$$

$$q_T^A(r) = \bar{q}_T(r) \frac{1}{n} \frac{1}{2} \rho U_H^2 \pi R^2 C_P,$$

where $\bar{q}_N(r)$ and $\bar{q}_T(r)$ are the average normal and tangential force distributions, respectively:

$$\bar{q}_N(r) = \frac{q_N(r)}{\int_0^R q_N(r) dr},$$

$$\bar{q}_T(r) = \frac{q_T(r)}{\int_0^R q_T(r) r dr},$$

Wind Energ. 2014; 00:1–19 © 2014 John Wiley & Sons, Ltd.
DOI: 10.1002/we
Prepared using weauth.cls
where the superscript AD denotes the scaled AD blade force distribution, \( \hat{q} \) is a normalized blade force distribution and \( n \) is the number of blades. The use of a reference blade force distribution implies that the shape of the blade force distribution (normalized by \( 0.5 \rho R U_H^2 \)) should not change much with different free-stream velocities and different blades. The assumption might be violated for a wind turbine blade that is very different in geometry compared to the reference blade or if the simulated turbine operates at conditions far from those in which the reference loading was obtained. However, a similar assumption is made when tabulated airfoil data is used for the AD forces, to represent a wind turbine rotor from which the actual blade geometry and corresponding aerodynamics are unknown. This assumption is used by Porté-Agel et al. [19] and Churchfield et al. [4]. In their work the AD forces of the Siemens SWT-2.3-93 wind turbine are modeled by using a newly designed wind turbine, that mimics the known power production.

The determination of the actuator disk forces in multiple wake configurations is not trivial. In the cases where downstream ADs feel the velocity deficit of upstream ADs, the total force cannot be constant for all ADs. Instead, the downstream ADs that are positioned in the full wake of others, should experience lower normal and tangential forces compared to those that are subject to the undisturbed flow.

When the AD loading is based on uniformly distributed forces equations (1,2) or a scaled reference distribution equation (3), information of the force scaling coefficients \( C_T, C_P, \Omega \) and the free-stream velocity \( U_{H, \infty} \) is necessary to obtain the correct total forces. \( C_T, C_P, \Omega \) are often defined as function of \( U_{H, \infty} \), hence, when \( U_{H, \infty} \) is known for a particular AD, the corresponding AD forces can be determined. However, \( U_{H, \infty} \) is not known for an AD that is in the lee of another. This problem is approached by a simple existing method and an alternative proposed method in Section 2.1 and Section 2.2, respectively. In addition, another existing variable force method, in which tabulated airfoil data is used instead of a reference force distribution of Figure 1, is described in Section 2.3.

### 2.1. Method I: AD Induction Method

One could consider to estimate the free-stream velocity \( U_{H, \infty} \) by the axial induction factor \( a_x \) from 1D momentum theory, as performed in the work of Prospathopoulos [9] et al., Calaf et al. [16] and used by Wu and Porté-Agel [17] for an actuator disk model that does not include rotation (ADM-NR):

\[
\begin{align*}
    a_x &= 0.5 \left( 1 - \sqrt{1 - C_T^2} \right), \quad \text{(4)} \\
    U_{H, \infty} &= \frac{(U_{AD})}{1 - a_x},
\end{align*}
\]

with \((U_{AD})\) as the local velocity at the AD, averaged over the whole AD area \( A \), which can be extracted from the flow field. Prior to the first iteration in CFD, \( U_{H, \infty} \) is guessed based on the free-stream wind speed, which provides the scaling coefficients \( C_T, C_P \) and \( \Omega \), that determine the AD forces. After the first iteration, \((U_{AD})\) is probed at the AD and a new \( U_{H, \infty} \) is calculated with equation (4). Subsequently, the scaling coefficients and AD forces are updated. The iteration process is repeated until the forces are converged to a satisfactory level. Prospathopoulos et al. [9] proposed an extra empirical relation for \( C_T(a_x) \) for large induction factors, \( a_x > 0.4 \) but in the current work it is observed that the converged induction factor is never larger than 0.4. Note that Prospathopoulos et al. only used a uniformly distributed normal force, as defined by equation (1).

![Figure 1. Calculated tangential \( q_T(r) \) (dashed line) and normal force \( q_N(r) \) (solid line) distributions.](image-url)
2.2. Method II: AD Variable Scaling Method

In the present research, an alternative variable force method is proposed. Using a calibration procedure of single wind turbine wake simulations, it is possible to calculate alternative scaling coefficients \( C_T^* \), \( C_P^* \) and \( \Omega^* \), that represent \( C_T, C_P \) and \( \Omega \) as function of a local velocity average around the AD: \( \langle U_{AD} \rangle \). The alternative scaling coefficients can be used to scale the AD forces dynamically during the simulation by probing \( \langle U_{AD} \rangle \) at the AD. In Method II the scaled AD forces of equation (3) are defined as:

\[
q^A_D(r) = \sqrt{n} \frac{1}{2} \rho \langle U_{AD} \rangle^2 AC_T^*, \\tag{5}
\]

\[
q^D_T(r) = \sqrt{n} \frac{1}{2} \rho \langle U_{AD} \rangle^3 AC_P^*, \\tag{6}
\]

Hence:

\[
C_T^* = C_T \left( \frac{U_{H,\infty}}{\langle U_{AD} \rangle} \right)^2, \quad C_P^* = C_P \left( \frac{U_{H,\infty}}{\langle U_{AD} \rangle} \right)^3
\]

In the calibration procedure, twenty-two single wind turbine simulations for \( 4 \leq U_{H,\infty} \leq 25 \) with equidistant intervals of 1 m/s are performed to determine \( C_T^*, C_P^* \) and \( \Omega^* \) as function of \( \langle U_{AD} \rangle \). The numerical setup for the single wind turbine simulations is described in detail in the work of van der Laan et al. \[8\] and a summary is given in Section 4.1.1. In addition, a new calibration is carried out whenever the turbulence model or the ambient turbulence intensity is changed.

The calibration of the NREL 5-MW wind turbine from Sec. 3 is shown in Figure 2. The calibrated scaling coefficients \( C_T^*, C_P^* \) and \( \Omega^* \) are plotted as a function of the averaged AD velocity \( \langle U_{AD} \rangle \). Four different calibrations are given that differ in turbulence model and ambient turbulence intensity. The dependency of turbulence intensity on the calibration is very small, whereas the calibration is sensitive to the turbulence model. This sensitivity is caused by the difference in the predicted \( \langle U_{AD} \rangle \), which is most visible in \( C_T^* \) and \( C_P^* \) in the low wind speed range. The effect is small for \( \Omega^* \).

![Figure 2. Calibration of NREL 5-MW wind turbine. Left: \( C_T^* \) (solid line) and \( C_P^* \) (dashed line). Right: rotational speed \( \Omega^* \) in RPM.](image)

The variable force method has been checked to assure that the correct power, thrust force and rotational speed are obtained, when the calibrated \( C_T^*, C_P^* \) and \( \Omega^* \) are used. The error in the power, thrust force and rotational speed are negligible, if the grid of the calibration procedure is the same as the one that is used to verification simulation. If the AD is moved in the grid of the verification simulation, with respect to the AD that was used for the calibration, the error in power is larger but still below 1%. These good results are achieved when the AD is placed in the cell centers.

2.3. Method III: AD Airfoil Method (with torque calibration)

A common method to represent the rotor forces on an AD is the use of tabulated airfoil data. This method is based on blade element momentum theory and it is introduced by Sørensen and Shen \[20\] for the actuator line technique. In later work, the method is used for AD simulations by El Kasmi and Masson \[8\], Réthoré et al. \[13\], Wu and Porté-Agel \[17\]
and others. In the present work, the implementation of Réthoré et al. [13] is used, which can be summarized as:

\[
\begin{align*}
\text{Force vector:} & \quad \mathbf{f} = \mathbf{L} + \mathbf{D} = \frac{1}{2} \rho U_{rel}^2 \frac{nc_i}{2\pi} F(c_i e_l + c_d e_d), \\
\text{Relative velocity:} & \quad U_{rel} = \sqrt{U_x^2 + (\Omega r - U_\theta)^2}, \\
\text{Angle between } U_{rel} \text{ and rotor plane:} & \quad \varphi = \tan^{-1} \left( \frac{U_x}{\Omega r - U_\theta} \right), \\
\text{Angle of attack:} & \quad \alpha = \varphi - \gamma, \\
\text{Tip correction factor of Shen et al. with modified } c_2: & \quad F = \frac{2}{\pi} \frac{\arccos \left( \exp \left( -g f \right) \right)}{\alpha}, \\
& \quad g = \exp \left( -c_1 (n\lambda - c_2) \right) + c_3, \\
& \quad f = \frac{R_{in}}{\alpha}. \\
\end{align*}
\]

(7)

The variables are defined on a cross sectional element at a radial blade coordinate \( r \) in the \( \theta-x \) plane, as shown in Figure 3. Note that \( \theta \) is the azimuthal coordinate and \( x \) is the axial coordinate. In equation (7), the force vector per unit area \( \mathbf{f} \) is the sum of the lift force \( \mathbf{L} \) and the drag force \( \mathbf{D} \). The orientation of the lift and drag force is defined by the corresponding unit vectors \( e_l \) and \( e_d \), respectively. The force vector \( \mathbf{f} \) depends on the density \( \rho \), the relative velocity \( U_{rel} \), the number of blades \( n \), the chord length \( c_i \), the radial location on the blade \( r \) and the sectional lift and drag coefficients \( c_l \) and \( c_d \), respectively, taken from the tabulated airfoil data. The relative velocity \( U_{rel} \) is defined from the velocity triangle, as sketched in Figure 3, that is a function of the axial velocity \( U_x \), the rotational velocity \( U_\theta \), the angular rotational speed \( \Omega \) in radians per second and the radial coordinate \( r \). \( \varphi \) is the angle between \( U_{rel} \) and the rotor plane that, together with the local pitch angle \( \gamma \) (sum of the blade pitch angle and local twist), defines the local angle of attack \( \alpha \). To account for a finite number of the blades, the tip correction of Shen et al. [21, 22] used, in which \( \lambda \) is the tip speed ratio, \( R \) is the blade radius and \( c_l \) are empirical constants. Shen et al. determined the constants \( c_i \) from a calibration with two small experimental wind turbine rotors that have a relatively blunt tip, leading to \( c_2 = 21 \). Trolldborg [23] found that for modern large wind turbines with a sharp tip, \( c_2 \) should be set to 27, which will be adopted in the present research.

![Figure 3. Sectional airfoil element with velocity and force vectors. Source: Réthoré et al. [13].](image)

Réthoré et al. [13] validated the AD with tabulated airfoil data with full rotor computations of a single NREL 5-MW reference wind turbine. Reasonable agreement was found, however, the AD with tabulated airfoil data overpredicted the tangential forces, which resulted into an overpredicted power. In the present work, the AD with tabulated airfoil data is applied to wind turbines in wake conditions. Since the free-stream velocity is not known for wind turbine that is the lee of another, the rotational speed and the pitch are not known prior to the simulation, unless they are constant with wind speed. Unfortunately, any form of wind turbine control, e.g. a torque-controller or pitch controller, is not available for the present research. Instead, a relationship of the torque \( \tau \) and the rotational speed \( \Omega \) is derived, through a calibration of a number of single wind turbine simulations with different free-stream velocities, as performed in the work of Wu and Porté-Agel [24]. The calibration setup is similar to the one that used for Method II from Section 2.2. The \( \tau-\Omega \) relationship can be used to calculate \( \Omega \) during the simulation, in an iterative manner. At the first time step \( \Omega \) is guessed, which gives a value for \( \tau \). Subsequently, a new \( \Omega \) is obtained from the \( \tau-\Omega \) relationship and it is used for the second time step. The process is repeated until a satisfactory level of convergence is reached. Although, not mentioned by Wu and Porté-Agel, the use of a \( \tau-\Omega \) relationship without a pitch controller only makes sense for the wind speed region in which the blade pitch \( \theta_p \) is zero. If the blade pitch is not zero, one still needs to know the free-stream velocity in order to get the pitch from the pitch curve, such that the correct forces are obtained. Alternatively, if one could define two separate regions, in which either rotational speed control or pitch control is applied, it is possible to derive a corresponding \( \tau-\Omega \) and a \( \tau-\theta_p \) relation, through
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calibration. During the simulation, the wind turbine determines which relation it should use by a switch that is based on the torque. In the present work, only a \( \tau-\Omega \) relationship is used for simplicity, by setting the zero pitch, which is true for the NREL 5-MW wind turbine operating at free-stream wind speeds between 5-11 m/s.

Four results of the \( \tau-\Omega \) relationship are plotted in Figure 4, representing ambient turbulence intensities of 4\% and 8\% using two RANS turbulence models: the \( k-\varepsilon \) EVM and \( k-\varepsilon-f_p \) EVM. Figure 4 shows that the calibration is only sensitive to the turbulence model, as found for Method II from Section 2.2. The use of a \( \tau-\Omega \) relationship has the advantage that the power is no longer overpredicted, since it is calibrated with the desired power curve.

3. TEST CASES

The variable AD force methods of Section 2 and three different turbulence models presented in Section 4.1, are tested with seven test cases, as shown in Table II. All test cases are based on the NREL 5-MW reference wind turbine [18], which has a rotor diameter \( D \) of 126 m and a hub height \( z_H \) of 90 m. The thrust coefficient \( C_T \), the power coefficient \( C_P \), the rotational speed \( \Omega \) and the blade pitch angle \( \theta_p \) are calculated with the aeroelastic code HAWCStab2 [25], and the results are plotted in Figure 5. HAWCStab2 couples the blade element momentum method with finite beam elements. The first test case is a single wind turbine and it is used to compare the variable AD force methods in terms of power production and thrust force, for a range of free-stream velocities at hub height \( U_{H,\infty} \). The first four double wake cases are meant to compare the velocity deficit predicted by the \( k-\varepsilon-f_p \) EVM and \( k-\varepsilon \) EVM, with the one calculated by LES for double wake configurations, using constant AD forces. It is chosen to use constant forces, such that only the turbulence models are compared with respect to the flow around the same obstacles. Since everything is known about the LES, e.g. ambient turbulence levels, forces of the wind turbine, etc., these four test cases are ideal to investigate the performance of the \( k-\varepsilon \) EVM and the \( k-\varepsilon-f_p \) EVM for double wake configurations. The last double wake cases are used to compare the three turbulence models in terms of power deficit. In these cases, one variable AD force method is used.

All double wake cases are simulated with \( U_{H,\infty} = 8 \) m/s and have a spacing of five rotor diameters. The wind turbine spacing could represent the first two wind turbine in the Lillgrund off-shore wind farm, located in Sweden, for northern wind directions [26]. The influence of the ambient turbulence intensity \( I_{H,\infty} \) is investigated by using 8\% for the odd cases and 4\% for the even cases. Note that \( I_{H,\infty} = \sqrt{2/3k/U_{H,\infty}} \) represents the total turbulence intensity, with \( k \) as the turbulent kinetic energy. In addition, the position of the wind turbines in the double wake cases is investigated. In the double wake cases with constant AD forces, two orientations are chosen with a spacing of 5D: an aligned and a staggered layout, as sketched in Figure 6. The position in the last two double wake cases is changed for a number of simulations, representing relative wind directions between 0\(^{\circ}\) and 24\(^{\circ}\).

![Figure 4. \( \tau-\Omega \) relationship for the NREL 5-MW wind turbine.](image-url)
Table II. Summary of cases and corresponding input parameters for numerical computations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
<th>( I_{H,\infty} )</th>
<th>( U_{H,\infty} )</th>
<th>spacing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NREL 5-MW</td>
<td>8%</td>
<td>4-25</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>NREL 5-MW aligned, low ( I_{H,\infty} )</td>
<td>4%</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>NREL 5-MW aligned, high ( I_{H,\infty} )</td>
<td>8%</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>NREL 5-MW staggered, low ( I_{H,\infty} )</td>
<td>4%</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>NREL 5-MW staggered, high ( I_{H,\infty} )</td>
<td>8%</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>NREL 5-MW low ( I_{H,\infty} )</td>
<td>4%</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>NREL 5-MW high ( I_{H,\infty} )</td>
<td>8%</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 5. NREL 5-MW wind turbine. Left: \( C_T \) (solid line) and \( C_P \) (dashed line). Right: rotational speed \( \Omega \frac{30}{\pi} \) in RPM (solid line) and blade pitch angle \( \theta_p \) (dotted line).

Figure 6. Sketch of double wake cases 2-5. Left: aligned and right: staggered.

4. SIMULATIONS

The test cases from Table II are simulated in the present section. The simulation methods and results are discussed in Section 4.1 and Section 4.2, respectively.

4.1. Method

The RANS and LES are computed with EllipSys3D [27, 28], the in-house incompressible finite volume code of DTU Wind Energy. EllipSys3D solves the Navier-Stokes equations with the SIMPLE algorithm [29] and the convective terms are treated by the QUICK scheme [30]. The flow variables are stored in the cell centers, which can cause decoupling of the pressure with body forces. A modified Rhie-Chow algorithm [31, 32] is used to avoid this decoupling. The setup for the RANS and LES are discussed separately in Section 4.1.1 and Section 4.1.2, respectively.
4.1.1. RANS

The flow domain definition of all seven test cases, as defined in Table II, is the same for all RANS simulations, although the sizes are different. In Figure 7, the grid of test cases 6 and 7 is shown, including the general flow domain definitions that apply for all test cases. In these test cases, the position of the upstream AD is kept constant, while the downstream AD is moved on an arc to model the relative wind directions. To illustrate this, three positions of the downstream AD are sketched in Figure 7, namely at 0°, 12° and 24°. Around the two ADs, a wake domain is specified in which the cells are uniformly distributed in all directions with a spacing of $D/10$. The cell size of $D/10$ is based on a detailed grid refinement study, performed in previous work [6]. In the $y$ direction, the wake domain is positioned in the middle of the flow domain. Outside the wake domain, stretching is performed with a maximum cell-edge growth factor of 1.2. The size of the flow domain, the wake domain and the grid sizes are listed in Table III, for all seven test cases. The boundaries at $x = 0$ and $z = L_z$ are inlets at which the log law solution is specified:

$$ U(z) = \frac{u_*}{\kappa} \ln \left( \frac{z}{z_0} \right), \quad k = \frac{u_*^2}{\sqrt{C_f}}, \quad \varepsilon = \frac{u_*^2}{\kappa \delta}, $$

(8)

with $u_*$ as the friction velocity, $z_0$ as the wall roughness, $k$ as the turbulent kinetic energy and $\kappa = 0.4$ as the Von Karman constant. The ambient turbulence intensity $I_{H,\infty}$ is set by $z_0$ while keeping $C_f = 0.03$ constant:

$$ I_{H,\infty} = \frac{\kappa \sqrt{\frac{u_*^2}{\kappa}}} {U_{H,\infty}} = \ln \left( \frac{z_{\infty}}{z_0} \right) \sqrt{C_f}. $$

(9)

and $u_*$ is set such that the desired free-stream velocity $U_{H,\infty}$ at hub height $z_H$ is obtained. The side boundaries at $y = 0$ and $y = L_y$ are slip walls at which a Neumann condition is applied. Note that one could also use periodic boundary conditions, although the difference between the use of periodic or slip boundaries is not significantly noticeable in the wake solution because the boundaries are sufficiently far away. The bottom wall at $z = 0$ is a rough wall at which the wall roughness, $k$ and $\varepsilon$ are specified at the first cell and a Neumann boundary condition is used for the turbulent kinetic energy. To keep the total number of cells low (1.2 million for test cases 6 and 7), the height of the first cell is set to 0.5 m. An outlet is used at the end of the domain, at $x = L_x$, assuming fully developed flow.

**Table III.** RANS flow domain definition of all test cases. Domain sizes and AD coordinates are normalized by the rotor diameter $D$.

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
<th>Flow domain</th>
<th>Wake domain</th>
<th>Upstream AD</th>
<th>Downstream AD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$L_x$</td>
<td>$L_y$</td>
<td>$L_z$</td>
<td>$l_x$</td>
</tr>
<tr>
<td>1</td>
<td>Single wake, variable forces</td>
<td>25</td>
<td>16</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>2-3</td>
<td>Double wake, constant forces, one wind direction</td>
<td>25</td>
<td>20</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>4-5</td>
<td>NREL 5-MW staggered</td>
<td>25</td>
<td>20</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>6-7</td>
<td>Double wake, variable forces, relative wind direction range: -24°,24°</td>
<td>25</td>
<td>20</td>
<td>16</td>
<td>14</td>
</tr>
</tbody>
</table>

Two RANS turbulence models are investigated; the standard $k-\varepsilon$ EVM, first introduced by Launder and Spalding [33], and the $k-\varepsilon-f_p$ EVM that is developed in previous work [6]. Both turbulence models use the Boussinesq approximation [34] for the Reynolds-stresses $u'_i u'_j$:

$$ \overline{u'_i u'_j} = \frac{2}{3} \delta_{ij} - \nu_T \left( U_{i,j} + U_{j,i} \right), $$

(10)

where $\delta_{ij}$ is the Kronecker delta, $U_{i,j}$ are the mean velocity gradients and $\nu_T$ is the turbulent eddy viscosity:

$$ \nu_T = C_{\mu} f_p k^2 \varepsilon, $$

(11)

with $C_{\mu}$ as a constant and $\varepsilon$ as the turbulent dissipation. In the standard $k-\varepsilon$ EVM, $f_p = 1$ and in $k-\varepsilon-f_p$ EVM $f_p$ is a scalar function that is dependent on the local shear parameter: $\sigma \equiv \frac{1}{3} \sqrt{(U_{i,j})^2}$. Effectively, the $k-\varepsilon-f_p$ EVM has a variable $C_{\mu}$, which is the only difference with the standard $k-\varepsilon$ EVM. The scalar function $f_p$ [11] of the $k-\varepsilon-f_p$ EVM is...
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defined as:

\[
f_P \left( \frac{\sigma}{\bar{\sigma}} \right) = \frac{2f_0}{1 + \sqrt{1 + 4f_0(f_0 - 1)}}, \quad f_0 = \frac{C_R}{C_R - 1},
\]

with \( \bar{\sigma} \) as the shear parameter in a log law of the atmospheric boundary layer and \( C_R \) is a calibration parameter. In the log law solution \( (\sigma = \bar{\sigma}) \), \( f_P = 1 \) and for a high shear parameter \( (\sigma > \bar{\sigma}) \) \( f_P < 1 \). High velocity gradients are present in the wake region, which results into a lower turbulent eddy viscosity in the wake predicted by the \( k-\varepsilon-f_P \) EVM compared to the one predicted by the \( k-\varepsilon \) EVM. Hence, the \( k-\varepsilon-f_P \) EVM delays the wake recovery. \( C_R \) controls the magnitude of the delayed wake recovery and it is therefore a very important parameter. In previous work \cite{6}, the constant \( C_R \) is calibrated against LES for eight different single wind turbine cases. Both the standard \( k-\varepsilon \) EVM and the \( k-\varepsilon-f_P \) EVM use the same transport equations for \( k \) and \( \varepsilon \):

\[
\frac{Dk}{Dt} = \nabla \cdot \left[ \left( \nu + \frac{\nu_T}{\sigma_k} \right) \nabla k \right] + P - \varepsilon, \quad \frac{D\varepsilon}{Dt} = \nabla \cdot \left[ \left( \nu + \frac{\nu_T}{\sigma_\varepsilon} \right) \nabla \varepsilon \right] + \left( C_{\varepsilon,1} P - C_{\varepsilon,2} \varepsilon \right) \frac{\varepsilon}{k}.
\]

where \( P \) is the turbulent production, \( \nu \) is the kinematic molecular viscosity and \( C_{\varepsilon,1}, C_{\varepsilon,2}, \sigma_k, \sigma_\varepsilon \) are constants. The values of the constants are listed in Table IV.

<table>
<thead>
<tr>
<th>( C_R )</th>
<th>( C_\nu )</th>
<th>( C_{\varepsilon,1} )</th>
<th>( C_{\varepsilon,2} )</th>
<th>( \sigma_k )</th>
<th>( \sigma_\varepsilon )</th>
<th>( \kappa )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>0.03</td>
<td>1.21</td>
<td>1.92</td>
<td>1.00</td>
<td>1.30</td>
<td>0.40</td>
</tr>
</tbody>
</table>

4.1.2. LES

The general flow domain of the LES is shown in Figure 8 and the corresponding dimensions are listed in Table V for each test case. Around the two ADs, a wake domain is defined where the cell spacing is uniformly set in all directions such that the cell size is \( D/30 \). 1.5D upstream of the first AD, synthetic atmospheric turbulence is injected on to a plane that is 8D wide and extents 8D from the bottom. This inflow turbulence is calculated prior to the simulation with the Mann model \cite{35}, using a box of with a cross section that is similar to the injection plane. The length of the Mann turbulence box is set to 256D, such that one hour of turbulence plus start up time are generated. The spacing in the Mann turbulence box is \( D/8 \) in all directions. Details of the application of Mann turbulence in wind turbine wake simulations can be found in the work of Troldborg et al. \cite{5, 36}. It should be noted that the cell spacings in the wake domain are twice as large as used in previous work \cite{6}, hence, a large reduction in computational effort is achieved. A recent grid dependency study of single wind turbine wakes has shown that using a cell size of \( D/30 \) in the wake domain is sufficient to resolve the Mann turbulence and wind turbine wake \cite{37}. The total grid size of the grid presented in Figure 8 is 12 million cells.

Figure 7. General computational domain in RANS simulations. Left: top view. Right: side view. Dashed black box marks the wake domain. ADs are illustrated as red boxes, upstream AD is filled, downstream is not. AD setup shown corresponds to test cases 6 and 7. One in every two nodes is shown.
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Table V. LES flow domain definition of all test cases. Domain sizes and AD coordinates are normalized by the rotor diameter \(D\).

<table>
<thead>
<tr>
<th>Case Description</th>
<th>Flow domain</th>
<th>Wake domain</th>
<th>Plane</th>
<th>Upstream AD</th>
<th>Downstream AD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(L_x)</td>
<td>(L_y)</td>
<td>(L_z)</td>
<td>(l_x)</td>
<td>(l_y)</td>
</tr>
<tr>
<td>Double wake, constant forces, one wind direction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-3 NREL 5-MW aligned</td>
<td>25</td>
<td>20</td>
<td>16</td>
<td>14.5</td>
<td>4.4</td>
</tr>
<tr>
<td>4-5 NREL 5-MW staggered</td>
<td>25</td>
<td>20</td>
<td>16</td>
<td>14.5</td>
<td>6.9</td>
</tr>
<tr>
<td>Double wake, variable forces, relative wind direction range: -24(^\circ), 24(^\circ)</td>
<td>25</td>
<td>20</td>
<td>16</td>
<td>14.3</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 8. General computational domain in LES. Left: top view. Right: side view. Dashed black marks the wake domain. ADs are illustrated as a red box, upstream AD is filled, downstream is not. AD setup shown corresponds to test cases 6 and 7. The blue line is the injection plane where the Mann turbulence is imposed. One in every four nodes is shown.

The boundaries at \(x = 0\) and \(z = L_z\) are all inlet boundaries, at which the inlet profiles of equation (8) are imposed. The bottom wall at \(z = 0\) is not resolved by the LES and therefore, a slip wall is specified here. The side boundaries at \(y = 0\) and \(y = L_y\) are also slip walls and an outlet boundary is set at \(x = L_x\).

The time step is not restricted since the time integration in EllipSys3D is implicit. Although the time step is set to 0.24 s to assure that the unsteady LES data is captured with a high sample frequency.

Details of the LES implementation can be found in the work of Bechmann [38].

4.2. Results and Discussion

Table I shows an overview of the comparisons. The results of the three variable AD force methods, for single and double wake simulations, are discussed in Section 4.2.1 and Section 4.2.2, respectively. In these sections, the turbulence is modeled by the \(k-\varepsilon-f_P\) EVM. The influence of the turbulence model on the velocity deficit, using constant AD forces, is presented in Section 4.2.3. A similar exercise is conducted in Section 4.2.4, where a variable AD force method is employed to estimate the power deficit.

The results of the LES are made from an average of six ten minute bins and the error bars represent the corresponding standard deviations of the six bins. In addition, all power deficit plots are made from simulations with relative wind directions that range from 0\(^\circ\) to 24\(^\circ\). Since the AD is always placed in the cell centers, the simulated wind direction can deviate from the one that is set. Therefore, the simulated wind directions are used in the power deficit plots. The influence of wake rotation on the power deficit is assumed to be small, hence, the results of the negative range of the relative wind directions is simply a mirror image of the simulated positive range.

4.2.1. Comparison of variable AD force methods for a single wind turbine

The three variable AD force methods of Section 2 are applied to a single wind turbine for twenty-two undisturbed hub height velocities between 4 m/s and 25 m/s, with a uniform spacing of 1 m/s. The single wind turbine corresponds to test case 1 from Table II. Note that Method III is applied without the \(\tau-\Omega\) calibration procedure, since \(\Omega\) is known...
for single wind turbine simulations. The results of the power curve and the thrust force are compared with the results of two HAWCStab2 [25] aeroelastic computations, as shown in Figure 9. One HAWCStab2 computation is carried out without the blade deflections. Note that the HAWCStab2 computations are not coupled with EllipSys3D. The difference in power and normal force between Method III and the HAWCStab2 simulation with blade deflections is large above rated wind speeds. However, the power and normal force of the HAWCStab2 computation without blade bending compares reasonably well with the CFD, which shows that the effect of the blade deflection is significant above rated wind speeds. In the wind speed range below rated, Method III overpredicts the power compared to HAWCStab2 by 10% to 20%, however, the difference is not caused by the blade deflection because both HAWCStab2 computations show similar results. Réthoré et al. also found that Method III overpredicts the power for a wind speed of 8 m/s. In Method III the local blade force is scaled with the local velocity. Since the velocity gradients are high at the AD location, the sensitivity of location where the local velocity is extracted is high. Réthoré et al. argued that the overprediction in power might be related to the position at which the local velocity is extracted. Method I does not suffer from the severe overprediction in power and normal force above rated wind speeds because it adjusts the forces dynamically, using the local induction. For the wind speeds below rated, Method I still overpredicts the power and the thrust force. The difference is caused by an overprediction of the free-stream velocity by 2%-3% when Equation 4 is applied, which translates to an average error in thrust force and power of $(1.025^2-1)\times100\%\approx5\%$ and $(1.025^3-1)\times100\%\approx8\%$, respectively. Method I gives unstable results at a free-stream velocity of 11 m/s, at which the solution is alternating between two equilibrium points during simulation. This phenomenon is not observed in the other two variable AD force methods. Unlike Method III and Method I, Method II predicts the exact same power and normal force as the HAWCStab2 computation with deflection, since it was calibrated to do so.

\[
\begin{array}{c}
\text{Method I} \\
\text{Method II} \\
\text{HAWCStab2} \\
\text{HAWCStab2 no deflection}
\end{array}
\]

**Figure 9.** Power curve and normal force of the NREL 5-MW wind turbine. Case 1: a single wind turbine with $I_{H,\infty} = 8\%$.

### 4.2.2. Comparison of variable AD force methods for double wakes

The sixth and seventh test case of Table II are used to compare the variable AD force methods for the power prediction of double wakes. In this exercise, only the $k-z-f_p$ EVM is employed. In the simulations using Method I (Section 2.1) and Method II (Section 2.2), the power curve and the normal force calculated by Method III are used as an input, instead of the power curve and normal force calculated by HAWCStab2. By doing so, it can be shown that Method III and Method II show the same results in terms of power deficit. In addition, only wind speeds in the zero pitch region are considered, to avoid the necessity of a pitch controller in Method III. Prior to the double wake simulations, a calibration of the alternative scaling coefficients $C_T^*, C_p^*$ and $\Omega^*$ for Method II is made, as discussed in Section 2.2. In addition, the $\tau - \Omega$-relation is derived for Method III, which is explained in Section 2.3.

The power of the downstream wind turbine $P_2$ and the power ratio of the downstream and upstream $P_2/P_3$ are plotted in Figure 10. For each variable AD force method, thirteen positive relative wind directions are simulated per test case. The power production of the downstream wind turbine, calculated with Method III and Method II, compares very well. Hence, if airfoil data is not available but $C_T^*, C_p^*$ and $\Omega^*$ is, Method II is good alternative. Method I overpredicts the power of the downstream wind turbine compared to the other variable AD force methods because the free-stream velocity of the second wind turbine is overpredicted. This result is also observed in the single wind turbine simulations of Section 4.2.1. Surprisingly, all variable AD force methods compare well with respect to the power ratio of the downstream and
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4.2.3. Comparison of turbulence models for double wakes using constant forces

The $k$-$\varepsilon$ EVM and $k$-$\varepsilon$-$f_P$ EVM are compared with LES for double wake configurations using constant forcing. Even though constant AD forces are not realistic for real wind turbines that are operating in wakes of upstream wind turbines, this setup is of interest when testing the RANS based turbulence models. In total, four cases are simulated with all three turbulence models: an aligned and a staggered configuration with a low and a high ambient turbulence intensity. The cases are further described in Section 3. The velocity deficit, the $f_P$ function and the turbulence intensity are shown in Figures 11, 12 and 13, respectively. The results are extracted over a straight line in the $y$-direction, at 2.5D, 5D, 7.5D, 10D and 12.5D downstream from the first AD. Note that the second AD is located at 5D downstream from the first AD.

In the aligned case (cases 2 and 3) from Figure 11, the $k$-$\varepsilon$ EVM underpredicts the velocity deficit at 2.5D with respect to LES, whereas the $k$-$\varepsilon$-$f_P$ EVM compares very well with LES. This result is expected since the $k$-$\varepsilon$-$f_P$ EVM is calibrated with LES for single wakes. The performance of the $k$-$\varepsilon$ EVM is still poor at 5D. Hence, if a variable AD force method would be used that is based on the local AD velocity, the forcing of the second AD would be much larger in the $k$-$\varepsilon$ EVM compared to the one in the $k$-$\varepsilon$-$f_P$ EVM and LES. At 7.5D (2.5D downstream from the second AD), the $k$-$\varepsilon$-$f_P$ EVM compares less well with LES, especially for the case with low ambient turbulence (case 2). However, the $k$-$\varepsilon$-$f_P$ EVM is still performing better than the standard $k$-$\varepsilon$ EVM. At 10D and 12.5D, the difference between all turbulence models is negligible.

The staggered cases (cases 4 and 5) show similar results as the aligned case at 2.5D. At 5D, a complex velocity profile is visible in which the wake of the first AD is merging with the newly created wake of the second AD. Since the second AD is not in the full wake of the first AD, the velocity deficit of the second AD computed by the $k$-$\varepsilon$ EVM is not much
Case 2: NREL 5-MW, aligned, low $I_{H,\infty}$

Case 3: NREL 5-MW, aligned, high $I_{H,\infty}$

Case 4: NREL 5-MW, staggered, low $I_{H,\infty}$

Case 5: NREL 5-MW, staggered, high $I_{H,\infty}$

Figure 11. Velocity deficit for cases 2-5, a double wake in an aligned and a staggered layout, for $I_{H,\infty} = 4\%$ and $I_{H,\infty} = 8\%$. The LES results include error bars of one standard deviation.

Different from the one that is predicted by the $k-\varepsilon$-$f_P$ EVM and LES. In contradiction to the aligned cases (cases 2 and 3), the $k-\varepsilon$ EVM would not underpredict the AD force significantly when a variable AD force method is used. Note that the wake of the first AD at 5D is still underpredicted by the $k-\varepsilon$ EVM. At 7.5D, the skewed velocity deficit calculated by LES is more complex compared to the RANS based turbulence models, however, the $k-\varepsilon$-$f_P$ EVM is still able to approximate it, especially for the high ambient turbulence case. Further downstream in the low ambient turbulence case, at 10D and 12.5D, there are small differences in the predicted velocity deficit of the $k-\varepsilon$-$f_P$ EVM and LES. These differences are negligible for the high ambient turbulence case.
The function $f_P$, that represents the varying part of the effective eddy-viscosity coefficient in $k$-$\varepsilon$-$f_P$ EVM, as defined in equation (11), is plotted in Figure 12. The results are compared with the $k$-$\varepsilon$ EVM, in which $f_P$ is equal to one by definition. In the near wake, the value of $f_P$ is smaller than one, because the velocity gradients are high, especially at the edge of the wake. Hence, the eddy viscosity is decreased and the wake recovery is delayed, as observed in Figure 11. The value of $f_P$ in the near wake is the smallest in the low ambient turbulence cases, because the velocity gradients in the wake are higher when the ambient turbulence intensity is lowered. This explains why the difference in velocity deficit between the $k$-$\varepsilon$-$f_P$ EVM and the $k$-$\varepsilon$ EVM is the largest in the low ambient turbulence intensity cases (cases 2 and 4). Further downstream, the $f_P$ function shows values higher than one, which means that, at these locations, the wake is recovering.
faster in the $k$-$\varepsilon$-$f_P$ EVM than the $k$-$\varepsilon$ EVM. This behavior of the $f_P$ function is the cause of the difference in the velocity deficit between the $k$-$\varepsilon$-$f_P$ EVM and LES, in the aligned cases, at 2.5D from the second AD, as seen in Figure 11. The trend in the far wake shows that the $f_P$ function goes back to one, which explains why the velocity deficit of the $k$-$\varepsilon$-$f_P$ EVM approaches the one of the $k$-$\varepsilon$ EVM, at this downstream location.

**Figure 13.** Turbulence intensity for cases 2-5, a double wake in an aligned and a staggered layout, for $I_{H,\infty} = 4\%$ and $I_{H,\infty} = 8\%$, respectively. The LES results include error bars of one standard deviation.
The turbulence intensity at hub height $I_{H} = \sqrt{2/3k/U_{H,\infty}}$ is shown in Figure 13. The standard $k-\varepsilon$ EVM overpredicts the turbulence intensity in the wake center at 2.5D in all cases, compared to LES. This overprediction is also observed for single wake simulations performed in previous work [6, 37], which is caused by the fact that the $k-\varepsilon$ EVM produces a non-physical increase in turbulence intensity at 0D, whereas the $k-\varepsilon-f_P$ EVM and LES do not show any added wake turbulence yet. This non-physical increase in turbulence intensity of the $k-\varepsilon-f_P$ EVM at 0D, for single wake simulations, is also visible in the staggered double wake cases at 5D (between $y/D = 0.5$ and $y/D = 1$), especially for the case with a low ambient turbulence intensity. Both RANS models overpredict the turbulence intensity in the far wake compared to LES. One should keep in mind that the RANS models can only model isotropic turbulence, which is a plausible cause for the overprediction of turbulence intensity of a wake that is characterized by anisotropic turbulence.

### 4.2.4. Comparison of turbulence models for double wake using variable forces

The double wake test cases, 6 and 7 from Table II, are used to compare the $k-\varepsilon-f_P$ EVM with the standard $k-\varepsilon$ EVM and LES, for one variable AD force method. To avoid the need of expensive calibrations in the LES for Method II and Method III, the simple AD Induction is employed. In Figure 14, the power production of the downstream wind turbine and the power ratio of the downstream and the upstream wind turbine are plotted against the simulated relative wind directions. In terms of absolute power of the downstream wind turbine, the $k-\varepsilon-f_P$ EVM compares well with LES, also outside the wake of the downstream wind turbine. On the contrary, the $k-\varepsilon$ EVM shows a larger power of the downstream wind turbine outside the wake region, which is caused by an overpredicted $\langle U_{AD} \rangle$. This indicates that the axial induction, predicted by the $k-\varepsilon$ EVM, does not compare well with the one of the $k-\varepsilon-f_P$ EVM and LES. The power deficit of the downstream wind turbine is underpredicted by the $k-\varepsilon$ EVM, which is best visible in the plots of the power ratio. In the comparison of the turbulence models with constant AD forces (Section 4.2.3), it is observed that the velocity deficit is underpredicted by the $k-\varepsilon$ EVM. This translates into an underprediction of the power deficit in Figure 14. The $k-\varepsilon$ EVM performs the worst for the low ambient turbulence case, which is also seen in the comparison with the constant AD forces from Section 4.2.3. The power deficit of the $k-\varepsilon-f_P$ EVM compares very well with the one of LES, especially for the low ambient turbulence case. The variable $C_{\mu}$, that is present in the $k-\varepsilon-f_P$ EVM, establishes the improvement by lowering the eddy-viscosity in the near wake region.

![Figure 14](image-url)

**Figure 14.** Power deficit of the downstream wind turbine. Cases 6 and 7: a double wake with a range of relative wind directions for $I_{H,\infty} = 4\%$ and $I_{H,\infty} = 8\%$, respectively. The LES results include error bars of one standard deviation.
5. CONCLUSIONS

Two existing variable AD methods; the AD Induction Method (Method I) and the AD Airfoil Method (Method III), are compared with the proposed AD Variable Scaling Method (Method II), for single and double wake simulations, employing the \( k-e_{\epsilon} \) EVM. Compared to the aeroelastic code HAWCStab2, Method III without torque calibration overpredicts the power and the thrust force of a single wind turbine, for wind speeds above rated, because blade deflections are not included. For wind speeds below rated, Method III calculates the correct total thrust force but still overpredicts the power by 10%-20%. Method I overpredicts the power and the thrust force below rated wind speeds, because the dynamically predicted undisturbed velocity at hub height is overpredicted by 2%-3%. On the contrary, the proposed Method II produces the exact same results as HAWCStab2 because the method relies on calibration. This exercise shows that Method II is flexible because it can be used to fit any reference \( C_T \), \( C_P \) and \( \Omega \).

When the power and the thrust force, predicted by Method III for a single wind turbine, are used as an input for Method I and Method II, the results of Method III and Method II compare very well, for double wake simulations. This shows that when airfoil data is not available but information about \( C_T \), \( C_P \) and \( \Omega \) is, Method II is a good alternative. In the double wake configuration, the power ratio predicted by Method I compares well with Method III and Method II, because Method I overpredicts the power of both the upstream and downstream wind turbines by a similar factor. Therefore, if only the power ratio of the upstream and downstream wind turbine is desired, the simple Method I is an acceptable method. On the contrary, if accurate absolute power is needed only the proposed Method II can be used. It should be noted that numerically unstable behavior is observed for one of the simulations employing Method I, because the solution of local velocity at the AD oscillated between two converged values. In other words, the solution of the local velocity at the AD is not unique. This behavior has not been seen in the other two variable AD force methods.

The performance of the \( k-e \) EVM and the \( k-e_{\epsilon} \) EVM tested against LES for six double wake cases with different wind turbine positions and ambient turbulence intensities. Four cases are simulated with constant AD forces and two cases are carried out with variable AD forces, using Method I. The cases with constant forces show that the \( k-e \) EVM underpredicts the velocity deficit in the near wake and at the location of the downstream wind turbine compared to LES, especially for low ambient turbulence and in full wake conditions. On the contrary, the \( k-e_{\epsilon} \) EVM shows comparable velocity deficits with LES. When the wind turbines are staggered, the velocity deficit at the downstream wind turbine, calculated with the \( k-e \) EVM is similar to the one of the \( k-e_{\epsilon} \) EVM and LES, because the downstream wind turbine is not operating in full wake conditions. In addition, at 7.5D downstream of the second wind turbine the difference between \( k-e \) EVM and the \( k-e_{\epsilon} \) EVM is small and both models show similar velocity deficits. The turbulence intensity in the wake is overpredicted by both RANS models, however, the \( k-e_{\epsilon} \) EVM shows a comparable turbulence intensity with LES in the near wake.

The underpredicted velocity deficit at location of the downstream wind turbine, calculated by the \( k-e \) EVM in full wake conditions, translates into an underpredicted power deficit in the test cases with variable AD forces. In addition, the \( k-e \) EVM overpredicts the absolute power outside the wake region compared to results of the \( k-e_{\epsilon} \) EVM and LES. This is caused by the fact that Method I uses the axial induction to predict the power and that the axial induction predicted by the \( k-e \) EVM does not correspond to one calculated by \( k-e_{\epsilon} \) EVM and LES.

From the present work, it can be concluded that the best setup for double wake RANS simulations is the use of the proposed Method II together with the \( k-e_{\epsilon} \) EVM. Hence, the correct thrust force and power is calculated, inside and outside the wake region.
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