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Abstract—Several methods of estimating the annual energy losses for wind turbine generators are investigated in this paper. Utilizing a high amount of transient simulations with motion is first demonstrated. Usage of a space-time transformation for prediction of iron losses is also explored. The methods, which use varying amounts of simulation results and computational resources, are compared based on time required and consistency in varying wind climates.

I. INTRODUCTION

The international level of installed wind power capacity continues to grow [1]. As the power levels of wind turbines rise, and the installation of wind turbines offshore becomes increasingly popular, the academic and industrial communities are being faced with a myriad of opportunities, challenges, and problems.

Amongst such challenges is the choice of an optimal wind turbine drivetrain, which is a frequently debated topic. Manufacturers today are certainly not at a consensus on the issue, as can be ascertained by viewing the availability of squirrel cage and doubly-fed induction machines, as well as permanent magnet and electrically-excited synchronous machines on the market [2], [3], [4], [5], [6]. Adding the choices between direct-drive and various levels of gearing for the drivetrains, and the use for a flexible, fast, and comprehensive design comparison process becomes apparent.

While this is not an entirely new idea, it is very interesting to discuss and propose improvements for such design comparison processes. Along these lines, the current paper contributes to the discussion by demonstrating a search for a fast and dependable method of estimating the annual energy losses (AEL) due to iron losses for a permanent magnet wind turbine generator. Finite element analysis (FEA) for estimating the losses is considered, and compared to other examples in literature it is expected that this approach will give a better approximation. The balance between speed and relative accuracy is explored by comparing several different evaluation methods.

After expanding on the motivation of the current paper, as well as a brief consideration of earlier work, the principles of variable-speed wind turbine operation are discussed. This is important for the current work because it defines the simulation settings which are used while estimating the iron losses. Details regarding the example wind turbine generator are provided, followed by iron loss estimation results from the employed commercial FEA package’s built-in solver, as well as results obtained using a handful of static 2D results along with a space-time transformation (STT). These results are then utilized in various ways to estimate the AEL due to iron losses, and the various methods are then discussed and compared.

A. Motivation

The goal of a wind turbine is to make money for those who have invested in its construction and operation. With that in mind, the anticipated cost of energy (COE) is an important metric in terms of comparing potential drivetrain solutions at the early design stages. All costs related to purchase and construction of the wind turbine form the CAPEX, while all costs associated with maintenance and operation constitute the OPEX for the wind turbine. The sum of these two annualized over the wind turbine lifetime, divided by the wind turbine’s annual energy production (AEP), gives the COE.

\[
COE = \frac{CAPEX + OPEX}{AEP}
\]  

There are a huge number of factors that enter these estimations. In terms of choosing a drivetrain configuration, the cost of the components and the annual losses will definitely enter the equation.

Losses occur to some degree in all wind turbine drivetrain components. The relationship between the losses and the AEP is simply that the annual energy gathered by the blades, minus the annual losses, gives the AEP. Looking to the generator, the primary sources of losses are ohmic losses and iron losses. Estimation of the AEP therefore requires that the annual energy losses due to iron can be estimated first. It is of course important to estimate the annual energy losses due to all loss mechanisms, but the paper at hand is solely focused on how to handle the problem of the iron losses.

In this work, the simulation time required to achieve a prediction of the AEL based on FEA is investigated. It is anticipated that one or more of the demonstrated methods can be used for various design comparison studies, based on the level of accuracy and the required robustness of the
method. For this reason, the AEL due to iron losses is predicted for several wind regimes, representing some typical locations for wind farm construction. The possibility of performing a reduced number of simulations and interpolating or extrapolating for the remainder of the iron loss data exists, and this is demonstrated as one way to reduce the required computational time. In the interest of producing even faster results, abandonment of transient simulations in favor of static simulations in conjunction with a space-time transformation is considered as well.

B. Prior Work

Wind turbine generator design studies can be found in high numbers throughout the literature. Several examples can be noted, in which the losses at partial load have been considered and used in producing an estimate of, or at least similar to, the cost of energy [7]. Commonly, the iron loss information from a manufacturer of laminations is used, while multiplying by an enhancement factor to account for the variation between the loss measurement conditions and the expected application conditions [8], [9], [10], [11]. The effect of the variation of frequency is thereby captured, but the local variation in flux density due to armature currents is disregarded, as is the effect of the flux density vector rotating in some regions of the iron rather than just pulsating.

For the case of permanent magnet synchronous machines (PMSM), the iron losses are particularly difficult to predict under variable speed and variable load operation. Finite element analysis (FEA) has historically proven to be a useful tool for this [12]. Nevertheless, the prospect of performing the required simulations under varying operational conditions may deter many designers.

II. VARIABLE SPEED WIND TURBINE OPERATION

It is important to present some fundamental aspects of variable speed wind turbine operation, in order for the simulated conditions and subsequent conclusions to be understood. Thus, a basic control strategy for a variable speed wind turbine is presented in this section, followed by an explanation of the usage of Weibull parameters to describe different wind climates.

A. Control of Variable Speed Wind Turbines

Variable speed operation of a wind turbine gives the advantage that the blade speed can be adjusted in order to maximize the power gathered by the blades. This, along with optimal pitching of the blades, manifests itself in the achievement of the highest possible coefficient of power $C_p$. As shown in equation 2, the coefficient of power appears in direct proportion to the total gathered power,

$$ P_{\text{blades}} = \frac{1}{2} C_p (\lambda) A \rho_{\text{air}} v^3 $$

(2)

where $A$ is the swept area of the blades, $\rho_{\text{air}}$ is the density of air at standard temperature and pressure, and $v$ is the wind speed. The coefficient of power depends, as indicated in equation 2, on the tip speed ratio $\lambda$. The tip speed ratio is given by equation 3,

$$ \lambda = \frac{\omega R}{v} $$

(3)

which takes the product of the blade angular frequency $\omega$ and the blade radius $R$ divided by the wind speed. As dictated by equation 3, to maintain the optimal coefficient of power while in variable speed mode, the rotational speed of the blades thus takes on a linear relationship with the wind speed.

For the purpose of control, the wind regime can be divided into variable speed and fixed speed regimes [13]. The point of division between these two wind regimes is the so-called rated wind speed. After the wind reaches this level, the blades begin to be pitched such that excess power is spilled by the blades. This maintains a constant power output when the wind blows between the rated and cut-out wind speeds.

For a permanent magnet machine, the voltage varies in direct proportion to the rotational speed. Equation 2 indicates that the incoming power is proportional to the wind speed cubed. It follows then that the current must follow the wind speed squared. Under the assumption that the no-load condition for the generator exists at the cut-in wind speed, table I provides the operating conditions for variable speed mode, as dictated by equations 4 through 6.

$$ f(v) = f_{\text{rated}} \frac{v}{v_{\text{rated}}} $$

(4)

$$ V(v) = V_{\text{rated}} \frac{v}{v_{\text{rated}}} $$

(5)

$$ I(v) = I_{\text{rated}} \left( 1 - \frac{v - v_{\text{rated}}}{v_{\text{rated}} - v_{\text{cutin}}} \right)^2 $$

(6)
TABLE I. VARIABLE SPEED OPERATION

<table>
<thead>
<tr>
<th>v [m/s]</th>
<th>f [Hz]</th>
<th>VRms [V]</th>
<th>IRms [A]</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>43.6</td>
<td>250.9</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>54.5</td>
<td>313.6</td>
<td>666.0</td>
</tr>
<tr>
<td>6</td>
<td>65.5</td>
<td>376.4</td>
<td>1229.5</td>
</tr>
<tr>
<td>7</td>
<td>76.4</td>
<td>439.1</td>
<td>1690.6</td>
</tr>
<tr>
<td>8</td>
<td>87.3</td>
<td>501.8</td>
<td>2049.2</td>
</tr>
<tr>
<td>9</td>
<td>98.2</td>
<td>564.5</td>
<td>2305.3</td>
</tr>
<tr>
<td>10</td>
<td>109.1</td>
<td>627.3</td>
<td>2459.0</td>
</tr>
<tr>
<td>11</td>
<td>120.0</td>
<td>690.0</td>
<td>2510.2</td>
</tr>
</tbody>
</table>

TABLE II. THE NINE WIND CLIMATES SELECTED FOR THE STUDY, REPRESENTED IN TERMS OF THEIR WEIBULL PARAMETERS

<table>
<thead>
<tr>
<th>Site description</th>
<th>Shape factor k</th>
<th>Scale factor A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low k, low A</td>
<td>0.5</td>
<td>4.0</td>
</tr>
<tr>
<td>Low k, medium A</td>
<td>0.5</td>
<td>8.0</td>
</tr>
<tr>
<td>Low k, high A</td>
<td>0.5</td>
<td>12.0</td>
</tr>
<tr>
<td>Medium k, low A</td>
<td>1.5</td>
<td>4.0</td>
</tr>
<tr>
<td>Medium k, medium A</td>
<td>1.5</td>
<td>8.0</td>
</tr>
<tr>
<td>Medium k, high A</td>
<td>1.5</td>
<td>12.0</td>
</tr>
<tr>
<td>High k, low A</td>
<td>2.5</td>
<td>4.0</td>
</tr>
<tr>
<td>High k, medium A</td>
<td>2.5</td>
<td>8.9</td>
</tr>
<tr>
<td>High k, high A</td>
<td>2.5</td>
<td>12.0</td>
</tr>
</tbody>
</table>

B. Wind Climates

Wind climates are commonly described in terms of a Weibull distribution, where the shape factor $k$ and scale factor $A$ are the two defining parameters. From the Weibull distribution, the probability that the wind speed will lie within the interval given by wind speeds $v_i$ and $v_{i+1}$ can be found by equation 7.

$$p = e^{-\left(\frac{v_i}{A}\right)^k} - e^{-\left(\frac{v_{i+1}}{A}\right)^k}$$  \hspace{1cm} (7)

Nine representative sets of Weibull parameters have been selected based on observation of the European Wind Atlas, in order to demonstrate the loss estimation for different wind climates [14]. The European Wind Atlas is based on wind measurements at many locations, and uses the Weibull parameters to describe the observed wind climates. To summarize, typical values of $k$ are 0.5 to 2.5, while for $A$ the values tend to fall between 4 and 15. With an intent to cover the possible combinations of high and low $k$ and $A$ values, the wind climates described in table II are used in this study. Figure 2 gives the probability of the wind speed falling within 25 different intervals, starting with 0-1m/s and finishing with 24-25m/s.

Viewing figure 2 can lead to a general understanding of the influence of the shape factor $k$ and scale factor $A$. The scale factor $A$ is related to the mean value of the wind speed, so as it increases the probabilities of higher wind speeds also increase. The value of $k$, on the other hand, influences the likelihood of the wind speeds to fall near the value of $A$. Thus, for high values of $k$ the wind distribution tends to concentrate about the value of the scale factor. For low values of $k$ the wind distribution becomes spread more evenly across all wind speeds.

III. THE EXAMPLE WIND TURBINE GENERATOR

For this study, the example of a 12-pole generator, dimensioned for operation under the conditions described in table IV, is considered. Figure 3 gives a view of the cross section, as well as a close up of one pole. It will later be explained that due to the winding arrangement three ‘types’ of teeth can be found, which are also indicated in figure 3 (b).

The generator is assumed to be driven through a gearbox by appropriately sized blades. The specifics of these are not relevant for this study, but table III does give the important details regarding cut-in, rated, and cut-out wind speeds. These must be considered along with the losses and the wind climate while predicting the AEL.

IV. IRON LOSS ESTIMATION THROUGHOUT POWER CURVE

To assess the effect of varying the armature current and the generator’s rotational speed on the iron losses, several points along the wind turbine power curve are assessed. The details regarding the laminations are provided in table V. It has been shown in literature that compared to simulated results, the
TABLE V. INFORMATION ABOUT THE LAMINATIONS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>M400-50A</td>
<td>NA</td>
</tr>
<tr>
<td>$k_h$</td>
<td>Hysteresis factor</td>
<td>1.098E-2</td>
</tr>
<tr>
<td>$k_e$</td>
<td>Eddy factor</td>
<td>7.921E-5</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Hysteresis frequency exponent</td>
<td>1.234</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Hysteresis flux density exponent</td>
<td>1.775</td>
</tr>
<tr>
<td>$k_{df}$</td>
<td>Design factor</td>
<td>1.7</td>
</tr>
</tbody>
</table>

The actual iron loss calculation method is not explicitly available to users due to some proprietary aspects [17]. It is however based on the Steinmetz equation in the following form, where the specific iron loss is expressed as:

$$p_{fe} = k_h f^\alpha B^\beta + k_e (fB)^2$$  \hspace{1cm} (8)

The first term in equation 8 represents losses due to hysteresis, as well as anomalous losses. The second term represents the losses due to eddy currents [17]. The coefficients in equation 8 are reported as obtained through curve fitting of loss measurements at 50Hz, 100Hz, 200Hz, 400Hz, 1000Hz and 2500Hz, with an $R^2$ of 0.9986.

The results of simulating operation at integral wind speeds from 4-11m/s can be seen in table VI. Because this evaluation is performed on a per-mesh basis, includes a large number of samples, and explicitly analyzes all desired operating points, it is from this point forward taken as the standard to which other, lighter methods should be compared. The downside, investigated later in the paper, is the large amount of time required to perform these eight simulations.

B. Space-Time Transformation

Usage of a space-time transformation has been demonstrated to be effective in generating iron loss data in good agreement with time stepping FEA solutions for PM machines [18]. This method utilizes a low number of static simulations, combined with symmetry and periodicity in the machine, in order to synthesize time-varying waveforms for flux density in various locations throughout the machine. Interested readers are referred to several examples in literature to learn more [19], [20], [18].

As opposed to the aforementioned commercial method which considers the losses on a per-mesh basis, this method will be employed with a course discretization of the model. For execution of this method on the example machine for this paper, the stator, shown for one pole in figure 3 (b), is subdivided into several regions:

- Tooth tip
- Tooth body
- Inner coreback over slot
- Outer coreback over slot
• Inner coreback over tooth
• Outer coreback over tooth

Taking the winding arrangement into account, three types of teeth can be observed based on the coil sides in the slots on either side of the tooth. Because the machine is synchronous, and because there are three of each tooth type in one pole for this machine, a single static solution of one pole gives three time-delayed values for the flux density of each tooth type. By repeating the simulation five times over the time required for the rotor to move across three slots, 15 equally-spaced points along half of the flux density waveform for each tooth type are obtained. Odd periodicity gives 15 more points, for a total of 30 points over the whole flux density waveform.

Figure 4 helps with visualizing the employed method. In the first static simulation the values associated with the three circle markers in figure 4 were obtained, and their spatial displacement was transformed into the time domain. Repeating this process five times, and using the odd periodic boundary condition, the dashed, red plot was obtained. The solid, black plot indicates the radial flux density in tooth type 1, as obtained during a transient with motion simulation. Clearly the waveform obtained via the static simulations is a good match with the one obtained with the transient simulation. Similar results are obtained in the same manner for the other two types of teeth, and as well in the stator coreback.

The next step is finding the frequency components of the obtained flux density waveforms. If the series of simulations is correctly configured, the points along the flux density waveform are evenly spaced. In this case it is possible to employ a fast fourier transform on the wave, thus providing coefficients for the first \( n/2 - 1 \) harmonic orders, where \( n \) is the number of points on the wave being processed. For the case in question the value of \( n \) is 30, and thus harmonics up to the 14th will be included. Equation 9 is then employed to find the iron loss contributions from the present harmonics.

\[
p_{fe,v} = k_h f_v^a B_v^\alpha + k_e (f_v B_v)^2
\]

Equation 9 is used independently on the radial and tangential components of the flux density. This has been suggested as a way to help with incorporation of the effect of a rotational magnetic flux density vector in the iron [21]. A source of error and potential discrepancy between prediction of iron losses with equations 8 and 9 is the treatment of term 1. In equation 9 harmonic decomposition is used on this term, while MagNet handles this term differently [17]. Usage of harmonic decomposition is not technically correct for non-linear phenomenon such as the hysteresis and anomalous losses, but it is an inaccuracy which can be tolerated if the fundamental component is the dominate term [22].

Table VI provides the losses for all operating points of interest obtained via this method. It is possible to see that the agreement with Infolytica’s solution is strong, but does suffer somewhat for the lightly loaded, low speed operational points. This is important to note, moving forward to the following section in which the annual energy losses for various wind climates are investigated.

\[
P_{fe,\nu} = k_h f_v^a B_v^\alpha + k_e (f_v B_v)^2
\]

\[
AEL = \sum_{i=1}^{n} 8760 * p_i * \frac{1}{2} (P_{fe,i} + P_{fe,i+1})
\]

V. ESTIMATION OF ANNUAL ENERGY LOSSES

Having estimated the iron losses \( P_{fe} \), as shown in table VI, and having found the probabilities \( p \) of the wind speed falling within intervals 1 through \( n \), the annual energy losses due to iron losses can be found according to equation 10:

\[
AEL = \sum_{i=1}^{n} 8760 * p_i * \frac{1}{2} (P_{fe,i} + P_{fe,i+1})
\]

This section of the paper compares six methods for producing a result for equation 10. Table VII describes the six methods, and also gives the required time experienced by the authors. Since execution times are being compared, it is relevant to note some details regarding the employed PC workstation, which can be found in table VIII. Table IX provides a summary of results obtained with all six methods, and also gives the required time experienced by the authors. Since execution times are being compared.

A. Method 1 - Using all Transient with Motion Solutions

Method 1 is the most time consuming, detailed method for estimating the iron losses. The results of eight transient with motion simulations are required. This series of results was

<table>
<thead>
<tr>
<th>Method</th>
<th>Simulations</th>
<th>FEA time</th>
<th>Postprocessing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8 trans 2D+motion</td>
<td>122s</td>
<td>[-]</td>
</tr>
<tr>
<td>2</td>
<td>1 trans 2D+motion</td>
<td>20s</td>
<td>[-]</td>
</tr>
<tr>
<td>3</td>
<td>1 trans 2D+motion</td>
<td>13s</td>
<td>[-]</td>
</tr>
<tr>
<td>4</td>
<td>2 trans 2D+motion</td>
<td>34s</td>
<td>[-]</td>
</tr>
<tr>
<td>5</td>
<td>5 static simulations</td>
<td>16s</td>
<td>2s</td>
</tr>
<tr>
<td>6</td>
<td>10 static simulations</td>
<td>21s</td>
<td>5s</td>
</tr>
</tbody>
</table>

Table VIII provides a summary of results obtained with all six methods, and also gives the required time experienced by the authors. Since execution times are being compared.
obtained in 2 minutes and 2 seconds. For many cases this may be an acceptable amount of time. This is, however, quite a long time for the early design stages of a machine being designed to achieve a low cost of energy. In that case the result of equation 10 is of direct interest, and a designer would like to know how every slight alteration would affect this value. Especially looking to the case where optimal design is employed and the annual energy losses are required for formation of an objective function, this evaluation could become a significant bottleneck.

**B. Methods 2 and 3 - Using one Transient with Motion Solution**

In Methods 2 and 3, solely the transient with motion simulation results at no-load and full-load, respectively, were used. The iron losses at the remaining wind speeds were extrapolated, where only the frequency terms in equation 8 were adjusted. This procedure cuts down the required simulation time drastically, but the effect of the armature current is neglected for all operational points except for at the point of simulation being used. Table IX indicates, interestingly, that strong agreement can still be observed for sites with low wind speeds. As a final measure, Method 4 is adapted for usage with a total of 10 static 2D simulations. After postprocessing, the results in a much shorter time. Taking this idea to the next level, Method 5 utilizes the STT at full load and extrapolates the results to the partial load operational points. The method requires just five static 2D simulations.

Table IX shows that Method 5 is capable of matching Method 1 within 12% for sites where the wind has a tendency to be concentrated at high values. For some cases this may be sufficient, but it must always be noted that this result is highly dependent on the wind regime, and if care is not taken the AEL prediction could exhibit a huge difference (see k=2.5, A=4%) from what would be obtained via detailed simulation of all operational points of interest.

**E. Method 6 - Using 10 Static Simulations**

As a final measure, Method 4 is adapted for usage with results from the STT. In Method 6, the generator’s operation is analyzed with the STT at no load and full load, requiring a total of 10 static 2D simulations. After postprocessing, the total time required is still low in comparison with Methods 1-4, which are based on the usage of transient with motion solutions.

The inclusion of a second operating point has a strong effect on the robustness of the calculation method, in comparison with Method 5. Now, the AEL results could be trusted to within 10% for a much wider range of wind climates. Relatively poor agreement can still be observed for sites with low A and high k, so the user must still take care in deciding whether or not this prediction method is suitable. When comparing Methods 6 and 4, Method 4 gives much better agreement with Method 1, while the advantage of Method 6 in speed is only around 25%.

**F. Comments**

As an overall result, this comparison shows that detailed simulation of a large number of operating points along the

---

### TABLE IX. ESTIMATED ANNUAL ENERGY LOSSES DUE TO IRON

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>4</td>
<td>54.40 [-]</td>
<td>44.30</td>
<td>18.57</td>
<td>56.83</td>
<td>4.47</td>
<td>53.84</td>
<td>-1.03</td>
<td>61.72</td>
<td>13.45</td>
<td>59.40</td>
<td>9.19</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>8</td>
<td>64.84 [-]</td>
<td>52.49</td>
<td>-19.05</td>
<td>67.30</td>
<td>3.80</td>
<td>64.23</td>
<td>-0.93</td>
<td>73.05</td>
<td>12.67</td>
<td>70.66</td>
<td>8.98</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>12</td>
<td>66.98 [-]</td>
<td>54.09</td>
<td>-19.24</td>
<td>69.34</td>
<td>3.53</td>
<td>66.38</td>
<td>-0.89</td>
<td>75.25</td>
<td>12.35</td>
<td>72.94</td>
<td>8.90</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>4</td>
<td>38.67 [-]</td>
<td>34.29</td>
<td>-11.33</td>
<td>44.29</td>
<td>14.54</td>
<td>37.96</td>
<td>-1.84</td>
<td>48.41</td>
<td>25.19</td>
<td>43.54</td>
<td>12.60</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>8</td>
<td>124.73 [-]</td>
<td>102.34</td>
<td>-17.95</td>
<td>131.40</td>
<td>5.35</td>
<td>122.97</td>
<td>-1.41</td>
<td>142.81</td>
<td>14.49</td>
<td>136.23</td>
<td>9.22</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>12</td>
<td>167.20 [-]</td>
<td>134.42</td>
<td>-19.60</td>
<td>172.27</td>
<td>3.03</td>
<td>165.59</td>
<td>-0.96</td>
<td>186.89</td>
<td>11.78</td>
<td>181.66</td>
<td>8.66</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>4</td>
<td>26.96 [-]</td>
<td>25.65</td>
<td>-4.87</td>
<td>33.28</td>
<td>23.44</td>
<td>26.71</td>
<td>-0.92</td>
<td>36.52</td>
<td>35.45</td>
<td>31.56</td>
<td>17.05</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>8</td>
<td>132.41 [-]</td>
<td>110.37</td>
<td>-16.64</td>
<td>141.96</td>
<td>7.21</td>
<td>129.66</td>
<td>-2.08</td>
<td>154.52</td>
<td>16.70</td>
<td>144.90</td>
<td>9.43</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>12</td>
<td>210.41 [-]</td>
<td>168.46</td>
<td>-19.94</td>
<td>215.83</td>
<td>2.58</td>
<td>208.14</td>
<td>-1.08</td>
<td>234.09</td>
<td>11.25</td>
<td>228.02</td>
<td>8.37</td>
<td></td>
</tr>
</tbody>
</table>
power curve should not be required, at least for the purpose of estimating the annual iron losses. Regarding the time required for the methods based on the STT, it should be mentioned that for other winding layouts the comparison could turn out differently. Furthermore, reduction of the postprocessing time has not been a focus in this work, and that is of course one area where there could be potential to save time.

VI. CONCLUSION

This paper has investigated several methods to estimate the annual iron losses in a permanent magnet wind turbine generator, at the design stage. This type of result is vital for a machine design strategy in which minimization of the cost of energy is a design objective, but it has been shown to be potentially time-consuming. To that end, alternatives to direct simulation of all points of interest along the operating curve have been demonstrated.

Extrapolating a single simulation result is an acceptable practice in some cases, but is very dependent on the wind climate being considered. The results of this paper do suggest that if only one point is going to be simulated, it is a better idea to consider one where the machine is loaded, so that the effect of the armature current on the flux density throughout the iron is included.

Fitting the iron loss results from two simulations, in this case at no-load and full-load, gave robust agreement with usage of all simulated results to within a couple percent regardless of the wind regime.

For cases where it is more appropriate to focus on speed, but the accuracy of an FEA-based solution is still of interest, usage of a space-time transformation should be considered. This is especially true in the case where the design can be allowed to focus on a specific wind regime, since in this case extrapolating the results from one operational point does not result in a significant error.
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