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Abstract

Low frequency radars, also known as sounders, can be used for subsurface
measurements of Earth’s massive ice sheets. Radar data are essential to
improving ice sheet models for better prediction of the response of these
ice sheets to global climate change. While airborne sounders are needed
for detailed measurements of fast-flowing outlet glaciers, a space-based
sounder is potentially capable of broad coverage with high spatial and
uniform sampling over the interior of the ice sheets. For both types
of systems, however, surface clutter that obscures the depth signal of
interest is a major technical challenge.

This dissertation deals with tomographic techniques based on multi-
phase-center radars that represent state-of-the-art technology within the
field of ice sounding. The use of advanced tomographic processing for
clutter suppression is investigated, which up to this point has been
largely unexplored in the literature. The investigation also includes a
theoretical study of beamforming and direction-of-arrival (DOA) esti-
mation techniques. In addition to the primary treatment of clutter sup-
pression, additional novel applications of tomography are also explored.

Based on an experimental multi-phase-center dataset acquired with
the POLarimetric Airborne Radar Ice Sounder (POLARIS), single-pass
tomographic surface clutter suppression capabilities are demonstrated
for the system. Using repeat-pass POLARIS data, a method based on
data-driven DOA estimation is used to show an along-track variation of
the effective scattering center of the surface return, which is caused by
a varying penetration depth.

As an alternative to the traditional echogram, a new DOA represen-
tation that offers a better visualization of the desired signals and clutter
is suggested. Based on this alternative presentation, a novel technique
for discrimination of the desired bed return from strong surface clutter is
presented. The technique is applied to data from the channel of the chal-
lenging Jakobshavn Glacier acquired with the Multi-channel Coherent
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Radar Depth Sounder/Imager (MCoRDS/I), where it is shown how the
technique can be used to close some of the critical gaps in bed detection
along the channel.

Finally, a geometric model is used to show how the across-track slope
of the bed is related to the DOA pattern of the bed return. Based on
this, a technique for estimation of the backscattering characteristics is
presented. Furthermore, waveform analysis is investigated for estimation
of the bed roughness.
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Chapter1
Introduction

1.1 Background

The behavior of planet Earth can be understood in terms of the coupling
between the dynamic processes in the atmosphere, the solid Earth, the
hydrosphere, the cryosphere, the biosphere, and the anthroposphere.
This set of coupled dynamical systems is referred to as the Earth System.

During the last 150 years the Earth System has been subject to
radical changes. Both human-induced changes and the variability of the
natural system have to be fully understood and quantified to determine
whether the consequence could be destabilization of the Earth System.
This insight implies understanding of the major subsystems and the
coupling between them. For this reason, understanding of the cryosphere
is one of the main objectives of European Space Agency’s (ESA’s) Living
Planet Programme [1]. A central part of the cryosphere consist of ice
sheets that modulates the global sea level by storing water, deposited as
snow, on the surface and discharging water back into the ocean through
melting and calving. Approximately 3% of the Earth’s surface is covered
by ice. The largest contribution by far is the Antarctic ice sheet, which
holds 63% of the fresh water on the Earth’s surface [2] and is equivalent
to about 57m of sea level [3].

A number of investigations show that both the Greenland and Ant-
arctic ice sheets are rapidly and unexpectedly losing mass [4, 5]. These
documented changes have potentially catastrophic consequences such as
global sea-level rise. The Intergovernmental Panel on Climate Change
(IPCC) estimates that sea level could increase by 26–98 cm by the end
of this century, relative to year 2000 [6]. A part of the reason for the
large range in projected sea-level rise is due to an incomplete under-
standing of the mechanisms causing the rapid changes in Greenland and
Antarctica. It is therefore essential to understand the processes causing
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2 1 Introduction

the mass loss, as well as to improve the ice-sheet models for generat-
ing more accurate estimates of the ice sheets’ contribution to sea-level
rise. To address this deficiency, more thorough information on ice thick-
ness, internal stratigraphy, subglacial topography and basal conditions
is critically needed.

To investigate ice sheets, direct methods such as ice core drilling can
provide detailed information on the ice sheet internals. However, such
approaches are very time consuming and are limited with respect to
geographical coverage. In order to obtain large-scale spatial sampling
of the global ice sheets, remote sensing techniques are needed. Due to
the electromagnetic properties of ice, glaciers and ice sheets are well
suited to investigation by radar that offers subsurface exploration capa-
bilities. Furthermore, a radar can be operated from a moving platform
that makes high spatial and temporal coverage possible. Actually, radar
measurements from a moving platform may be the only efficient way to
carry out subsurface exploration of large ice sheets.

The study of glaciers and ice sheets using radar is known as radio-
glaciology, also referred to as ice sounding.

1.2 Ice Sounding

The word sounding derives from the Old English sund, meaning swim-
ming, water, sea. Traditional sounding refers to the act of measuring
depth in a body of water in relation to maritime navigation. Originally
this was done by hand with sounding poles or a weighted sounding line
when measuring greater depths. Today the word sounding is used for all
types of depth measurements in all kind of bodies. A special case of this
is radio echo sounding of ice, which is often referred to as ice sounding.

Airborne ice sounding radars, or just sounders, have been used since
the 1960s to measure ice sheets by profiling their glaciological features
from the surface to the bedrock. Sounders operate at low frequencies
to avoid excessive attenuation of the transmitted and reflected signals
within the ice. In this way, sounders are able to penetrate deep into
the ice and map the bedrock underneath. A comprehensive overview of
systems developed before 1998 is presented in [7].

While airborne sounders are needed for detailed measurements of
fast-flowing outlet glaciers, a space-based sounder might be capable of
broad coverage with high spatial and uniform sampling over the interior
of the ice sheets, which cannot be realized from an aircraft with a limited
range. Therefore, when the International Telecommunication Union in
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Figure 1.1: Vertical cross section of an ice sounding scenario illustrating the
across-track surface clutter geometry.

2003 allocated a 6MHz band at 435MHz (P-band) for remote sensing,
a space-based ice sounding radar was proposed to ESA as a possible
Earth Explorer mission. Due to lack of knowledge of ice sounding at
frequencies as high as P-band, ESA commissioned the development of
the POLarimetric Airborne Radar Ice Sounder (POLARIS) [8] with the
objective of assessing the feasibility of ice sounding at P-band from space.

1.3 Surface Clutter

The geometry associated with ice sounding is illustrated in Figure 1.1
along with the definition of a right-handed Cartesian coordinate system.
The z-axis is aligned with the direction of the force of gravity and is
referred to as the nadir direction, or just nadir. The x-axis is aligned with
the nominal flight track orthogonal to nadir. This along-track direction
is often denoted azimuth despite the fact that azimuth conventionally
mean angle in a rotating radar, or more generally, in an equatorial plane.
Lastly, the y-axis is defined as the direction orthogonal to azimuth and
nadir that makes the system right-handed. This direction is referred
to as the across-track direction. Based on this geometry and notation,
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signal components referred to as surface clutter is now defined.
Clutter is a term used for unwanted echoes received by a radar. Due

to the curved wavefront of a propagating pulse, an echo backscattered
from a certain ice depth will be received by the radar simultaneously with
an echo backscattered by the surface within the same range resolution
cell, as illustrated in Figure 1.1. This surface component is referred to
as surface clutter. The weak depth signal of interest may be masked
by these off-nadir surface clutter signals located at the same electrical
distance as the depth signal from nadir. In general surface clutter may
be divided into three types:

1. clutter from the near-nadir surface overlaid through pulse range
sidelobes,

2. clutter from the surface in the along-track direction, and

3. clutter from the surface in the across-track direction.

The first type is considered as indirect surface clutter since it is not
related to the geometry from Figure 1.1. Instead it is caused by range
sidelobes in the impulse response related to the pulse compression tech-
nique that typically is employed in modern ice sounders. Sidelobes for
strong echo responses may in this way mask weaker echoes at other range
locations, which is critical in ice sounding since the surface reflection is
much stronger than echoes from the ice volume. Fortunately the side-
lobes can be greatly reduced by spectral and temporal weighting, which
is treated in more detail in Section 2.5.4. In the following, the focus is
instead brought to the geometric clutter corresponding to the last two
of the listed types.

Assuming flat topography and a nadir-looking sensor, the clutter
footprints corresponding to different ice depths are described by annuli,
as shown in Figure 1.2. Clutter scattered in the along-track direction
can effectively be suppressed for a synthetic aperture system by Doppler
processing [9, 10], as illustrated in Figure 1.3. The figure shows how the
blue surface footprints from Figure 1.2 after Doppler processing are re-
duced in the along-track direction to the much smaller red areas. Since
the effectively illuminated surface area is reduced, surface clutter is sup-
pressed accordingly.

In this way, the problem of surface clutter reduces to the across-track
direction in the form of surface returns from two angles (±θ) symmetric
about nadir. In the case of sloped, undulating, or more complex to-
pography, the surface clutter can consist of returns from multiple non-
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Figure 1.3: Doppler processed surface footprints. The footprints are illustrated
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the corresponding pulse limited footprints without Doppler processing.
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symmetric angles that are a function of both range and along-track posi-
tion, which can be intuitively deduced from the geometry in Figure 1.1.

By a trigonometric consideration of Figure 1.3, the following expres-
sion for the direction-of-arrival (DOA) θ of the masking surface clutter
can be derived for the flat surface scenario

θ(R) = arccos

(
h

R

)
, (1.1)

where h is the radar height over the ice surface and R is the range in
air. For a more intuitive measure of range when subsurface targets are
considered, the so-called equivalent nadir depth is defined

z =
R− h
nice

, R ≥ h, (1.2)

where nice is the refractive index of ice. In terms of equivalent nadir
depth, the DOA of masking surface clutter is given by [11]

θ(z) = arccos

(
h

h+ znice

)
, z > 0. (1.3)

Plots of the clutter DOA for different radar heights are presented in
Figure 1.4. It is seen from the figure that the clutter angle for low
altitudes increases very rapidly with depth in the near surface region,
while it increases more slowly for the larger depths. On the other hand,
at the high altitudes used by satellites, the clutter angle increases very
slowly with penetration depth, with a nearly constant rate down through
the ice sheet. In continuation of this, it has been shown in [12] that
surface clutter is the primary scattering mechanism that obscures the
subsurface echoes at higher operating altitudes, and surface clutter is
therefore a major issue in space-based ice sounding.

1.3.1 Suppression Technique

Airborne sounders have traditionally dealt with surface clutter by em-
ploying large antennas in the across-track direction, combined with low
altitude. The low altitude implies large off-nadir clutter angles (Fig-
ure 1.4) at which the across-track clutter is suppressed due to the an-
tenna pattern and the backscattering pattern of the ice surface. For a
space-based sounder, a high altitude is implied by the orbit and the
antenna dimensions are restricted by the launch vehicle. Therefore,
alternative and more sophisticated clutter suppression techniques are
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Figure 1.4: Direction-of-arrival of masking surface clutter.

needed. Even though the problem of surface clutter is less pronounced
for airborne systems, sounding of areas with complex topography and
roughness, such as heavily crevassed glaciers, is still a major technical
challenge due to surface clutter.

The state-of-the-art technique for surface clutter suppression is based
on a multi-phase-center antenna combined with sophisticated coherent
post-processing. By using an antenna array aligned in the across-track
direction combined with a multi-channel-receiver, beamforming tech-
niques can subsequently be used to synthesize adaptive antenna patterns
that suppress the surface clutter from off-nadir angles while a high gain
is maintained in the nadir direction.

1.3.2 Previous Research on Surface Clutter Suppression

Dedicated techniques for surface clutter suppression have been a topic
of research since the beginning of space-based ice sounding in the late
1990s. The Mars Express spacecraft developed by ESA and launched in
2003 was carrying the MARSIS ice sounder [13]. MARSIS was designed
with a dual antenna clutter reduction technique [14]. The technique is
based on two antennas with two specific antenna patterns: a primary
antenna with a pattern maximum in the nadir direction, and a sec-
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ondary antenna with a pattern null in the nadir direction. Only the
primary antenna is used for transmission, while both antennas are used
for reception at two separate channels. The primary antenna mainly re-
ceives the nadir subsurface signal, while the secondary antenna mainly
receives off-nadir surface clutter. Now, if the secondary channel is ap-
propriately scaled and coherently subtracted from the primary channel,
the difference only contains the nadir subsurface signal, assuming ideally
symmetrical conditions. In the case of MARSIS, the primary and sec-
ondary antenna patterns were implemented as a thin dipole, mounted
parallel to the surface and normal to the direction of motion, and a short
monopole mounted vertically aligned with the nadir axis, respectively.
However, for various technical reasons the secondary antenna was not
put into operation.

In 2003–2004, the European Space Research and Technology Cen-
ter (ESTEC) considered the dual antenna clutter reduction technique
with the intention to support the feasibility study of a space-based P-
band radar as an ice sounding mission over Antarctica [15–17]. A three-
channel extension was considered, in order to deal with surface slope
and antenna de-pointing errors. It was also suggested that the specific
antenna patterns needed could be synthesised by using an antenna array.
The POLARIS demonstrator [18] developed around 2007 was designed
to support the two-channel technique by employing a 4-element antenna
array and a multi-channel receiver.

The Martian ice sounder SHARAD [19] is flown on NASA’s Mars
Reconnaissance Orbiter and was launched in 2005. SHARAD has no
dedicated hardware for clutter suppression but stereo processing based
on adjacent parallel orbits has been used to obtain some suppression.
A suppression technique based on multiple passes was proposed in the
frame of the Advanced Concepts for Radar Sounders (ACRAS) study
[20]. The method proposed [21, 22] combined the multiple acquisitions
to synthesize adaptive antenna patterns in the across-track direction
using null-steering.

In [23] a polarimetric technique based on a circularly-polarized trans-
mitted field and a coherent dual-polarized receiver is suggested for clut-
ter suppression. The suppression follows from processing strategies that
are designed to distinguish between nadir signal and clutter based on
differences in their polarimetric signatures.

The first ice sounding experiments with multi-phase-center antenna
systems were reported in [12] using the Multi-Channel Radar Depth
Sounder (MCRDS) [24] developed by the Center for Remote Sensing of
Ice Sheets (CReSIS) at the University of Kansas (KU). The experiments
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were conducted to assess proposed techniques in relation to the Global
Ice Sheet Mapping Orbiter (GISMO) concept [25]. In a bistatic config-
uration beam-steering was used to suppress surface clutter and reveal
the bedrock by coherently combining 6 phase centers. The same ex-
periments also considered clutter suppression based on interferometric
processing [26].

In 2014, CReSIS conducted the first test flights with a single-channel
Unmanned Aircraft System (UAS). The system is designed for clutter
suppression using 2D aperture synthesis based on closely and accurately
spaced repeat-pass acquisitions [27, 28].

In parallel with this PhD study, multi-phase-center data acquired
with MCRDS and its successor MCoRDS/I have been processed with
the Capon beamformer for clutter suppression [29, 30]. The related Op-
timum beamformer has been studied by ESA based on POLARIS data
[31–33]. Recently, a comparison of different beamforming algorithms
based on simulations and multi-phase-center POLARIS data are pre-
sented in [34, 35].

1.4 Radar Tomography

The word tomography derives from the Greek word tomos meaning slice
or section and graphe meaning drawing. In line with this, tomography
refers to imaging by sections. The term originated during the develop-
ment of computer-aided imaging and is today a well known technique in
several scientific fields.

Since the beginning of the 2000s, airborne radar tomography has
been used to produce 3D images of surface volume scatterers, as pre-
sented in [36] and [37] to name a few. In radar tomography the syn-
thetic aperture principle of SAR is extended into the across-track di-
rection. Spatial samples in this direction are acquired using a physical
array or a synthetic array based on repeat-pass acquisitions. By using
beamforming and DOA estimation techniques, different scatters in the
resolution cell can be resolved. In combination with the along-track SAR
processing, a 3D volume can in this way be imaged.

Recently, tomographic techniques have also been used for ice sound-
ing [38]. A sledge mounted sounder with an across-track antenna array
is used for ice sheet bed 3D tomography producing bed topography. The
same technique is also used for airborne ice sounding based on MCoRD-
S/I data, where topographic measurements of both the ice sheet surface
and bed are produced [39, 40]. The radar system in the experiment is
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operated in ping-pong mode to provide 12 effective receive phase cen-
ters. Estimation of the DOA angles of the surface and bed returns are
used to compute relative elevations in slant-range geometry, followed by
a mapping to ground range to obtain the topographic map in Cartesian
coordinates.

Even though tomographic techniques based on data-driven DOA esti-
mation are demonstrated in relation to ice sounding, none of the previous
methods implemented had clutter suppression as the primary objective.

1.5 Scope and Outline of the Dissertation

Multi-phase-center radar ice sounding is a very recent technology that
represents state-of-the-art within the field of radioglaciology. This PhD
study deals with tomographic techniques based on this technology. The
primary objectives are to:

1. Investigate the use of advanced tomographic processing for surface
clutter suppression which is previously unexplored in the litera-
ture; and

2. Explore additional novel applications of tomography based on multi-
phase-center sounding systems.

A secondary objective is to assess the tomographic capabilities of the
POLARIS system based on the experimental multi-phase-center dataset
acquired in Antarctica. The main outcome of the study has been doc-
umented in three papers [41–43]. The dissertation includes the main
contributions presented in the above-mentioned papers, as well as re-
sults and discussions not previously published.

The dissertation is organized as follows. In Chapter 2, the fundamen-
tal theory and basic principles related to multi-phase-center ice sounding
radars are presented.

Array signal processing is the topic of Chapter 3, where an array
signal model is formulated as a foundation for radar tomography. To-
mographic techniques are investigated in terms of beamforming and
DOA estimation methods. The techniques are assessed based on the-
ory, presented through various simulations, and discussed in relation to
ice sounding and surface clutter suppression.

In Chapter 4, the multi-phase-center ice sounding data used in the
study are presented. The corresponding radar systems are described and
information on the radar scenes is provided.
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Tomographic techniques are applied to the data in Chapter 5. Novel
processing techniques and glaciological findings based on tomographic
methods are also presented and discussed; this includes a demonstration
of tomographic surface clutter suppression based on data-driven DOA
estimation.

In Chapter 6, novel tomography-based estimation of the basal scat-
tering characteristics is addressed along with experimental waveform
analysis of the basal return. Conclusion and suggestions for future work
are given in Chapter 7.

In addition to these chapters, a series of appendices are included,
which contain publications that have been prepared during the study.
The appendices are followed by an overview of the nomenclature used
throughout the dissertation. This includes lists of functions, operators,
symbols, abbreviations, and acronyms.
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Chapter2
Sounding Radar Principles

A radar is an electromagnetic system for detection and localization of
objects. The term radar was originally an acronym for RAdio Detection
And Ranging, but has now entered the language as a common noun,
losing all capitalization. The key feature of the classical radar is ability
to measure distance, or range, to a target. The range is determined by
transmitting an electromagnetic pulse and measuring the time taken for
the signal to travel to the target and back. A modern radar, however,
can extract much more information from the received target signal than
just the range.

An ice sounder is a dedicated radar system for probing ice sheets
and glaciers. The design of modern ice sounders involves a number of
techniques on both the hardware and software side. In the following the
main sounding principles are described starting with a brief review of
the fundamental electromagnetic theory and basic radar principles.

2.1 Electromagnetic Waves

A radar uses electromagnetic radiation to interact with a target. The
foundation of classical electromagnetic analysis is based on Maxwell’s
equations [44]:

∇ ·D = ρ (2.1a)
∇ ·B = 0 (2.1b)

∇×E = −∂B
∂t

(2.1c)

∇×H =
∂D

∂t
+ J (2.1d)

where E and H are the electric and magnetic field, D and B are the
electric and magnetic flux densities, J is the current density, and ρ is

13
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the electric charge density. For a linear and isotropic medium, the flux
densities are related to the corresponding fields by

D = εE, (2.2)
B = µH, (2.3)

where ε and µ is the permittivity and permeability of the medium.
From Maxwell’s equations the wave equations can be derived that for

simple (linear, isotropic, and homogeneous) lossless source-free media are
given by [44]

∇2E − 1

u2

∂2E

∂t2
= 0 (2.4a)

∇2H − 1

u2

∂2H

∂t2
= 0 (2.4b)

where t is time and u is the velocity of wave propagation given by

u =
1√
εµ
. (2.5)

The propagation velocity is seen to be dependent on the medium and is
for free space given by

c =
1√
ε0µ0

, (2.6)

where ε0 and µ0 denotes the permittivity and permeability of free space.
For an arbitrary medium, the relative permittivity and permeability are
defined with respect to these free space quantities, i.e. εr = ε/ε0 and
µr = µ/µ0. Similar, the reciprocal of the relative velocity referred to as
the index of refraction is defined as

n =
c

u
=
√
εrµr. (2.7)

Eqs. (2.4) are the homogeneous wave equations for which the solu-
tions represents waves, as indicated by the name. A particular solution is
the time-harmonic uniform plane wave. Based on these, electromagnetic
radiation can be defined as a composition of waves in terms of synchro-
nized oscillations of the electric and magnetic fields that propagate at
the speed of light.

The oscillations of the two fields are perpendicular to each other and
perpendicular to the direction of energy and wave propagation, forming



2.1 Electromagnetic Waves 15

H�

E�

x

zy

λ

Figure 2.1: Linear polarized electromagnetic wave.

Wavelength

Frequency

G
am

m
a-rays

X-rays

U
ltraviolet

Visible

Infra-red

Long-w
aves

Radar frequencies

1 km
100 m

10 m
1 m 10 cm

1 cm
1 mm

100 µm
10 µm

1 µm
100 nm

10 nm
10 pm

100 pm

1 nm

1 M
Hz

10 M
Hz

100 M
Hz

10 GHz

100 GHz

1 GHz
10 THz

100 THz

1 THz
10 PHz

100 PHz

1 PHz
10 EHz

1 EHz

Figure 2.2: The electromagnetic spectrum.

a transverse wave as depicted in Figure 2.1. Electromagnetic waves
can be characterized by either the frequency, f , or wavelength, λ, of
their oscillations to form the electromagnetic spectrum as illustrated
in Figure 2.2. Wavelengths from 1mm to 100m are defined as radar
frequencies by IEEE [45]. This range is divided into a number of bands
each assigned a letter designation as listed in Table 2.1.

2.1.1 Polarization

Polarization is a property of waves that can oscillate with more than
one orientation. For electromagnetic waves, polarization refers to the
direction of oscillation of the electric field. The oscillation may be in a
single direction defined as linear polarization, or the field may rotate cor-
responding to circular or elliptical polarization. The wave in Figure 2.1
is linearly polarized.
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Table 2.1: Radar-frequency bands according to IEEE standard [45].

Band designation Frequency Wavelength

HF 3–30MHz 10–100m
VHF 30–300MHz 1–10m
P1 250–500MHz 60–120 cm
UHF 300–1000MHz 30–100 cm
L 1–2GHz 15–30 cm
S 2–4GHz 7.5–15 cm
C 4–8GHz 3.75–7.5 cm
X 8–12GHz 25–37.5mm
Ku 12–18GHz 16.7–25mm
K 18–27GHz 11.1–16.7mm
Ka 27–40GHz 7.5–11.1mm
V 40–75GHz 4–7.5mm
W 75–110GHz 2.7–4mm
mm2 110–300GHz 1–2.7mm
1 P-band is an obsolete designation and is not a part of the
current IEEE standard.

2 The designation mm is derived from millimeter wave radar,
and is also used to refer to V- and W-bands, and part of
Ka-band, when general information relating to the region
above 30GHz is to be conveyed.

Most sources of light are classified as incoherent and unpolarized
since they consist of a random composition of waves having different spa-
tial characteristics, frequencies, phases, and polarization states. How-
ever, in a radar system the waves are systematically generated with a
fixed phase center and with a well-defined polarization determined by
the antenna in combination with the signal waveform. The choice of
polarization is important for how the waves interact with a given type
of target and thereby how the target or scene is sensed by the radar.
Therefore, radar systems supporting multiple polarizations can be de-
signed to obtain further information on a scene for the price of increased
system complexity.

Linear polarization with the electric field oscillating in either the hor-
izontal (H) or vertical (V) direction is typically used in imaging radar
systems. The two configurations are in general referred to as perpen-
dicular and parallel polarization when observed relative to the plane of
incidence, which is defined as the plane including the direction of the
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wave propagation and the normal to the interface (imaged surface). A
different polarization configuration can be chosen for reception than the
one used for transmission, which can provide additional information on
the scattering mechanism of a given target [46]. Based on the H and V
configurations, four combinations can be formed that are denoted HH,
HV, VV, and VH, where the first letter refers to the transmit polarization
and the second letter to the receive polarization. A radar system that is
capable of measuring all four combinations is called fully polarimetric.
By representing the four measurements in the so-called scattering ma-
trix, a change of basis can be performed during offline data processing to
synthesize any polarization configuration and thereby the corresponding
polarimetric response of a given target. This technique is referred to as
polarization synthesis [47].

In relation to ice sounding, polarimetric techniques can be used
to measure the anisotropic electromagnetic propagation and reflection
properties related to the crystal orientation fabric. This can provide
valuable information on the stress and strain of the polar ice sheets [48].
It should be noted that for a nadir-looking sounding geometry, the H-V
convention is in principle ambiguous since both directions are contained
in the horizontal plane. However, the notation is adopted from SAR in
order to be consistent with the well-established polarimetric theory. In
this way, in the case of a nadir geometry, the H-V convention is inter-
preted as the natural limit of a side-looking radar configuration where
the look-angle approaches zero.

2.2 Fresnel Reflection and Transmission

Reflections of electromagnetic waves are caused by changes in the com-
plex dielectric properties in terms of the permittivity that in general,
for a lossy medium, is a complex quantity. The permittivity in can be
decomposed into its real part ε′ (the dielectric constant) and its nega-
tive imaginary part ε′′, i.e. ε = ε′ − iε′′, where ε′′ is proportional to the
conductivity σ.

In the case of ice sounding, a number of phenomena cause changes
in permittivity as an electromagnetic wave is propagating through the
scene. At the boundaries between air–ice and ice–bedrock, a large change
in the dielectric constant occurs. For the internal stratigraphy, or layers,
the following three main phenomena cause change in the permittivity
[49]:

1. changes of snow/ice density affecting the dielectric constant,
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2. changes of crystal orientation fabrics affecting the dielectric con-
stant, and

3. changes in concentration of chemical impurities (acids and sea
salts) causing changes of the conductivity.

Ice has relatively low conductivity at MHz frequencies and can be as-
sumed to be non-magnetic. For calculations of reflection and trans-
mission coefficients, the ice is typically assumed lossless [50]. However,
when modelling the propagation within the ice, the conductivity should
be included in order to account for absorption. A mean relative real
permittivity of εice = 3.15 can be assumed for ice [50]. In relation to
reflections from a ice–rock interface at the bedrock, a value for rock
(Basalt) of εrock = 7.1 can be assumed [50]. The conductivity depends
on the temperature in the way that attenuation increases with increasing
temperature. For one-way propagation in cold ice, values for the atten-
uation constant α is typically of about 1–2 dB/100m [39]. For warm ice
the attenuation can be twice as large [51]. A comprehensive summary
of the complex dielectric permittivity of ice at MHz frequencies is given
in [52]. A description of the Antarctic ice in relation to ice sounding at
P-band can be found in [53].

2.2.1 The Fresnel Equations

In this section, the theory related to reflections of electromagnetic waves
at dielectric interfaces will be described.

When a uniform plane electromagnetic wave is moving between me-
dia of different dielectric properties, both reflection and transmission
may occur, as illustrated in Figure 2.3. For lossless media (σ = 0), the
fraction of the wave which is reflected and transmitted is described by
the Fresnel equations [44]

R⊥ =
η2 cos θi − η1 cos θt
η2 cos θi + η1 cos θt

(2.8a)

R‖ =
η1 cos θi − η2 cos θt
η1 cos θi + η2 cos θt

(2.8b)

T⊥ =
2η2 cos θi

η2 cos θi + η1 cos θt
(2.8c)

T‖ =
2η2 cos θi

η1 cos θi + η2 cos θt
(2.8d)

where R and T are the Fresnel reflection and transmission coefficient,
the subscripts ⊥ and ‖ denote perpendicular and parallel polarization,
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Figure 2.3: Uniform plane wave incident obliquely on a plane dielectric bound-
ary.

η =
√
µ/ε is the intrinsic impedance. The angles θi, θr, and θt are

the angles of incidence, reflection, and transmission. The latter is also
referred to as the angle of refraction.

The fraction of the incident power that is reflected from the inter-
face is given by the reflectance or reflectivity Γ and the fraction that
is transmitted through the interface is given by the transmittance or
transmissivity Υ. These quantities are related to the Fresnel coefficients
of (2.8) in the following way [54]

Γ⊥ = |R⊥|2 (2.9a)

Γ‖ = |R‖|2 (2.9b)

Υ⊥ =
Re{(cos θt)/η2}
Re{(cos θi)/η1}

|T⊥|2 (2.9c)

Υ‖ =
Re{(cos θt)/η2}
Re{(cos θi)/η1}

|T‖|2. (2.9d)

It is noted that the power coefficients satisfy

Γ⊥ + Υ⊥ = Γ‖ + Υ‖ = 1, (2.10)

which is in accordance with the law of conservation of energy.
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Figure 2.4: Principle of a basic pulse radar.

2.2.2 Snell’s Law

The relationship between the angles of incidence, reflection, and refrac-
tion is described by Snell’s laws [55]

θi = θr (2.11a)
k1 sin θi = k2 sin θt (2.11b)

where k = ω
√
µε is the wavenumber and ω = 2πf is the angular fre-

quency. Eq. (2.11b) is referred to as Snell’s law of refraction. For non-
magnetic media, which includes ice, µr = 1, thus the refractive index
equals n =

√
εr. In this case, Snell’s law and the Fresnel equations is

often rewritten and expressed in terms of the refractive index or the
relative dielectric constant.

2.3 Radar Basics

The principle of range measurement with a basic pulse radar is illus-
trated in Figure 2.4. By assuming a propagation velocity of the trans-
mitted pulse, e.g. the speed of light in free space, c, the range is given
by

R =
c td
2
, (2.12)

where td is the two-way propagation time of the pulse. The theoretical
range resolution of the basic pulse radar is given by

ρ =
cτ

2
, (2.13)
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where τ is the width of the transmitted pulse.
The power of the received signal can be described by the radar equa-

tion that relates the range of the radar to the characteristics of the
transmitter, receiver, antenna, target, and environment. The funda-
mental form of the radar equation can be expressed as [56, 57]:

Pr =
PtGtGrλ

2σ

(4π)3R4
, (2.14)

where Pr and Pt are the received and transmitted power, Gt is the trans-
mit antenna gain, Gr is the receive antenna gain, λ is the wavelength in
the medium in which the receive antenna is located, σ is the radar cross
section, and R is the range to the target. The radar cross section is the
parameter that contains the reflection characteristics of a given target
[58]

σ = lim
R→∞

4πR2 |Es|2
|Ei|2

, (2.15)

where Ei is the electric-field strength of the incident wave impinging on
the target and Es is the electric-field strength of the reflected wave at
the radar. In the case of a distributed target such as a surface, the radar
cross-section per unit area, or scattering coefficient, is defined as

σ◦ =
1

A
lim
R→∞

4πR2 |Es|2
|Ei|2

=
σ

A
, (2.16)

where A is the illuminated area.
The following section deals with modeling of the radar cross section

for natural surfaces.

2.4 Surface Scattering

Natural surfaces are often rough in contrast to the smooth interfaces
treated in Section 2.2. When such natural objects, or targets, are illu-
minated by an electromagnetic wave, the incident energy is dispersed in
all directions. This spatial distribution of energy is called scattering and
the target is referred to as a scatterer.

An electromagnetic wave incident upon a rough surface is partly re-
flected in the specular direction and partly scattered in all directions. A
monostatic radar would receive no return power from a perfect smooth
or specular surface except at normal incidence. On the other hand, when
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Figure 2.5: Scattering patterns (red) for different roughnesses, from left: spec-
ular, slightly rough, and rough surface.

illuminating a rough surface, a monostatic radar receives the backscat-
tered component of the scattered energy. The reflected and scattered
components are often referred to as the coherent and incoherent scat-
tering components. Surfaces where the associated scattering consists of
only coherent or incoherent scattering can be considered as the extremes
as illustrated in Figure 2.5.

For pure coherent scattering from a perfectly flat surface, the angular
radiation pattern of the reflected wave is a delta function with a magni-
tude determined by the Fresnel reflection coefficient centered about the
specular direction, cf. (2.11a). Based on this, for the perfectly flat infi-
nite surface illuminated by a point source the cross-polarized scattering
coefficient is zero while the like-polarized coefficient is given by [59]

σ◦(θi, θs) =
4π

A

R2
iR

2
s

R2
i +R2

s

Γ(θi)δ(θi − θs) (2.17)

where θi is the angle of incidence, θs is the scattered direction towards
the receiver, Ri is the range from the transmitter to the illuminated
surface area, Rs is the range from the illuminated surface area to the
receiver, and δ(·) is the Dirac delta function. The expression corresponds
to the image solution of a point source above an infinite plane.

The other extreme is the perfectly rough surface, known as the Lam-
bertian surface after Lambert’s law that defines the bistatic scattering
coefficient as

σ◦(θi, θs) = σ◦0 cos θi cos θs, (2.18)

where σ◦0 is a constant related to the dielectric properties of the scatter-
ing surface.

In relation to a monostatic radar, it is the power scattered back
towards the radar that is of interest. This often used special case of the
scattering coefficient is defined as the backscattering coefficient given by

σ◦(θ) = σ◦(θi) = σ◦(θi,−θi). (2.19)
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A random surface is typically characterized in terms of statistical
parameters. Two commonly used parameters are the standard deviation
of the surface height variation relative to a reference surface, σh, and
the surface correlation length, L. The correlation length is defined as
the displacement for which the surface height autocorrelation function
is equal to e−1.

The degree of roughness, or simply the roughness, of a random sur-
face depends of the exploring frequency. Therefore, for characterization
of roughness, the statistical surface parameters are measured in units of
the wavelength, which is often done in terms of the wavenumber, i.e. kσh
and kL. In general, a surface may be considered smooth if kσh < 0.2 and
very rough if kσh > 1.0, [54]. However, kL should also be considered.
A measure of the roughness that includes both parameters is the root
mean square (RMS) surface slope that for a Gaussian correlation func-
tion is defined as the ratio of the standard deviation to the correlation
length [50].

ms =

√
2σh
L

. (2.20)

The larger the RMS slope the rougher the surface.
While reflection and transmission at a plane interface between two

homogeneous media can be described by simple analytical expressions as
presented in Section 2.2, no exact closed-form solution exists for irregular
surfaces. However, approximate analytic solutions are possible but only
when the roughness is much smaller or much greater than the wavelength
of the incident wave. In the following, models representing these two
scenarios will be described.

2.4.1 The Kirchhoff Model

For large-scale horizontal roughness corresponding to a surface with gen-
tle undulations, the Kirchhoff method or Physical Optics formulation
is one of the most widely used. The basic assumption is that plane-
interface reflection occurs at every point on the surface, which is equiv-
alent to considering the surface locally as an inclined plane. This as-
sumption is valid when the horizontal-scale roughness in terms of the
correlation length is large compared to the wavelength and the vertical-
scale roughness in terms of the standard deviation is sufficiently small,
such that the average curvature is large compared to the wavelength.
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Mathematically, when the surface height variation is Gaussian dis-
tributed, the restrictions are [60]

kL > 6, (2.21a)

kL > 2

√
kσh
√

6π ≈ 4.17
√
kσh. (2.21b)

Furthermore, application of Geometric Optics (Stationary-Phase Ap-
proximation) requires that [56]

(2kσh cos θ)2 > 10. (2.21c)

When the conditions in (2.21) are fulfilled, the incoherent Kirchhoff
Model (IKM) in terms of the like-polarized backscattering coefficient,
is given by [50, 56]

σ◦IKM(θ) =
Γ(0)

2m2
s cos4 θ

exp
(
− tan2 θ

2m2
s

)
, (2.22)

while the cross-polarized coefficient is zero. As seen from the expression,
the IKM only depends on the RMS slope and is therefore invariant with
respect to a common scaling of L and σh as long as the validity conditions
are fulfilled.

When (2.21c) is not fulfilled but the surface RMS slope is small,

ms < 0.25, (2.23)

the Scalar Approximation is valid. In this case a coherent component is
introduced and the scattering coefficient can be modeled as [56]

σ◦KM = σ◦c + σ◦n + σ◦s , (2.24)

where σ◦c is a coherent component while σ◦n and σ◦s are both incoherent
with the latter related to surface slopes. The coherent component is
given by

σ◦c = πk2|a0,pq|2e−4k2σ2
hδ(θ), (2.25)

where p and q represent transmit and receive polarization, and

a0,hh = 2R⊥ cos θ, (2.26)
a0,vv = −2R‖ cos θ, (2.27)
a0,hv = a0,vh = 0. (2.28)
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2.4.2 The Small Perturbation Model

A standard approach for modeling scattering from a slightly rough sur-
face where both the standard deviation and the correlation length are
smaller than the wavelength, is the small-perturbation method, which
is also referred to as the Bragg model. Expressed mathematically the
validity conditions are [56]

kσh < 0.3, (2.29a)

kL >

√
2

0.3
kσh (2.29b)

In the case of non-magnetic media, the backscattering coefficient de-
scribed by the Small Perturbation Model (SPM) is given by [56]

σ◦pq = 8k4σ2
h cos4 θ |αpq|2W (1)(ke) (2.30)

where

αhh = R⊥, (2.31)

αvv = −
(
R‖ + T 2

‖
(ε2/ε1 − 1) tan2 θ

2ε2/ε1

)
, (2.32)

αhv = αvh = 0, (2.33)

and W (n)(ke) is the surface roughness spectrum corresponding to the
Fourier transform of the surface autocorrelation function raised to its
nth power. For a Gaussian shaped correlation function the spectrum is
given by

W (n)(ke) =
1

2n
L2 exp

(
− (keL)2

4n

)
, (2.34)

where ke is the effective wavenumber

ke = 2k sin θ. (2.35)

2.4.3 The Integral Equation Model

In the Integral Equation Model (IEM), the surface integral equation
is used to derive an approximate form of the surface current, which
is then integrated to get the scattered field. In this way, the IEM is
able to model scattering from interfaces with large values of roughness
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that cannot be modeled with the SPM. For non-magnetic media, the
backscattering coefficient of the simplified IEM is given by [61, 62]

σ◦pq =
k2

4π
exp
(
−2k2σ2

h cos2 θ
) ∞∑

n=1

|Inpq|2
W (n)(ke)

n!
, (2.36)

where

Inpq = (2kσh cos θ)nfpq exp(−k2σ2
h cos2 θ) + (kσh cos θ)nFpq, (2.37)

fvv =
2R‖
cos θ

, fhh =
−2R⊥
cos θ

, fhv = fvh = 0, (2.38)

Fvv =

(
E − C

εr

)
A2
‖−HA‖B‖ +

(
E + εr

D

C

)
B2
‖ , (2.39)

Fhh = −
[(

E − C

1

)
A2
⊥−HA⊥B⊥+

(
E+

D

C

)
B2
⊥

]
, (2.40)

Ap = 1 +Rp, Bp = 1−Rp, (2.41)

C =

√
εr − sin2 θ, D = 1 + sin2 θ, (2.42)

E =
sin2 θ

cos θ
, H = 2 sin2 θ

(
1

cos θ
+

1

C

)
. (2.43)

2.4.4 Multiscale Roughness

A multiscale surface is defined as one with superposition of roughness
scales. At a given frequency and look angle, surface scattering is domi-
nated by roughness scales over which the scattered signal remains cor-
related [61]. For a surface containing only one scale of roughness, the
scattered signal will remain correlated over the correlation length of the
surface. In this way, the given roughness is effective in generating scat-
tering regardless of it being large or small compared to the exploring
wavelength. For a multiscale surface, however, an exploring wave may
sense only roughness scales smaller or comparable to the wavelength at
mid- or large-incident angles. The larger scales are not detected because
the coherence of the scattered signal at these scales is not retained due
to the presence of the smaller scales. The smaller scales are destroy-
ing the signal coherency over the larger scales since the scattered signal
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cannot remain correlated over the correlation length of the large-scale
roughness. This can be seen as the large-scale roughness is acting locally
as a reference plane of scattering for the small-scale roughness.

To determine the dominating roughness scale for a multiscale surface,
the effective wavelength is the relevant parameter to assess [61]

λe =
2π

ke
=

λ

2 sin θ
. (2.44)

In general, only scales comparable to the effective wavelength are effec-
tive in generating scattering. From (2.44) it is seen that, as the incident
angle increases, the effective wavelength decreases. Thus, the large-scale
roughness dominates the return at small angles of incidence where the
effective wavelength is large, while smaller scales of roughness become
more important at large angles of incidence.

Naturally occurring surfaces may include both small and large scale
roughness in various proportions or even as a continuous distribution.
Analytically there is no simple method to treat surfaces with a contin-
uous distribution of roughnesses. However, for two-scale roughness sur-
faces which can be modeled as having only two average sizes of roughness
with one small and one large, simple approximate treatments are pos-
sible. A two-scale scattering model may successfully explain multiscale
scattering even in the case of a continuous spectrum of roughness scales.
Even though that the total backscattering is not the incoherent sum
of the scattering due to individual scales, two models such as the IKM
and SPM are sometimes combined as a simple approach for modelling
the problem. In this case, the surface standard deviation in the models
are only based on frequency components of the surface responsible for
scattering at the different given effective wavelengths. If all frequencies
of a surface contributed, substantially different values of the statistical
parameters may occur.

2.5 Synthetic Aperture Radar

A Synthetic Aperture Radar (SAR) is a high resolution radar operated
from a moving platform, typically an aircraft or a satellite. Movement
is required in order to obtain the high resolution, and provides at the
same time the possibility to cover large terrain area. A SAR is a co-
herent system that is based on the ability to accurately measure phase
differences between the transmitted pulse and the received echoes. The
high resolution is obtained in both the range and along-track direction,
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by using the pulse compression and Doppler processing techniques, re-
spectively. These techniques are briefly described in the following. For
further information on SAR, a comprehensive introduction can be found
in [63].

2.5.1 Pulse Compression

Pulse compression is a way to transmit long pulses while maintaining a
good range resolution. A longer pulse allows more energy to be emit-
ted, and hence received, which is necessary in order to detect targets
at long distances. For ordinary pulse radars this implies a poor range
resolution, but with pulse compression the transmit pulse length is de-
coupled from the effective pulse length, and hence a good resolution can
be maintained. This is achieved by modulating the transmitted pulse
and then correlating the received signal with a replica of the transmitted
waveform. Typically, a linear frequency modulation is used, where the
frequency is swept linearly over a certain bandwidth, centered around
the center frequency. The transmission time, and thereby the emitted
energy, is controlled by the rate the frequency is swept through the
bandwidth.

The correlation of the received signal corresponds to a matched fil-
tering process which produces a resulting signal with a much smaller
width compared to the actual transmitted waveform, hence the name
pulse compression. The effective pulse width is only determined by the
bandwidth used for the frequency sweep. In this way, the following
theoretical range resolution can be obtained [56]

ρr =
c

2B
, (2.45)

where B is the bandwidth. Strictly speaking, pulse compression is not a
part of SAR. A SAR that uses an ordinary short pulse to obtain a high
range resolution would work just as well. However, the major part of
SAR systems use pulse compression to achieve an acceptable signal-to-
noise ratio (SNR), and pulse compression is in this way an integrated
part of SAR in practise. A potential disadvantage of pulse compression
in relation to ice sounding is that the technique requires a minimum flight
altitude which is undesirable due to increased surface clutter according
to Figure 1.4. Since transmission with a monostatic system for practical
reasons has to be completed before reception is initiated, a minimum
altitude is therefore determined by the transmitted pulse length and the
range to the closest target of interest.
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Power Gain

Using pulse compression, the peak power of the pulse is increased by the
pulse compression ratio that is given by [57]

Rc = T/τ ≈ BT, (2.46)

where T is the width of the transmitted pulse and τ is the width of the
compressed pulse. Since the noise is a random signal, it is uncorrelated
with the transmitted pulse and noise power is therefore unaffected by the
filtering. In this way, by using pulse compression the SNR S is improved
by the compression ratio. The resulting SNR after compression is given
by

Sc = BTS. (2.47)

The above consideration is only valid for a point target. For a distributed
target, no pulse compression gain is achieved.

2.5.2 Synthetic Aperture Processing

To obtain a good resolution in the along-track direction, we know from
antenna theory that a large aperture length is required. The length of
a real aperture is in practice limited, especially in the case of airborne
or space-based systems. Instead, by using a moving platform, a large
aperture length can be obtained by forming a synthetic aperture. This is
done by acquiring signals with a small real aperture at different azimuth
positions at different time instants. By proper signal processing, all
acquisitions containing information of a given target can be combined
as if the target was illuminated by a correspondingly large real aperture
at a single time instant.

A SAR can in theory provide an azimuth resolution equal to half the
azimuth length of the physical aperture, independent of range, i.e. [56]

ρs =
Ls
2
, (2.48)

where Ls is the length of the physical aperture in azimuth. This is one of
the key characteristics of a SAR, which is in contrast to a real aperture
radar where the azimuth resolution is range dependent.

The formation of a synthetic aperture and the corresponding ac-
quired signals is a completely geometric process, i.e. a function of spa-
tial position. However, it is convenient to analyse the SAR system as
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a function of time which is related to the spatial position through the
velocity of the moving platform.

In the temporal domain, a relative radar-to-target velocity can be
expressed for a given target, which is found to be varying over time.
When the target is far in front of the radar, the relative velocity is large
negative and increases to zero, when the target is perpendicular to the
track. The velocity ends up large positive when the target is far behind
the radar. This varying velocity gives rise to a correspondingly varying
Doppler shift in the echoes returning from the target. This implies a
phase variation along the synthetic aperture.

If the antenna looks perpendicular to the trajectory and has rea-
sonably narrow beam in azimuth, the Doppler frequency variation for a
given target will be linear within the beam. This implies that the sig-
nal along the synthetic aperture will have a linear frequency modulation
with a bandwidth determined by the total Doppler variation along the
aperture, i.e. the Doppler bandwidth. With processing similar to that
of pulse compression, a high resolution signal can now be obtained. Al-
though processing of a linear frequency modulated signal is convenient,
a nonlinear modulation can also be exploited, in order to obtain a higher
resolution, e.g. in the case of a forward looking radar.

Even though the fundamental synthetic aperture processing can be
described as a matched filtering process and with a signal modulation
similar to one that can be used in pulse compression, it is in general
much more complicated. More factors complicate the synthetic aperture
processing such as motion deviations of the moving platform, possible
refraction in the case of sounding, and a point target response that is
range dependent and two-dimensional.

The synthetic aperture processing is also referred to as azimuth com-
pression or Doppler processing.

Power Gain

When forming a synthetic aperture, a coherent integration takes place
corresponding to the number of pulse in the aperture, Ns. Since the
signals add coherently, the voltage is increased by Ns and hence the
power by N2

s . The noise, however, do not add up this way. Since noise
is a stochastic process, its variance is increased by Ns. Thus, the SNR of
the corresponding real aperture radar Sr is improved by N2

s /Ns resulting
in the following nominal SNR for the SAR [56]

Ss = NsSr. (2.49)
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The number of pulse Ns can be expressed as the ratio of the length of
the synthetic aperture to the distance traveled between two successive
pulses, that is

Ns =
Ls
uTp

+ 1, (2.50)

where u is the velocity of the moving platform and Tp is the pulse rep-
etition period.

The above consideration is valid for point targets. When it comes to
a distributed target, no SNR improvement is achieved by SAR focusing.

2.5.3 Unfocused SAR

Synthetic aperture processing is used in ice sounding in order to improve
the SNR and azimuth resolution, and to suppress clutter in the along-
track direction. When considering the different targets of interest in an
ice sounding scenario, the internal layers stand out as a special case.
The signal from the subsurface layers is dominated by a strong specular
component which is affected by a coherent phenomenon known as Fresnel
zoning. Fresnel zones are regions on the surface for which the propagated
distance of the reflected waves differ by less than a half wavelength [64].
A boundary between such two zones is found each time the two-way
propagation distance is increased by a half wavelength, corresponding
to an increase in range by a quarter of a wave length. For a flat surface,
these boundaries of constant range are circular corresponding to annular
shaped zones except for the innermost (first) zone which is a disk. By
counting the zones starting with the innermost, the outer radius rn of
the nth zone can be derived using Pythagoras’s theorem

r2
n + h2 =

(
h+ n

λ

4

)2

(2.51)

m

rn =

√
nλ

(
nλ

42
+
h

2

)
(2.52)

≈
√
nλh

2
, for nλ� h. (2.53)

Due to mutual cancellations of the signals from the different zones, the
resulting signal can be considered as if the first Fresnel zone, or just
the Fresnel zone, is the only contributor. The effective footprint, and
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thereby the effective aperture length, for the specular return is in this
way limited correspondingly.

The derivation of the Fresnel zone is closely related to what is known
as an unfocused SAR. For an unfocused SAR the length of the synthetic
aperture is shortened to the point where no phase correction is needed
for the range variation across the aperture. The corresponding criterion
is defined as a maximum phase variation of π/4 across the aperture.
This corresponds to an aperture length of

Lu =

√
R0λ

2
, (2.54)

where R0 is the minimum range to the target along the aperture. The
expression is seen to be completely analog to (2.53) with n = 1. This
shorting results in great simplifications of the processing, but for the
price of a degraded nominal resolution that depends on range. The best
possible unfocused resolution is given by [54]

ρu =
λR0

2Lu
=

√
R0λ

2
= Lu. (2.55)

However, for the case of internal layers, the aperture length and reso-
lution of an unfocused SAR corresponds exactly to the best achievable
performance due to the analogy with the Fresnel zone. Actually, the
longer aperture of a fully focused SAR leads to degraded performance
since the surface clutter energy scales with Ls while the specular energy
is constant for Ls > Lu. In theory, an simple unfocused SAR would
therefore be sufficient to obtain optimal performance. In practice, how-
ever, this may not be the case. The signal from the subsurface specular
reflection is by its nature perpendicular to the surface, i.e. nadir for a
flat surface. In the case of surface slopes, the incidence angle deviates
from nadir, according to the slope. In this way, a specular return may
be completely undetectable in the case of larger surface slopes. In order
to ensure detection of internal sloped layers, a focused SAR is therefore
used to process a higher Doppler bandwidth, corresponding to a wider
processed beam that is able to capture an off-nadir specular return.

In relation to the bedrock, no SNR improvement is in general achieved
using synthetic aperture processing due the distributed target charac-
teristics of a flat horizontal bed. However, a large synthetic aperture
is still desired. Beside along-track clutter suppression, synthetic aper-
ture processing improves the resolution of the bedrock. Furthermore,
synthetic aperture processing includes range cell migration correction
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which is convenient in further data analysis. In principle, the longer an
aperture the better. However, in practise the aperture length is lim-
ited compared to traditional SAR due to uncertainties related to the
propagation velocity within the ice, and to the refraction at the air–ice
interface.

For the sake of completeness, the simplified 1D focusing approach
that lies in-between a unfocused SAR and a fully focussed SAR, should
be mentioned. A 1D-focused aperture corresponds to a maximum range
migration of half a range cell. With this shorting of the aperture, the pro-
cessing can be done without range migration correction and the matched
filters become one-dimensional. Based on this categorization, fully fo-
cused SAR, or processing using range migration correction, is referred
to as 2D processing.

2.5.4 Weighting

The impulse response of a compressed pulse has sidelobes which intro-
duce an indirect type of surface clutter that in the following is referred
to as sidelobe surface clutter. This type of clutter is only a problem
for sounders employing pulse compression, which most of the modern
sounders do, though. The clutter originates from the surface in the
near-nadir region. Due to pulse compression, the strong surface return
from nadir has sidelobes, which then can mask the internal ice layers.
The problem is illustrated in Figure 2.6. A sounding profile for a given
azimuth position can be considered as the superposition of the responses
for each range cell. It is seen in the figure how a internal layer coincide
with a sidelobe of the surface response, and hence this surface sidelobe is
added to the mainlobe of the internal layer, at the corresponding depth.
Since the return of the internal layer is weak compared to the that of the
surface, the mainlobe peak of the layer can be smaller than the sidelobe
of the surface response, even if it is a distant sidelobe. It is therefore
important to suppress such sidelobes. Sidelobe suppression is typically
obtained by time-domain and spectral weighting [8, 65].

The effect of weighting on the impulse response is illustrated in Fig-
ure 2.7. It is seen how the close-in sidelobes are suppressed by the spec-
tral Blackman window, and the distant sidelobes by the time-domain
Tukey weight.
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Internal ice layer

Surface

Figure 2.6: Sidelobe surface clutter at an internal ice layer introduced by the
pulse compressed surface response (red curve).

2.6 Antenna Arrays

From the principles and the characteristics of the SAR, we now move on
to theory related to the physical antenna. Different types of antennas
can be used to form the synthetic aperture in the along-track direction.
In the context of tomography and surface clutter suppression, it is more
interesting to focus the attention on the antenna design in the across-
track direction.

In several applications, it is necessary to design antennas with very
directive characteristics. This includes ice sounding where a narrow
beam in the across-track direction is desired in order to suppress surface
clutter. The only way to obtain such characteristics is to increase the
electrical size of the antenna. This can be done by enlarging the physical
dimensions of single antenna which is feasible at high frequencies where
the wavelength is short. However, when lower frequencies are of interest,
a constellation of multiple antenna elements can often synthesize a much
larger spatial aperture than that practical with a single physical antenna.
Such a constellation of multiple antenna elements in an electrical and
geometrical configuration is referred to as an antenna array.

In most cases, the elements of an array are identical. This is not
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Figure 2.7: Sidelobe envelopes of impulse responses for a linear chirp with dif-
ferent weighting functions. A 20 µs pulse with 85MHz bandwidth is assumed.
All impulse responses have been normalized.

necessary, but it is often convenient, simpler, and more practical. The
individual elements of an array may be of any form, e.g. wires, mi-
crostrips, apertures, etc. The directive characteristics of the array are
obtained as a consequence of the coherent addition of the individual el-
ement fields that interfere constructively in some desired directions and
destructively in the remaining space. Assuming no coupling between the
elements, the total radiated field at a given position in space equal the
sum of the fields of the individual elements, i.e.

E =

N∑

n=1

En, (2.56)

where En is the field at the nth element. For an array of identical
elements observed in the far field, the total field can be described as the
product of the field of a single element E0 and the array factor AF of
that array. That is,

E = E0AF. (2.57)
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Figure 2.8: Uniform linear array excited with a progressive phase across the
elements. The red thick line illustrates the wavefront of constructively inter-
ference in the direction determined by the progressive phase.

The array factor is a function of number of elements, their geometrical
arrangement, relative magnitudes, phases, and their spacings. The array
factor does not depend on the characteristics of the individual element
and can in this way be interpreted as a description of the array configu-
ration. A particular array configuration of interest is the uniform linear
array (ULA) that consists of identical elements uniformly distributed on
a straight line, as illustrated in Figure 2.8. For a ULA with identical
magnitude element excitation and a progressive excitation phase, the
array factor is given by

AF =

N−1∑

n=0

ejnΩ, (2.58)

where Ω = kd sin θ+β, k is the wavenumber, d is the element spacing, θ
is the direction, and β is a possible phase excitation difference between
consecutive elements. When the physical center of the array is chosen as
the origin, the geometric series in (2.58) can be expressed as the following
compact form [66]

AF =
sin
(
N
2 Ω
)

sin
(

1
2Ω
) . (2.59)

The angular pattern of the array factor may comprise several local max-
ima, or lobes, which are separated by nulls. Non-global maxima are
called sidelobes. From (2.58) it is seen that a global maximum is found
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when Ω = 0, which is referred to as the mainlobe. This maximum value
can be considered as the array gain and is given by

GAF = lim
Ω→0

AF = N. (2.60)

Other global maxima may exist and are referred to as grating lobes. A
global maximum is found at the singularity points of (2.59), i.e.

sin
(1

2
Ω
)

= 0 (2.61)
m

1

2
(kd sin θ + β)|θ=θm = ±mπ, m ∈ N0 (2.62)

m
θm = arcsin

( λ

2πd
(−β ±m2π)

)
. (2.63)

The number of grating lobes (m > 0) depends on λ and d. In order to
avoid grating lobes, the argument of arcsin in (2.63) must be numerically
larger than one for all m > 0. In the case of a broadside array (β = 0),
that is

mλ

d
> 1, ∀m > 0 (2.64)

which corresponds to
d < λ. (2.65)

In this way, to avoid any grating lobes, the element spacing should be
less than the wavelength.

Nulls of the array are located where (2.59) is non-singular and the
numerator is zero, which corresponds to

θn = arcsin
( λ

2πd
(−β ± m2π

N
)
)
, m, l ∈ N | m 6= lN (2.66)
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Chapter3

Array Signal Processing

In Section 2.6 it was shown how the array factor could describe the
characteristics of an array as a single unit. In such a configuration, the
elements are typically connected through a hardwired feeding network
to a single transceiver channel. Any complex weighting of the elements
are in this way determined by the feeding network which produces the
same fixed beam for both transmission and reception.

An alternative approach is to access each element separately at re-
ception by using multiple channels. This preserves the total information
available at the array, in contrast to the hardwired network that reduces
the dimensionality from N to 1. The multi-channel approach adds great
flexibility without degradation in the signal-to-noise ratio (SCR), for the
price of increased system complexity and data volume.

With a multi-phase-center system, beamforming techniques can be
utilized to synthesize adaptive-antenna patterns that for the ice sound-
ing case can suppress the surface clutter from specific off-nadir angles
while a high gain is maintained in the nadir direction. In addition to
beamforming, the multi-phase-center systems also provide the opportu-
nity to perform direction-of-arrival (DOA) estimation of the different
signal components within the received returns, which is interesting in
relation to ice sounding and surface clutter suppression.

Processing based on a multi-phase-center system such as beamform-
ing and DOA estimation is referred to as array signal processing, which
is the subject of this chapter. First a model for the output signal of a
receiving sensor array is developed. The model formulation is based on
[67], [68], and [69].

39
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3.1 Signal Model

A N -element one-dimensional array is considered in receive configura-
tion while impinged by the waveform from a single source. The array
elements, or sensors, are assumed to be well modelled as linear time-
invariant (LTI) systems, and, furthermore, no coupling between the sen-
sors is assumed. With these assumptions, the multiple source case can
be handled by making use of the superposition principle.

The single source considered is assumed to be situated in the far field
of the array, i.e. that the plane wave approximation is valid. Mathe-
matically expressed, that is

θn ' θ (3.1a)
Rn ' R+ yn sin θ for phase variations (3.1b)
Rn ' R for amplitude variations (3.1c)

where θ is the DOA, R is the range to a given reference point on the
array, and y is the relative sensor position. The subscript n refers to
quantity of the nth sensor. The far-field region is commonly defined as

r >
2D2

λ
, (3.2)

where D is the maximum overall antenna (array) dimension. The sce-
nario of a plane wave impinging on a ULA is illustrated in Figure 3.1.
Let τn denote the time needed for the impinging wave to travel from a
reference point to sensor n, where n = 1, . . . , N . The output of sensor
n can now be expressed as

x̄n(t) = hn(t) ? s̄(t− τn) + ēn(t), (3.3)

where hn(t) is the sensor impulse response, s̄(t) is the value of the signal
waveform measured at the reference point, ? denotes the convolution
operator and ēn(t) is an additive noise component independent of s̄(t).
The signal s̄(t) is modelled as a modulated carrier signal with angular
frequency ωc, i.e.

s̄(t) = A(t) cos
(
ωct+ Φ(t)

)
, (3.4)

where A(t) and Φ(t) are the amplitude and phase modulation, respec-
tively. Furthermore, the signal s̄(t) is assumed to be narrowband, which
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Figure 3.1: Uniform linear array with impinging plane wave.

means that the variations in amplitude and phase are assumed to be
slow, relative to the propagation time across the array, i.e.

A(t− τn) ' A(t) and Φ(t− τn) ' Φ(t), ∀n. (3.5)

By using (3.4) and (3.5) we can write

s̄(t− τn) = A(t− τn) cos
(
ωc(t− τn) + Φ(t− τn)

)
(3.6)

' A(t) cos
(
ωc(t− τn) + Φ(t)

)
, (3.7)

and by inserting into (3.3)

x̄n(t) ' hn(t) ? A(t) cos
(
ωc(t− τn) + Φ(t)

)
+ ēn(t) (3.8)

= |Hn(jωc)|A(t) cos
(
ωc(t− τn) + Φ(t) (3.9)

+ arg
(
Hn(jωc)

))
+ ēn(t),

where Hn(jωc) is the transfer function for the nth sensor, | · | denotes
the modulus, and arg(·) denotes the argument.

It is seen that the propagation time for the signal across the array
reduces to a phase shift of the carrier signal, which makes a complex
notation convenient. A complex representation of s̄(t) can be obtained
by expressing s̄(t) as the real part of the complex signal s̃(t), i.e.

s̄(t) =
1

2

(
s̃(t) + s̃∗(t)

)
, (3.10)
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where (·)∗ denotes the complex conjugate and s̃(t) = A(t)ejΦ(t)ejωct.
The parts ejωct and s(t) = A(t)ejΦ(t) are called the carrier and the
complex envelope, respectively. The real and imaginary parts of s(t) are
known as the in-phase and quadrature components of s̄(t), respectively.
In practice, the components are often obtained directly from s̄(t) by
means of a quadrature demodulator, where s̄(t) typically is preprocessed
by a superheterodyne receiver.

By assuming the sensors to be identical and omnidirectional over the
θ-range of interest, the sensor reference signal s(t) can be redefined to
include the sensor transfer function H(jωc), i.e. H(jωc)s(t) is redefined
as s(t).

Now, the complex envelope of the output for the nth sensor can be
expressed as

xn(t) = s(t)e−jωcτn + en(t). (3.11)

Furthermore, the so-called steering vector is defined as

a(θ) =
[
e−jωcτ1 . . . e−jωcτN

]T
. (3.12)

By this definition, (3.11) can be written vectorial as

x(t) = a(θ)s(t) + e(t), (3.13)

where x(t) = [x1(t) . . . xN (t)]
T and e(t) = [e1(t) . . . eN (t)]

T.
Now, for the case of multiple sources, the superposition principle is

applied. IfQ signals impinge on the array from distinct DOAs θ1, . . . , θQ,
the output vector takes the form

x(t) =

Q∑

q=1

a(θq)sq(t) + e(t) (3.14)

= [a(θ1) . . . a(θQ)]



s1(t)
...

sQ(t)


+ e(t) (3.15)

, A(Θ)s(t) + e(t), (3.16)

where θq is the direction of arrival and sq(t) is the signal corresponding
to the qth source. The N × Q steering matrix A is a function of Θ,
which is a vector containing the Q DOA angles.

Equation (3.16) constitutes our array data model. The model can
be expanded a bit further, in order to include multiple array samples in
a compact matrix notation.
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The N × 1 vector x(tm) from the data model constitutes a sample
of the array at time instant tm. Such an array sample is denoted a
snapshot . Let t1 . . . tM denote the time instants at which M snapshots
are taken. The total amount of sampled data can be expressed as

X = A(Θ)S +E, (3.17)

where X and E are the N ×M matrices

X = [x(t1) . . .x(tM )], (3.18)
E = [e(t1) . . . e(tM )], (3.19)

and S is the Q×M matrix

S = [s(t1) . . . s(tM )]. (3.20)

In this way, each column in X, S, and E corresponds to a specific
snapshot.

3.1.1 Spatial Uniform Sampling

Now we derive the steering vector and define convenient notation for a
particular array of interest, namely the ULA.

Consider the case of a ULA, as depicted in Figure 3.1, with the sensor
n = 1 chosen as the reference point. In this case, τn can be expressed as

τn = (n− 1)
d sin θ

c
for θ ∈ [−90◦, 90◦] (3.21)

The restriction on θ is required in order to avoid geometric symmetric
ambiguities, which are related to planar arrays.

By inserting (3.21) into (3.12) we get the following expression for the
steering vector

a(θ) =
[
1 e−jωcd sin θ/c . . . e−j(N−1)ωcd sin θ/c

]T
(3.22)

Now let

ωs = ω
d sin θ

c
= 2π

d sin θ

λ
= kd sin θ, (3.23)

where λ is the wavelength, and k is the wavenumber. With this defini-
tion, the steering vector can be written as

a(θ) =
[
1 e−jωs . . . e−j(N−1)ωs

]T
, (3.24)
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which is completely analogous to a uniform sample vector of the sinu-
soidal signal

{
e−jωst

}
. Motivated by this analogy, ωs is called the spatial

angular frequency. Following this terminology, the ULA can be thought
of as a uniform spatial wavefield sampling device.

In the following section the established model is extended in order
to feature spatial aliasing.

3.1.2 Spatial Aliasing

In order to ensure that a(θ) is uniquely defined (i.e. to avoid spatial
aliasing), it is seen from (3.24) that the following condition must be
satisfied:

|ωs| < π (3.25)
m

d <
λ

2|sin θ| ∀θ. (3.26)

In this way, for θ ∈ [−90°, 90°] we get the well-known constraint [70]

d < λ/2, (3.27)

which says that the spatial sampling period d should be less that half of
the wavelength in order to avoid aliasing. From the analogy with tem-
poral sampling, (3.26) can be interpreted as a spatial Nyquist–Shannon
sampling theorem. For a given sensor spacing that does not satisfy
(3.27), the spatial Nyquist frequency in θ-space can be derived from
(3.26)

θNQ = arcsin
λ

2d
, for d ≥ λ/2. (3.28)

Again, analog to a temporal sinusoid we have that,

e−j(ωs+2πm)n = e−jωsn, ∀m,n ∈ Z (3.29)

which shows that a spatial discrete-time sinusoid of any frequency is
identical to some sinusoid of frequency ωf in the fundamental spatial
frequency range [−π, π], i.e.,

ωs = ωf + 2πm, |ωf | ≤ π ∧m ∈ Z. (3.30)

By combining (3.23) and (3.30), a spatial angular frequency in the fun-
damental range can be related to the corresponding set of under-sampled
DOA angles

θ = arcsin
ωf + 2πm

kd
. (3.31)
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3.2 Beamforming

In line with the definition of a spatial spectrum and analog to temporal
FIR filtering, a spatial filter is defined as a complex linear combination
of the spatial samples in terms of the sensor outputs

y(t) = hHx(t), (3.32)

where h is the filter weight vector. Using (3.16), the noise free spatial
filtered output can be expressed as

y(t) =
[
hHa(θ)

]
s(t). (3.33)

Even though that spatial filtering intuitively might be associated with
reception, it is applicable to either radiation or reception of energy in
accordance with the reciprocity theorem. Spatial filtering is known as
beamforming, which derives from the early spatial filters that were de-
signed to form pencil beams in order to receive a signal from a specific
direction and attenuate signals from other directions [71]. However,
modern beamforming methods are used to form various complex-shaped
antenna patterns. This is what can be utilized for surface clutter sup-
pression in relation to ice sounding where gain towards the nadir signal
of interest is maximized while the surface returns are attenuated as much
as possible by synthesising antenna patterns that varies as a function of
range and geographical position.

Returning to the array model in (3.16), the sensor output vector x(t)
can be viewed as a multivariable random process, whose characteristics
can be well understood from its first and second order statistics deter-
mined by the underlying signals and noise. Since the signal parameters
of interest are spatial in nature, the cross-covariance information among
the sensors are needed, which are contained in the spatial covariance
matrix

R = E
{
x(t)xH(t)

}
(3.34a)

= AE
{
s(t)sH(t)

}
AH + E

{
e(t)eH(t)

}
(3.34b)

, APAH + σ2
nI (3.34c)

where E{·} denotes statistical expectation, P is the source covariance
matrix, σ2

nI is the noise covariance matrix, and σ2
n is the noise variance.

The argument of A has been omitted to simplify notation. It should
be noted that the definition of the covariance matrix implies the Hermi-
tian property. The theoretical covariance matrix R cannot be exactly
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determined from a finite set of array samples. Instead an estimate is
used in terms of the sample covariance matrix R̂ that is calculated as
the average over M snapshots

R̂ =
1

M

M∑

m=1

x(tm)xH(tm) (3.35a)

=
1

M
XXH. (3.35b)

The power of the spatially filtered signal in (3.32) is given by

P = E
{
|y(t)|2

}
(3.36a)

= hHE
{
x(t)xH(t)

}
h (3.36b)

= hHRh (3.36c)

Different beamforming approaches correspond to different choices of the
weighting vector h and thereby different performance when used for
surface clutter suppression. A design criteria common for all approaches
is that a filter h should fulfill the distortionless constraint

hHa(θs) = 1, (3.37)

i.e. that signals impinging from the direction θs of interest passes undis-
torted, cf. (3.33). In the following we will examine different beam-
forming algorithms and discuss their applicabilities with respect to ice
sounding.

3.2.1 Beam-steering

Beam-steering (BS) is a spatial filter directly related to the filter bank
interpretation of the classical spectral Fourier theory. Beam-steering is
also know as delay-and-sum, classical, conventional, or standard beam-
forming.

For an arbitrary array geometry and under the assumption of a spa-
tially white input, beam-steering minimizes the output power under the
constrain given in (3.37). A spatially white signal corresponds to a sig-
nal impinging on the array with equal power from all direction, i.e. at
all spatial frequencies. Assuming uncorrelated sources, this corresponds
to a diagonal covariance structure, i.e. R ∝ I. Using (3.36), the corre-
sponding power of the filtered signal equals

E
{
|y(t)|2

}
= hHh, (3.38)
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leading to the following design problem

min
h
hHh subject to hHa(θs) = 1. (3.39)

By using the technique of Lagrange multipliers [72], it can be shown
that the filter vector that satisfy this constrained optimisation problem
equals

hBS =
a(θs)

aH(θs)a(θs)
, (3.40)

where aH(θs)a(θs) = N in the case of normalized steering vectors as for
the ULA model in (3.22). By inserting into (3.36), the corresponding
power spectrum estimate is obtained

PBS(θ) =
aH(θ)Ra(θ)

N2
. (3.41)

With the design criterion from (3.39), beam-steering is optimal with
respect to SNR improvement since the signal components are added co-
herently whereas the thermal noise of the individual receive channels are
out of phase, similar to the SNR improvement for a synthetic aperture
as described in Section 2.5. However, similar to a bandpass filter from
a conventional Fourier filter bank, BS suffers from high spectral leakage
and a wide mainlobe. In the spatial domain, spectral leakage deter-
mines the rejection of interfering signals while the width of mainlobe
corresponds to the angular resolution.

3.2.2 Null-steering

With null-steering (NS) [73], the antenna pattern is designed to have
nulls towards the directions of interfering signals, i.e. the surface clutter
signals. The design problem can be formulated mathematically as a
system of linear equations

hHA(Θ) = gT, (3.42)

where g is a real Q × 1 vector specifying the desired gain for each of
the Q directions contained in Θ. By specifying unity gain for the di-
rection of interest and zero gain for the remaining, the desired signal
passes undistorted while nulls are placed in the direction of the disturb-
ing signals. The solution to (3.42) can be found by inverting A(Θ). The
inverse exists when A(Θ) is regular which requires that the number of
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constraints equals N . In the case where the number of constrains are
less than N , the system is underdetermined and has an infinite number
of solutions. The solution that fulfils the least squares criterion for the
signal estimation problem is given by

hNS = A
[
AHA

]−1
g, (3.43)

where the argument of A has been left out for simplicity. The solu-
tion requires that the columns of A are linearly independent such that
AHA will not be singular and inversion is possible. In cases where the
columns are highly correlated and AHA thereby is poorly conditioned,
a singular value decomposition can be applied to A in order to form a
matrix based on the dominating singular values only. For the presented
array and noise model, the least squares solution corresponds to the
maximum likelihood estimator for the signal of interest, as shown later
in Section 3.3.5.

The number of constrains are limited by the degrees of freedom corre-
sponding to the number of sensors. In this way, by assigning one degree
of freedom for the distortionless constraint, up to N − 1 nulls can be
specified and hence the same number of interfering signals cancelled. If
the number of interferers is less that this number then additional de-
grees of freedom (N −Q) can be used to place additional nulls near an
interferer in order to obtain a wider effective null. If no such additional
nulls are explicitly specified, the additional degrees of freedom will lead
to nulls positioned in the end-fire direction corresponding to the Nyquist
frequency from (3.28), which maximizes the gain in the direction of in-
terest.

The nulls specified using (3.42) are referred to as zero-order nulls.
An nth-order null refers to the constraint where the nth derivative of
the filtered output is set to zero. Additional degrees of freedom can also
be used to enforce such constrains in order to broaden a null.

Assuming narrowband signals and a calibrated array, null-steering
can in theory provide perfect clutter cancellation. However, this requires
knowledge of the DOA of the clutter signals. Furthermore, null-steering
does not take noise in to consideration, which can lead to noise amplifi-
cation, or noise scaling, and thereby significant degradation of the SNR.
Noise scaling is discussed in more detail in Section 3.2.5.

3.2.3 Capon Beamforming

A spatial filter designed using the Capon method (CM) [74, 75] mini-
mizes the output power similar to beam-steering. However, where beam-
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steering assumed spatial white noise, CM exploits the covariance matrix
to minimize the power based on the actual spatial structure of the re-
ceived signal. The Capon method, or Capon’s beamformer, is also known
as the Minimum Variance Distortionless Response (MVDR) filter in the
acoustics literature. Based on (3.36) and similar to (3.39), the design
problem can be expressed as

min
h
hHRh subject to hHa(θs) = 1. (3.44)

The solution is given by

hCM =
R−1a(θs)

aH(θs)R−1a(θs)
, (3.45)

which corresponds to the following power spectrum estimate

PCM(θ) =
1

aH(θ)R−1a(θ)
. (3.46)

It is assumed that R−1 exists, which can be ensured with probability
1 under the weak condition that M ≥ N and the noise has a positive
definite spatial covariance matrix, which is true for Gaussian noise [67].

One can consider the beam-steering beamformer as paying uniform
attention to all other directions different from θs, even when there might
not arrive any signals from most of these directions. The CM filter, on
the other hand, tries only to attenuate directions from which signals
actually impinge on the array. While beam-steering does not depend
on data, CM can be characterized as data-dependent approach. The
data-dependent property of the CM filter allows it to use its degrees
of freedom to vary the nulls of the stopband, in order to cancel the
impinging signals different from θs in an optimal manner. The CM op-
timization can be interpreted as some noise suppression are sacrificed
in favour of a focused nulling. The nulling reduces the spectral leakage
from closely separated sources, which improves the resolution capabil-
ities significantly compared to beam-steering. However, the resolution
capabilities of CM still depends on the array length but also the SNR.
Furthermore, CM fails when the signal of interest is correlated with the
interfering signals.

The data-dependent minimization can lead to critical distortion of
the estimated signal for some scenarios. If the desired signal is received
from a direction slightly different from what is assumed, the CM at-
tempts to suppress it as any other interfering signal. This phenomenon
is referred to as self-nulling [76].
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3.2.4 Optimum Beamforming

The Optimum Beamformer (OB) [77] is closely related to CM. However,
instead of the sample covariance matrix estimated from the data, OB
is using a modeled covariance matrix representing noise and interfering
signals only. In relation to OB, the interfering signals are sometimes
referred to as colored noise due to bandlimited characteristics in the
spatial spectral domain. The covariance matrix of the white noise is
modeled as a scaled identity matrix as in (3.34c), while the interfering
signals are assumed to be monochromatic, i.e. represented by a single
spatial frequency component or equivalently, DOA angle. This leads to
the following covariance matrix model of the disturbing components

Rd = σ2
nI +

Qc∑

q=1

σ2
qa(θq)a

H(θq), (3.47)

where Qc are the number of interfering signals, σ2
q are the power of

the qth interfering signal, and θq are the corresponding DOA. The filter
design problem is identical to that of CM and hence the solution of OB
is given by (3.44) where R = Rd.

OB can be seen as a combination of BS and NS, where both the white
noise and the interfering signals are taken into account in order to find
the optimal filter weights. This can be interpret as OB attenuating the
interfering signals only down to the noise level, and in this way undesired
noise scaling can be avoided.

For practical applications of OB, the challenge is to obtain accu-
rate estimates of the noise and clutter power. This information can be
expressed in terms of the clutter-to-noise ratio (CNR) given by

CNR =
σ2
i

σ2
n

, (3.48)

where the power of the different clutter signals are assumed to be iden-
tical and equal to σi. In the case of ice sounding, the CNR depends on
range, system parameters, antenna patterns, sounding geometry, surface
scattering mechanism, and the assumed clutter model.

OB can be directly related to BS and NS in the extreme noise scenar-
ios in terms of purely white and colored noise, respectively. In the ab-
sence of colored noise, i.e. when σ2

q = σ2
i = 0 (CNR = 0) in (3.47), the fil-

ter design problem (3.44) is seen to be identical to that of beam-steering,
(3.39). Similar, in the absence of white noise, σ2

n = 0 (CNR = ∞), OB
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Figure 3.2: Synthesized antenna patterns for a 4-element ULA with sensor spac-
ing d = λ/2. A signal of interest (solid black) impinging from θs = 0° along
with two interfering signals (dashed black). The CNR is 0 dB.

corresponds to NS which, however, is not as easily seen directly from
the equations.

The weights of OB and CM can be shown to be equivalent in theory
under the assumption of the presented signal model [78]. In practice,
however, where CM is based on the sample covariance statistics, the
resulting weights can be very different.

In Figure 3.2 antenna patterns have been synthesized using NS, BS,
and OB for a 4-element ULA with sensor spacing d = λ/2. A desired
signal is impinging from θs = 0° along with two interfering signals from
−50° and 10°. In relation to OB the CNR = 0 dB. From the synthesized
patterns in the figure, the different characteristics of the algorithms are
evident. All patterns have unity gain towards the signal of interest as
enforced by the distortionless constraint. The pattern obtained with BS
is symmetric with maximum at the direction of interest and is unaffected
by the interfering signals. For NS, on the other hand, nulls are located
right at the interfering signals while OB is seen two provide the expected
trade-off between BS and NS according to the CNR.
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3.2.5 Noise scaling

The noise scaling is defined as the ratio between the white noise response,
where Rn = I, and the signal response, where Rs = a(θs)a

H(θs), that
is

κ = aH(θs)a(θs)
hhRnh

hhRsh
(3.49)

= |a(θs)|2
hhh∣∣hha(θs)

∣∣2 (3.50)

= Nhhh, (3.51)

where (3.37) has been used along with the assumption of normalized
steering vectors to obtain the last equality. The prefixed factor is a nor-
malization constant. The noise scaling can be considered as a measure
that is inversely proportional to the SNR.

In Figure 3.3 simulated noise scaling is shown for NS, BS, and OB.
The simulation is based on a 4-element ULA with sensor spacing d =
1.5λ, which results in grating lobes at θ = ±41.8° according to (2.63).
The filters are designed for a signal of interest impinging from θs = 0°
and a single clutter signal from θi. BS is seen to provide the optimal
SNR corresponding to 0 dB noise scaling independent of clutter DOA in
contrast to NS where the noise scaling approaches infinity at the grating
lobe. OB is simulated with three different values of the CNR, which
illustrates the trade-off between noise and clutter suppression. It it seen
how OB approaches BS when the CNR is low and approaches NS when
the CNR is high.

3.2.6 Discussion

Four beamforming algorithms have been presented in terms of BS, NS,
CM, and OB. Based on the presented theory, the algorithm properties
are now related to the signal structure associated with ice sounding, in
order to assess the applicability of clutter suppression.

BS provides the optimal SNR while no attention is paid to colored
noise that represents surface clutter. However, for regular scenes com-
bined with a low operating altitude, surface clutter can be neglected
and the subsurface detectability is limited by the SNR. In this case BS
is the algorithm of choice for synthesizing the receive beam. Optionally
weighting can be applied to reduce sidelobes for the prize of an increased
mainlobe. DOA algorithms can be used for determining slopes of inter-
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Figure 3.3:Noise scaling as a function of clutter DOA for a 4-element ULA with
sensor spacing d = 1.5λ and a signal of interest impinging from 0°.

nal layers or the bed in order to adaptively steer the beam in the optimal
direction with respect to the targets of interest.

For more irregular scenes not necessarily strictly dominated by white
noise, BS may still be considered for data analysis since the formed
beam pattern is robust and provides a synthesis that is easy to interpret.
Furthermore, BS is very computational efficient.

NS provides the optimal suppression of monochromatic interfering
signals. However, due to the finite width of the radar pulse, the illumi-
nated surface area extents in the across-track direction as illustrated in
Figure 1.3. In this way, the corresponding clutter signal originates from
a range of incidence angles and thereby an interval of spatial frequen-
cies. For this reason, NS may not fully suppress a given clutter signal
in practice. In the case of broadband clutter signals, the suppression
performance can be improved by synthesizing multiple or higher order
nulls.

NS requires prior knowledge of the clutter DOA in order to correctly
steer the nulls. Such information can be obtained using a model-based
approach by calculating the clutter DOA from the geometry, e.g. by
using (1.1). Alternatively, the DOA can be calculated using an existing
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digital elevation model or it can be obtained from the radar data itself
using data-driven DOA estimation. For sounding scenarios where the
interference is dominated by a few distinctive clutter signals, NS can
provide a robust and effective suppression. However, depending on the
geometry the surface clutter might only dominate at some parts of the
depth range. For instance, if the clutter is suppressed at large off-nadir
angles due to a low operating altitude combined with a smooth sur-
face, NS is suboptimal at the corresponding large depths due to noise
scaling. In this case, OB can be used to obtain the optimal trade-off
between clutter suppression and noise scaling. However, OB requires
knowledge of the CNR which may be difficult to obtain since the clut-
ter power varies with off-nadir angle and local surface characteristics.
One approach could be based on surface scattering models if appropri-
ate roughness parameters are known. As an alternative, procedures for
CNR estimation based on radar data are considered in [34]. Even if
no information on the CNR is available, OB can be an advantage com-
pared to pure NS. For instance, OB can be used to regularize the weight
of NS near a grating lobe in order to avoid extensive noise scaling as
demonstrated in [33].

In contrast to NS and OB, CM is very convenient from an imple-
mentation point of view since no external information is required by
the algorithm. The optimal filter weights are designed exclusively based
on the sample covariance matrix. This may especially be an advan-
tage in complex scenarios where the dominating disturbing mechanism
is changing rapidity as a function of both range and azimuth. The same
might be true if the surface clutter does not consists of a few dominat-
ing narrowbanded components but instead a continuum in the spatial
spectrum. However, the data-adaptive nature of CM may also be a dis-
advantage since the resulting filter may be difficult to interpret, but also
in the shape of the phenomenon of self-nulling. Since CM assumes a
monochromatic signal of interest, depth signals that extends in spatial
frequency may be affected using this algorithm. Maybe even worse, if
the signal of interest is strong and narrowbanded but is arriving from
another direction than expected, such as a specular return from a sloped
internal layer, CM may to a larger extend suppress this desired compo-
nent. One approach to prevent this could be to estimate the DOA of the
sloped layer and use this information for specification of the direction
of interest when synthesizing the CM beam. This, however, complicates
the algorithm and implementation which contradicts with the advan-
tage of simplicity highlighted earlier. A less adaptive but more simple
solution is based on so-called robust variants of CM that attempt to



3.3 Direction of Arrival 55

protect a range of DOAs around the direction of interest with respect
to suppression [30].

Performance Degradation

Practical issues may degrade the suppression performance compared to
the theory even if the assumptions of the signal model hold true [79].

Firstly, imperfect array calibration in terms of an incorrect model of
the array manifold prevents the optimal performance to be reached.

Secondly, mechanical vibrations and deformation may cause the ex-
trema of the radiation pattern to shift and at the same time limit the
depths of the synthesized nulls. Such effects are most pronounced for air-
borne systems operating at low altitudes and with the antenna elements
mounted directly under the wings of the aircraft. Turbulence related to
the dense air at low altitudes causes wing flexure and vibrations in the
case of airborne operation while a very stable flight can be obtained in
free space with space-based system.

Thirdly, mutual coupling in terms of interchange of energy between
the array elements have similar effects on the synthesized patterns. The
algorithms produce inaccurate or suboptimal results unless this effect is
taken into account. The detrimental effect of mutual coupling intensifies
as the sensor spacing is reduced [80, 81].

3.3 Direction of Arrival

The problem of determining the directions of impinging signals, i.e. the
angles contained in Θ, is known as the source location problem within
spatial spectral estimation theory. Due to the relation between DOA and
spatial frequency in (3.23), DOA estimation is equivalent to a spectral
estimation problem. Several algorithms exists for spectral estimation
and in the following a subset of suitable techniques in relation to multi-
phase-center radar ice sounding will be assessed.

DOA estimation techniques can be classified into two main cate-
gories: parametric and non-parametric methods. Non-parametric meth-
ods do not make any assumption on the signal structure or the sta-
tistical properties of the data while parametric methods rely on such
model-based information.
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3.3.1 Beamforming Techniques

Beamforming can be used for DOA estimation by steering the beam in
all possible directions. In this way, the power received by the array is
estimated as a function of DOA, which corresponds to the an estimate of
the spatial spectrum. The DOA is then determined as the local maxima
of this computed spatial spectrum. In general, an estimation technique
that is based on peak analysis of a (pseudo) spectral spectrum is referred
to as a spectral method. Spectral methods based on beamforming is
considered as the conventional methods for DOA estimation.

Based on this spatial approach, the beamformers described in Sec-
tion 3.2 in terms of BS and CM can be used for DOA estimation directly.
Due to the nature of the beamforming approach, the DOA estimators
based on BS and CM are non-parametric. The estimators possess the
same characteristics as the corresponding beamformers described ear-
lier. The major disadvantage of BS with respect to DOA estimation is
its poor resolution. The BS DOA estimator can be considered as spatial
extension of the periodogram. More precisely, it is analog to the Bartlett
periodogram [82] where the total dataset is subdivided into a number
of non-overlapping segments, which can be considered equivalent with
snapshots in the spatial case. In this way, BS inherits the resolution
properties from the periodogram, which in terms of angular frequency
corresponds to [67]

∆ωs =
2π

N
. (3.52)

By differentiating (3.23) with respect to θ we get

dωs
dθ

= kd cos θ (3.53)

and by letting ∆ωs/∆θ ≈ dωs/dθ, we can express the resolution limit of
BS as

∆θ ≈ ∆ωs
kd cos θ

=
λ

Nd cos θ
. (3.54)

The resolution is seen to be inversely proportional to the physical length
of the array measured in wavelengths, i.e. Nd/λ.

An estimate is said to be consistent if it converges to the true value
when the number of samples tends to infinity. The temporal Bartlett
periodogram is consistent since the number of non-overlapping segments
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can be increased without bound, as the number of samples tends to infin-
ity. In the case of BS, on the other hand, the number of array elements
is limited by physical considerations and hence prevents the estimate
from being consistent in the general case of multiple sources. The bias
of the estimates may be significant if the sources are strongly correlated
or closely separated. However, when the DOA separation is sufficiently
large compared to the array length, the signals are uncorrelated, and the
noise is spatially white, beam-steering may provide reasonably accurate
estimates [67].

Due to the data-adaptive properties of CM, the resolution is signifi-
cantly improvement compared to BS. However, when the impinging sig-
nals are correlated, CM fails. DOA estimation based on CM corresponds
to the Capon transformation known from temporal power spectral den-
sity estimation.

3.3.2 Parametric Methods

The advantage of the non-parametric methods are that they do not
assume anything about the statistics of the data, and can therefore be
used in cases where no such information is available. On the other hand,
when prior information is available, higher performance can be obtained
by a model-based approach. The two parametric methods presented in
the following sections both assume the signal model in (3.16) including
the structure of the covariance matrix given in (3.34c), which is repeated
here for convenience

R = APAH + σ2
nI. (3.34c)

The signal covariance matrix P is diagonal when the signals are uncor-
related, that is P = diag(P1, . . . , PQ) where Pq is the power of the qth
impinging signal.

The parametric methods exploit the structure of the received data,
resulting in a significant improvement in resolution, but at the cost of
increased computational load. In order to ensure a unique solution, the
methods assumes that the number of signals is smaller than the number
of sensors, i.e. Q < N , and that every set of N steering vectors is
linearly independent. Furthermore, the number of signals is assumed to
be known.

In the following sections, three well-established and high performing
parametric methods are presented.
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3.3.3 MUSIC

The MUltiple SIgnal Classification (MUSIC) algorithm [67, 83, 84] is
a widely used subspace-based method originally presented in [85] as a
DOA estimator. Subspace methods exploits the eigen-decomposition
of the covariance matrix and assume this to be well-conditioned. An
eigen-decomposition of R is considered

R = UΛUH, (3.55)

where Λ is the diagonal matrix diag(λ1, . . . , λN ), where λn is the nth
eigenvalue arranged in a nonincreasing order such that λ1 ≥ λ2 ≥ . . . ≥
λN . The matrix U is an orthonormal basis consisting of the correspond-
ing eigenvectors. U can be chosen orthogonal since R is Hermitian.
The eigenvalues are real and positive since, again, R is Hermitian and
thereby positive definite. The same is true for APAH, but due to the
rank of Q, only Q eigenvalues are strictly positive, while the (N − Q)
remaining are equal to zero.

For the structure ofR given in (3.34c), the eigenvalues can be written
as

λk = λ̃k + σ2
n, (3.56)

where λ̃k is the kth eigenvalue of APAH, arranged in nonincreasing
order. It now follows that

{
λk > σ2

n for k = 1, . . . , Q

λk = σ2
n for k = Q+ 1, . . . , N

(3.57)

This shows that the Q largest eigenvalues of R are related to the signal,
and the N −Q smallest, all equal to σ2

n, are related to the noise.
The eigen-decomposition of R is now expressed in the following way

R = UΛUH = UsΛsUs
H +UnΛnUn

H, (3.58)

where

Λs = diag(λ1, . . . , λQ), (3.59)

Λn = diag(λQ+1, . . . , λN ) = σ2
nI, (3.60)

and Us, Un are the corresponding eigenvectors, respectively. The sub-
spaces spanned by Us and Un are called the signal subspace and the
noise subspace, respectively.
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From the definition of an eigenvector and by combining (3.34c) and
(3.57) we get that

RUn = Unλn = σ2
nUn = APAHUn + σ2

nUn, (3.61)

where it follows that

AHUn = 0. (3.62)

This shows that the steering vectors are orthogonal to the noise subspace
and hence the true DOAs {θq}Qq=1 are the only solutions to the equation

UH
n a(θ) = 0. (3.63)

In practice, when the sample covariance matrix is used, Un will deviate
from the true value, and no steering vector is exactly orthogonal to the
estimated noise subspace. Instead, the following expression can be used
as a measure of orthogonality

PMU(θ) =
1∥∥UH

n a(θ)
∥∥2 =

1

aH(θ)UnUH
n a(θ)

. (3.64)

This is what is known as the MUSIC estimator, where the Q largest
peaks of the so-called MUSIC-spectrum are taken as the DOA estimate.
The spectrum is called a pseudo-spectrum since it is not a true PSD, but
indicates the presence of sinusoidal components in the signal. In this way,
MUSIC is considered as a spectral-method. Since various extensions and
modifications the algorithm exist, the estimator presented is referred to
as conventional or Spectral MUSIC (MU).

The Spectral MUSIC algorithm can be summarised by the following
steps

1. Compute the sample covariance matrix of the signal.

2. Perform an eigendecomposition of the matrix and form the basis
Un, spanning the noise subspace, of the eigenvectors corresponding
to the N −Q smallest eigenvalues.

3. Determine the DOA estimates as the locations of the Q highest
peaks of (3.64).

With MUSIC it is possible to obtain arbitrary accuracy on the DOA es-
timate if the data volume is sufficiently large, or the SNR is sufficiently
high. So, in contrast to the beamforming methods, MUSIC is a consis-
tent estimator [83]. The MUSIC algorithm breaks down in the case of
coherent signals, but the algorithm can be modified in order to handle
coherency when a ULA is used.
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3.3.4 Root MUSIC

We will now consider an variant of MUSIC which is based on polyno-
mial rooting. The DOA is estimated by MUSIC as the peaks of (3.64),
which, in absence of noise, approaches infinity. The DOA is in this case
therefore found where the expression is infinite, i.e. where the denomi-
nator equals zero. In the case of a ULA, the steering vector equals the
Fourier vector as shown in (3.24), when the DOA is expressed in spatial
frequency through (3.23). In this case, the generalization of the Fourier
transform to the Z-transform can be exploited. The steering vector can
be expressed in the Z-domain by replacing ejωs by z, i.e.

a(z) =
[
1 z−1 . . . z−(N−1)

]T
(3.65)

The denominator is now expressed in the Z-domain by

aH(z)UnU
H
n a(z). (3.66)

In the Z-domain, the spatial frequencies corresponding to the DOAs are
found as the angular positions of the zeros located on the unit circle. In
presence of noise, the zeros are not located exactly on the unit circle,
and hence the Q zeros closest to the unit circle are chosen.

The expression is not a polynomial in z, due to the presence of z∗
powers through the Hermitian transpose, which complicates the search
for zeros. Since the values of z on the unit circle are of interest, aH(z)
can be replaced by aT(z−1) which makes the expression a polynomial
in z, i.e.

aT(z−1)UnU
H
n a(z). (3.67)

This is known as the Root MUSIC (RM) polynomial, which is of degree
2(Q − 1), whose roots occur in mirrored pairs with respect to the unit
circle. The DOAs are now estimated from the Q roots that are nearest
and inside the unit circle,

θq = arcsin

(
1

kd
arg{zq}

)
, q = 1, 2, . . . , Q. (3.68)

MUSIC and Root MUSIC have identical asymptotic properties, but Root
MUSIC has empirically been found to perform significantly better with
small samples. At the same time, Root MUSIC is computationally more
efficient, but is only applicable to ULAs as seen from the derivation.
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3.3.5 Maximum Likelihood

Within the field of estimation theory, a widely used estimation approach
is to choose the model parameters as the values for which the probability
of the observed data set is maximized. This technique is referred to
as maximum likelihood (ML) estimation where a so-called likelihood
function is representing the probability of the observed data set. In this
section, the ML estimator [86] for DOA estimation in sensor arrays will
be presented.

The noise {e(t)} is assumed to be a stationary and ergodic complex
valued Gaussian process with zero mean. Furthermore, the noise samples
{e(t)} are assumed to be statistically independent. The assumptions
represent the conventional noise model in sensor arrays and is a realistic
model of the background and receiver noise and makes the ML estimator
applicable from a theoretical point of view.

The impinging signals are regarded as unknown deterministic se-
quences. In this regard and under the assumed Gaussian noise model,
it follows from (3.16) that the probability density function of a snap-
shot at time instant t can be expressed by the multivariate Gaussian
distribution, which is given by [87]:

N
(
x(t)

)
=

1
(
2π
)N/2(

det[σ2
nI]

)1/2 · exp

(
−1

2
eH(t)

(
σ2
nI
)−1

e(t)

)

(3.69)

=
1

(
2πσ2

n

)N/2 · exp

(
− 1

2σ2
n

∥∥x(t)−A(Θ)s(t)
∥∥2
)
, (3.70)

where det[ · ] denotes the determinant of the bracketed matrix.
The joint density function of the sampled data is given by

f(X) =

M∏

m=1

N
(
x(tm)

)
(3.71)

=

M∏

m=1

1
(
2πσ2

n

)N/2 · exp

(
− 1

2σ2
n

∥∥x(tm)−A(Θ)s(tm)
∥∥2
)

(3.72)

The corresponding log-likelihood, ignoring constant terms and common
constant factors, is given by

L = −MN ln(σ2
n)− 1

σ2
n

M∑

m=1

∥∥x(tm)−A(Θ)s(tm)
∥∥2 (3.73)
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In order to derive the ML estimator we have to maximise the log-
likelihood with respect to the unknown parameters. First the likelihood
is maximized with respect to σ2

n while fixing Θ and S. By this maximi-
sation we get

σ̂2
n =

1

MN

M∑

m=1

∥∥x(tm)−A(Θ)s(tm)
∥∥2
. (3.74)

This result is substituted back into the log-likelihood, and the ML es-
timator is then obtained by solving the following maximisation, where
constant terms are ignored:

max
Θ,S

{
−MN ln

(
1

MN

M∑

m=1

∥∥x(tm)−A(Θ)s(tm)
∥∥2

)}
. (3.75)

This maximisation problem is equivalent to the following minimisation
problem, where it is exploited that the natural logarithm is a monotonic
function:

min
Θ,S

{
M∑

m=1

∥∥x(tm)−A(Θ)s(tm)
∥∥2

}
. (3.76)

This is recognised as the least squares criterion for the estimation prob-
lem. By fixing Θ and minimising with respect to S, the following solu-
tion is obtained

ŝ(tm) =
(
AH(Θ)A(Θ)

)−1

AH(Θ)x(tm) (3.77)

= A+(Θ)x(tm), (3.78)

where (·)H denotes the Hermitian transpose and (·)+ denotes the Moore-
Penrose pseudoinverse. This result is the ML estimate of the parameter
S, which corresponds to the null-steering beamformer described in Sec-
tion 3.2.2.

By substituting (3.78) back into (3.76) we end up with the following
minimisation problem

min
Θ

{
M∑

m=1

∥∥x(tm)−A(Θ)A+(Θ)x(tm)
∥∥2

}
, (3.79)

which can be written as

min
Θ

{
M∑

m=1

∥∥x(tm)− PA(Θ)x(tm)
∥∥2

}
, (3.80)
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where PA(Θ) denotes the projection operator [88] onto the space spanned
by the columns of A(Θ),

PA(Θ) = A(Θ)A+(Θ). (3.81)

Due to the properties of the projection operator, the following likelihood
function can be expressed, based on the minimisation problem in (3.80)

LΘ =

M∑

m=1

∥∥PA(Θ)x(tm)
∥∥2
. (3.82)

The ML estimate of the parameter Θ is obtained by maximising this
likelihood function. By using that the projection matrix is idempotent
and Hermitian, and tr[AB] = tr[BA] for the square matrices A and B,
the function can be rewritten in the following form that is convenient
for implementation purposes

LΘ = tr[PA(Θ)R̂], (3.83)

where tr[ · ] is the trace of the bracketed matrix. In this way, the ML
DOA estimate for the presented signal model is given by the maximiza-
tion of (3.83) in terms of a Q-dimensional search, i.e.

Θ = arg max
Θ

tr[PA(Θ)R̂]. (3.84)

Alternating Projection

In the following, an efficient algorithm for computing the ML estima-
tor, which is referred to as the Alternating Projection algorithm [86], is
described. The algorithm is based on Alternating Maximisation (AM)
which is a maximisation technique that transforms a multidimensional
search into a sequence of much simpler one-dimensional searches. Fur-
thermore, the algorithm exploits the projection-matrix update formula,
which provides a computationally efficient scheme for the problem at
hand.

Alternating Maximisation

AM [86] is a simple iterative technique for multidimensional maximisa-
tion. A one-dimensional maximisation is performed at each iteration for
a single parameter, while the others are held fixed. The target parameter
is alternated for each iteration.
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Recall the notation from the array model and the ML derivation,
where PB denotes the projection operator onto the space, spanned by
the columns of the arbitrary matrix B, R denotes the sample covariance
matrix and A(Θ) denotes the steering matrix of the DOAs, collected
in the Q-dimensional vector Θ. The estimated value for the qth pa-
rameter at the (k + 1)th iteration is obtained by solving the following
one-dimensional maximisation problem, which is derived from the DOA
log-likelihood function LΘ in (3.83)

θ(k+1)
q = arg max

θq
tr
[
P[

A
(
Θ

(k)
q

)
,a(θq)

]R], (3.85)

where Θ
(k)
q denotes the (Q− 1)× 1 vector of the parameters computed

in the kth iteration given by

Θ(k)
q =

[
θ

(k)
1 , . . . , θ

(k)
q−1, θ

(k)
q+1, . . . , θ

(k)
Q

]T
. (3.86)

Described with words, Θ
(k)
q contains values of all parameters calculated

in iteration k, except for the parameter θq. A combined steering matrix
is obtained by augmenting the steering matrix of Θ

(k)
q with the steering

vector of θq, as seen in (3.85). Although maximisation is performed
for only one parameter at each iteration, the other parameters are also
referred to as being computed at that iteration, by adopting their values
from the previous iteration.

The algorithm, in terms of iterations, ends when all parameters are
converged, according to a suitable threshold value, which should be ad-
justed corresponding to the chosen grid size.

The algorithm can be considered as it is, walking along a staircase
towards the peak of LΘ, which is illustrated for a two-dimensional func-
tion in Figure 3.4. Since a maximisation is performed at each iteration,
the value of LΘ cannot decrease. This implies that the algorithm will
always converge to a local maximum, but not necessary the global one.
Whether or not the algorithm converges to the global maximum is highly
dependent on the initial values of the parameters, which are referred to
as iteration k = 0. The following initialisation procedure has empiri-
cally been found to provide excellent results [86]. The procedure starts
by solving the problem in (3.85) for a single source

θ
(0)
1 = arg max

θ1
tr
[
Pa(θ1)R

]
. (3.87)
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Figure 3.4: Successive iterations of the alternating maximisation algorithm, in
the maximisation of a 2-dimensional function. Figure adopted from [86].

Next, the problem is solved for the second source, with the first fixed at
the previously computed initial value θ(0)

1 , i.e.

θ
(0)
2 = arg max

θ2
tr
[
P[

A
(
Θ

(0)
1

)
,a(θ2)

]R], (3.88)

Continuing this way, at the qth init-iteration, the parameter θ(0)
q is ini-

tialised, while the former computed parameters θ(0)
1 , . . . , θ

(0)
q−1 are held

fixed in the maximisation. The procedure continues until all the Q initial
values θ(0)

1 , . . . , θ
(0)
Q are computed.

Projecting-matrix Decomposition

The AM algorithm reduces the number of evaluations of LΘ, with re-
spect to a full multidimensional search. Nevertheless, the computational
load is still high, due to the matrix inversions and multiplications that
arise from the matrix projection PA(Θ). These operations can be re-
duced by exploiting the projection-matrix update formula, which is to
be described now.
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Let B and C denote two arbitrary matrices with the same number
of rows. The projecting-matrix update formula now says that

P[B,C] = PB + PCB
, (3.89)

where CB denotes the residual of the columns of C when projected on
B,

CB = (I − PB)C. (3.90)

By applying the projecting-matrix update formula to the projection ma-
trix from (3.85), we get that

P[
A
(
Θ

(k)
q

)
,a(θq)

] = P
A
(
Θ

(k)
q

) + Pa(θq)
A(Θ

(k)
q )

. (3.91)

The first term does not depend on θq, hence it can be considered as being
constant with respect to the maximisation. Since we are only interested
in the argument corresponding to the maximum peak, and not the peak
value itself, the first constant term can be ignored. The problem is now
reduced to

θ(k+1)
q = arg max

θq
tr
[
Pa(θq)

A(Θ
(k)
q )
R
]
, (3.92)

which can be rewritten to

= arg max
θq

tr
[
bH
(
θq,Θ

(k)
q

)
Rb

(
θq,Θ

(k)
q

)]
, (3.93)

where bH
(
θq,Θ

(k)
q

)
is the unit vector given by

bH
(
θq,Θ

(k)
q

)
=

a(θq)A
(
Θ

(k)
q

)
∥∥∥a(θq)A

(
Θ

(k)
q

)∥∥∥ . (3.94)

Now, P
A
(
Θ

(k)
q

) is the only computational-heavy projection matrix

that needs to be computed. The matrix appears in equation through
a(θq)A

(
Θ

(k)
q

), which corresponds to PB in (3.90). The matrix is inde-

pendent of θq, i.e. constant over each one-dimensional search, and is
therefore only needed to be computed once per iteration.

Without the projecting-matrix update formula, the needed projec-
tion matrix P[

A
(
Θ

(0)
1

)
,a(θ2)

] depends on θq, and it will therefore be nec-

essary to compute the matrix for each θq-step in the one-dimensional
search. This implies many computations per iteration, dependent on
the resolution of the search grid.
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3.3.6 Cramér-Rao bound

The Cramér-Rao bound (CRB) expresses a lower bound on the variance
of estimators of a deterministic parameter. An unbiased estimator that
attains this lower bound is said to be efficient. An efficient estimator
attains the lowest possible mean square error (MSE) of all unbiased
estimators. The CRB is in this way useful for performance evaluation
of estimators.

For a given DOA vector Θ and noise variance σ2
n, the CRB on DOA

estimation is given by [89]

CRB(Θ) =
σ2
n

2

(
M∑

m=1

Re
[
XH(tm)DHP⊥A(Θ)DX(tm)

])−1

, (3.95)

where

X(t) = diag
(
s1(t), . . . , sQ(t)

)
, (3.96)

D =
[
d(θ1), . . . ,d(θQ)

]
, (3.97)

d(θ) =
∂a(θ)

∂θ
, (3.98)

P⊥A(Θ) = I − PA(Θ). (3.99)

The CRB expression is a Q×Q matrix with the diagonal elements rep-
resenting a lower variance bound on θ estimates, ordered corresponding
to Θ.

An expression for the asymptotic behaviour of the CRB can be de-
rived. For sufficiently large M , the CRB is given by [89, 75]

CRB(Θ) =
σ2
n

2M

(
Re
[(
DHP⊥A(Θ)D

)
� PT

])−1

, (3.100)

where � denotes the Hadamard product, i.e. elementwise multiplication.
This formula is easier to evaluate than the exact finite-case formula, and
it provides good approximations to the exact CRB for reasonably large
values of M .

With the assumed complex Gaussian noise and uncorrelated signals,
it can be shown that the ML method provides a solution, which is theo-
retically very close to the optimum, evaluated on the Cramér-Rao bound
[89, 90]. At the same time, ML can be very computationally intensive,
due to the multidimensional search in connection to the log-likelihood
maximisation in (3.83).



68 3 Array Signal Processing

Since the impinging signals are assumed to be unknown determin-
istic signals, the derived ML estimator is known as the deterministic
ML-method (DML). Another approach is to model the impinging sig-
nal waveforms as stationary, stochastic processes with some specified
probability function. This approach leads to the stochastic ML-method
(SML). Both methods provide consistent DOA estimates, but only the
stochastic method is efficient. SML have shown to have better large
sample accuracy than the corresponding DML estimates, but only in
situations with low SNR, small number of sensors, and highly correlated
signals.

3.4 Compressive Sensing

The methods described so far are in principle all based on the Nyquist-
Shannon sampling theorem. In the following, we are going to describe
a new sampling paradigm that goes against the well known Nyquist-
Shannon theory, namely compressive sampling or sensing (CS). CS is a
technique that is able to recover signals from data that is normally con-
sidered as undersampled, under the assumption that the data is sparse
or compressible. A signal is sparse when it in some domain or space can
be expressed by a few components, i.e. that it essentially only depends
on a number of degrees of freedom, which is smaller than its length in
the space where it is observed.

We will now describe CS from a mathematical point of view. The
presentation is based on [91, 92, 37, 69].

A signal of interest x with a length L is said to be K-sparse in an
orthogonal basis Ψ if the projection coefficient vector s = Ψx only
has K nonzero or significant elements. The signal of interest x can be
represented as

x = ΨHs, (3.101)

where Ψ is known as the sparsity matrix. A measurement vector y
with N measurements can be obtained by projecting the signal onto N
random basis functions collected in the N × L sensing matrix Φ,

y = Φx, (3.102)

where N � L is the undersampled case of interest. By combining the
sensing matrix and the sparsity matrix, the measurement vector can be
expressed as

y = ΦΨHs = Θs, (3.103)
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where Θ = ΦΨH is called the mapping matrix. This corresponds to
an underdetermined linear system, since the number of unknowns L is
larger than the number of equations N , and hence no unique solution
exists in the general case. However, when the signal is known to be
sparse and when Φ and Ψ satisfy a certain incoherency constraint, the
CS theory ensures that it is possible to recover the signal uniquely from
the samples.

The vector s can be reconstructed from the measurements by finding
the solution of (3.103), employing the least number of coefficients.

By using the notation ‖ · ‖p to denote the usual Lp-norm, we can let
‖ · ‖0 denote the L0-norm that merely counts the number of nonzero en-
tries in the vector. By using this norm, the solution of (3.103) employing
the least number of coefficients can be found as

min
s
‖s‖0 subject to y = Θs, (3.104)

which is equivalently maximising the number of zero coefficients in the
Ψ basis, i.e. finding the solution that is ”most” sparse.

For N = O
(
K log(L/K)

)
, it can be shown that L1-norm minimisa-

tion leads to the same result as L0-norm minimisation [92],

min
s
‖s‖1 subject to y = Θs. (3.105)

This is convenient, since the L1-norm is much more attractive when it
comes to implementation.

In the case of noisy measurements, we got

y = Θs+ e, (3.106)

where e is a complex Gaussian vector with zero mean and uncorrelated
elements. Instead of (3.105), the solution now comes from a threshold
constraint of the measurement error

min
s
‖s‖1 subject to ‖Θs− y‖2 ≤ ε, (3.107)

where ε is a small positive number, adjusted according to the noise level.
In order to find the unique sparse solution, the sensing matrix and

sparsity matrix must be mutually incoherent. The incoherence ensures
that the highly localized sparse signal will be spread out in the entire
sampling space and thus makes the signals insensitive to undersampling.
The coherence between the matrices is defined as [92]

µ(Φ,Ψ) = max
k,i

|〈ϕk, ψi〉|
‖ϕk‖2 ‖ψi‖2

, (3.108)
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where ϕk is the kth row from Φ, ψi is the ith column from Ψ, and 〈 · , · 〉
denotes the inner product. The coherence is bounded by

1√
L
≤ µ(Φ,Ψ) ≤ 1. (3.109)

When µ is close to the minimum value 1/
√
L, the two bases are com-

pletely different, i.e. high incoherence occurs. The greater incoherence
of the basis pair, the smaller number of measurements is needed, which
can be expressed by [92]

N ≥ O
(
µ2(Φ,Ψ)KL(logL)4

)
. (3.110)

For the case of ice sounding where volume scattering can be ne-
glected, the signal of interest is sparse in the object domain with up
to four pointlike contributions corresponding to two reflection from the
bedrock and two from the surface. This signal is therefore sparse in the
identity orthogonal basis, i.e. Ψ = I. The measurements are obtained
by sampling the array. As seen earlier in terms of the steering vec-
tor, the sensing matrix Φ is therefore the Fourier sampling matrix that
can be shown to have the best incoherence property with the identity
orthogonal basis I.

In the undersampled case, we do not have a full Fourier matrix but
a thinned Fourier matrix, corresponding to a subset of the Fourier sam-
ples. In order to guarantee sufficiently sparse reconstruction with a given
thinned matrix, the mapping matrix Θ need to follow the restricted
isometry property (RIP) defined by

1− ε ≤ ‖Θs‖2‖s‖2
≤ 1 + ε, (3.111)

where ε is the smallest positive number that makes the inequality true
for all K-sparse vectors s. The mapping matrix is said to obey the RIP
of order K if ε is not too close to one. When the RIP holds, the mapping
matrix preserves the Euclidean length of K-sparse signals. This implies
that K-sparse vectors is not mapped onto the null space of Θ, which
would make any recovery impossible.

The RIP can be utilised to evaluate the resolution properties of the
CS estimate when it is used for the spectral analysis problem at hand.
In order to resolve two sparse signals s1 and s2, the RIP must be fulfilled
for the pairwise distances, i.e.

1− ε ≤ ‖Θs1 −Θs2‖2
‖s1 − s2‖2

≤ 1 + ε. (3.112)
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By evaluating the inequality for a mapping matrix corresponding to an
array of interest, over a given DOA range, the value ε can be used as a
measure for resolution [92].

It turns out that if the subset of Fourier samples from the full Fourier
matrix are chosen at random, the resulting mapping possesses good in-
coherence properties and tends to fulfil the RIP to a large extent, rela-
tive to different systematic mapping matrix (array aperture) formations.
This makes CS especially interesting for single-channel repeat-pass mea-
surements, which are often used to form the array in the case of space-
based systems. Here the measurements can be considered to be sampled
uniformly at random along the baseline, due to variation in positions
between each acquisition. This non-uniform sampling normally com-
plicates the signal processing, but with CS this randomness leads to
a more effective sensing mechanism. The ability of CS to reconstruct
signals from undersampled data can be used to reduce the number of
measurements, or to use the same number of measurements to form a
larger effective array.

In [37], CS is used for tomographic reconstruction of the elevation
dimension in an urban area with data from a spaceborne SAR, which
is similar to the problem of tomographic SCS. The array aperture is
formed by single-channel repeat-pass measurements and the signal for
each volume cell can be described by a few pointlike scatters and can be
considered as sparse. The performance of the CS method is compared
with the ML estimator, where CS with respect to accuracy is close to
ML while CS is found to be more robust against phase noise.

Since CS algorithms use L1-norm minimization and regularization
they are more computationally efficient compared to fully parametric
L2-norm methods as ML. CS does not need model selection including
prior knowledge of the number of scatterers. Furthermore, CS does not
suffer from self-cancellation artifacts as can be seen with CM.

3.5 DOA Simulation

The presented algorithms for DOA estimation is now compared trough
simulations and based on this, their applicability with respect to tomo-
graphic SCS is discussed.

The simulations are based on the Monte Carlo method for the sce-
nario of two equal power signals impinging on a ULA with sensor spacing
d = λ/2. The signals are simulated as uncorrelated by applying uniform
random phase noise. Independent zero mean complex Gaussian white
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Figure 3.5: Spatial spectrum for a 10-element ULA and two impinging signals
of equal power (dashed black). The SNR equals 0 dB and the number of
snapshots is 100.

noise is added to each array sensor with a variance defined by the SNR.
All simulations are based on 105 Monte Carlo iterations.

3.5.1 Resolvability

First resolvability of the spectral methods are considered. Figure 3.5
shows a single realization of a spatial spectrum estimated using the DOA
algorithms BS, CM, and MU. The spectrum corresponds to a 10-element
ULA, 0 dB SNR, and 100 numbers of snapshots. As seen from the figure,
the signals are resolved by CM and MU in terms of two distinctive peaks.
For BS, however, the peaks are merged into one and cannot be resolved.
In this way, the two signals are in the following defined as resolved if the
two largest peaks in the spatial spectrum corresponds to the true signal
DOAs. For a realization where the error of one of the estimated DOAs is
above ten times the CRB, it is classified as unresolved. Furthermore, if
the estimated spectrum contains less than two peaks it is also classified
as unresolved.

The probability of resolvability is in this study defined as the ratio
between the resolved estimates and the number of Monte Carlo itera-
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Figure 3.6: Resolvability for a 4-element ULA, 10 snapshots, and two signals
impinging from 0° and 20°.

tions. Figure 3.6 illustrates the resolvability dependency on SNR for a
4-element ULA, 10 snapshots and two signals of equal power impinging
from 0° and 20°. As expected the probability of resolvability increased
with SNR for the super-resolution methods CM and MU, while it for BS
is independent of SNR. The simulation shows that MU performs better
than CM at low SNR.

Figure 3.7 illustrates the dependency on signal separation for the
same configuration but with the SNR fixed at 10 dB. It is seen that
MU is capable of resolving closer separated signals that CM. It is also
seen how BS is able to resolve the signals when the separation becomes
sufficiently large relative to the array length.

3.5.2 Accuracy

The accuracy of the algorithms is now investigated. The evaluation of
accuracy is based on the root-mean-square error (RMSE) defined as

RMSE =

√√√√ 1

K

K∑

i=1

∣∣θ̂i − θ
∣∣2, (3.113)
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Figure 3.7: Resolvability for a 4-element ULA, 10 snapshots, 10 dB SNR, and
two signals impinging from 0° and θ.

where K is the number of Monte Carlo iterations, θ̂i is the estimated
DOA at the ith iteration, and θ is the true DOA. The RMSE corresponds
in this way to the sample standard deviation of the estimator. All sim-
ulates are based on two signals where one of these are impinging from
0°. The RMSEs simulated and presented in the following corresponds
to this signal.

First the accuracy of the DOA algorithms are assessed in gentle con-
ditions where the probability of resolvability is 1. Such a scenario is
simulated in Figure 3.8 in terms of a 10-element ULA, 20 snapshots,
and two signals impinging from 0° and 20°. The RMSE is plotted as
a function of SNR along with the CRB. It is seen that RM and MU
are indistinguishable and very close to the CRB. ML is very similar but
performs slightly better at the lower SNR values. A more pronounced
underperformance is observed for CM at low SNR while it at higher
SNR approaches ML, MUSIC and the CRB. The worst performance is
obtained with BS that for increasing SNR approaches a high constant
RMSE value and not the CRB as the super-resolution algorithms.

In the difficult conditions with low SNR, few snapshots, small signal
separations, and a small array, the accuracy analysis can be mislead-
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ing for the spectral methods due to the low probability of resolvability.
Therefore, for this part of the parameter space the analysis is carried out
only for the non-spectral methods in terms of RM and ML that do rely
on peak analysis. The accuracy is evaluated with respect to SNR, snap-
shots, and signal separations. The results are presented in Figure 3.9,
Figure 3.11, and Figure 3.10. In all three simulations MUSIC performs
significantly worse than ML at the difficult (low) end of the parameter
ranges while the performances become indistinguishable for more gentle
conditions. ML, on the hand, stays reasonable close to the CRB in the
difficult conditions.

3.5.3 Discussion

As already discussed in relation to signal estimation in Section 3.2.6,
BS is a simple and efficient algorithm but suffers from poor resolution.
Although the resolution is greatly improved with CM, it is still limited
by the size of the antenna array. With parametric methods it is possible
to more fully exploit the structure of data, if such information is known.
It can be shown that ML provides a solution that theoretically is very
close to the optimum [89], but for the prize of a high computational load,
even when the alternating projection scheme is applied.

In large sample cases, MUSIC approaches ML and in some cases
performs slightly better [90]. However, ML is in general superior to the
subspace methods regarding performance, especially in cases with low
SNR or when the number of snapshots is small as seen in the Monte Carlo
simulations. In cases where the number of snapshots is smaller than the
number of sensors or where the impinging signals are fully correlated,
the subspace methods and CM fail completely, while ML handles this
without any difficulty [86].

The relation between the ML estimator and the subspace methods
can be seen by rewriting the eigen-decomposition of R from (3.55)

R =

N∑

n=1

λnunu
H
n , (3.114)

where un is the nth eigenvector, i.e. the nth column of U . The
DOA likelihood function from (3.83) can be rewritten using this eigen-
decomposition [86]

LΘ =

N∑

n=1

λn|PA(Θ)un|2. (3.115)
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Figure 3.8: DOA algorithm accuracy for a 10-element ULA, 20 snapshots, and
two signals impinging from 0° and 20°.
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Figure 3.9:DOA algorithm accuracy for the same configuration as in Figure 3.8
but with a 4-element ULA and 10 snapshots.
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Figure 3.11: DOA algorithm accuracy for a 4-element ULA, 20 dB SNR, and
two signals impinging from 0° and 20°.
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This expression shows that ML, in contrast to the subspace methods,
involves all eigenvalues and eigenvectors from the eigen-decomposition
of R. This is conducted in a way such that eigenvectors with a high
eigenvalue are the most important. Intuitively, when ML utilises all
available eigen-information, it makes sense that ML in general performs
better than the subspace methods, which only use a part of the available
eigen-information.

Computationally, the subspace methods including MUSIC are sim-
pler and more efficient than ML. Therefore, in simple scenarios with
large signal separation and high SNR, or when the signal statistics are
varying slowly in azimuth such that a large number of snapshots can
be used for the estimation of the covariance matrix, MUSIC is the ap-
propriate algorithm choice. This is particularly the case when a ULA is
used where the root variant of MUSIC can be applied. This algorithm is
even more efficient and is also attractive with respect to implementation
since peak analysis of the spatial spectrum can be avoided and the risk
of outliers due to the lack of resolvability is eliminated. On the other
hand, in the case of a non-uniform array, ML still has the advantage of
this direct parametric estimation.

Common for both ML and the subspace methods is that they all need
prior information on the number of spectral components in the signal,
i.e. the number of impinging signals. However, in unknown or complex
sounding scenarios accurate information on the signal structure may be
difficult to obtain. Incorrect assumptions of the covariance structure can
result in erroneous estimates using parametric methods. In such cases,
non-parametric methods may be preferred, in spite of the suboptimal
performance. In these instances, the non-parametric method of choice
would be CM due to its superior performance compared to BS.

When it comes to multi-path sounding, CS is very interesting. For
scenarios where the signal after along-track SAR processing can be as-
sumed sparse, the CS framework is theoretical applicable. This could be
in the case of strong surface clutter, but also at low-altitude acquisition
for swath imaging of the bed topography. The variation and random-
ness in the multi-path baselines contribute to increased probability of
recovery. CS possess a number of desirable properties where the ability
to perform tomographic reconstruction for d > λ/2 without knowing of
the number of impinging signals is of particular interest.



Chapter4
Multi-Phase-Center Ice Sounding

Data

The sources of multi-phase-center ice sounding data is very limited.
CReSIS has for some years acquired multi-phase-center data with MCo-
RDS/I while POLARIS is presently the only source of data in Europe.
In this study data from both systems have been used for the investi-
gation of tomographic surface clutter suppression. In the following the
systems are described along with data sets used in the study.

4.1 POLARIS

POLARIS [8] is a nadir-looking, fully polarimetric sounding radar fea-
turing aperture synthesis. The system is operating at P-band (435MHz)
and is developed by the Technical University of Denmark (DTU) for
ESA. POLARIS is equipped with a multi-phase-center antenna and
multi-channel receiver, which in its multi-aperture configuration sup-
ports single-polarization coherent surface clutter suppression through
offline processing techniques.

In March 2008 the system was certified and functionally tested in
Greenland with an installation on a de Havilland Canada DHC-6 Twin
Otter aircraft with a 4-element antenna [93], as seen in Figure 4.1. In
mid May 2008, a proof-of-concept campaign was carried out in Green-
land with the aim of testing the newly integrated POLARIS system in
terms of system functionality and technical performance [94, 48]. An
additional campaign took place in 2009 which included data acquisition
at the NEEM and NGRIP ice core drill-sites in the directions parallel
and orthogonal to the ice flow for studying birefringence effects. The re-
sults of the campaigns demonstrated capabilities of profiling the bedrock

79
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Figure 4.1: POLARIS 4-element antenna array: during assembly (top) and
mounted under the fuselage of the DHC-6 Twin Otter aircraft (bottom).

at 3000m depth. All data collected in the campaigns were acquired in
polarimetric single-channel mode.

In 2010 POLARIS was upgraded with an 8-element (E0–E7) ULA of
quadratic patches [95] aligned in the across-track direction, as pictured in
Figure 4.2. The array elements are divided into four sub-apertures (A0–
A3) each consisting of two neighbouring elements as shown in Figure 4.3.
All elements are used for transmission with uniform weighting. POLA-
RIS is equipped with a 4-channel receiver, where each receive channel is
connected to one of the four sub-apertures of the upgraded antenna. The
element spacing is 480mm, but from an array signal processing point of
view, the relevant parameter is the spacing of the effective phase centers
corresponding to that of the sub-apertures, i.e., d = 2 · 480 mm. This
parameter corresponds to the sensor spacing in the signal model in Sec-
tion 3.1.1. At the given operating frequency, this spacing corresponds to
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Figure 4.2: POLARIS 8-element antenna array: under measurement in the
DTU-ESA Spherical Near-Field Antenna Test Facility at DTU (top) and
mounted under the fuselage behind the wings of the Basler DC-3 aircraft
(bottom).
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d/2 = 480mm d

4m

0.5m

y

x

z

Figure 4.3: POLARIS 8-element antenna array showing how the elements (E0–
E7) are combined into four sub-apertures (A0–A3).



82 4 Multi-Phase-Center Ice Sounding Data

Table 4.1: POLARIS parameters.

Center frequency 435MHz
Max. bandwidth 85MHz
Sampling freq. 250MHz
Max. pulse length 50µs
Max. transmit PRF 20 kHz
No. of receive channels 4
No. of array elements 4/8
Polarisation1 quad, dual, or single
Element spacing 480mm
Peak power 100W
1 In multi-aperture configuration, only single-polarisation is
supported.

1.4 times the wavelength, which implies a grating lobe at ±45.9° accord-
ing to (2.63). Furthermore, a Nyquist DOA exists and equals ±21.1°
according to (3.26). In this way, any signal received from numerically
larger angles is aliased.

POLARIS employs pulse compression using linear frequency modula-
tion pulse chirping with a bandwidth of up to 85MHz. The transmitted
chirp is weighted with a Tukey time-domain window in order to suppress
distant sidelobes of the compressed pulse [8]. The key parameters of the
upgraded POLARIS system are presented in Table 4.1.

4.1.1 Data Pre-processing

A time-domain back-projection algorithm [96] is used for the SAR focus-
ing and geocoding. As opposed to frequency-domain based processing,
this algorithm allows an accurate accommodation of surface slopes, sen-
sor flight track variations, and refraction at the air–ice interface. The
algorithm is shown to improve the quality of the focused data compared
to conventional frequency-domain sounder processing, but at the cost of
increased computational load.

Radar data are stored in a binary matrix in range line order, in com-
plex IEEE single precision (32-bit) floating point, little-endian format.
Complex samples are stored as two consecutive floats, real part followed
by imaginary part.

The POLARIS system utilizes an Embedded GPS/Inertial Naviga-
tion (EGI) system for collecting navigation data. The GPS in the EGI
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does not provide differential/kinematic GPS solutions, so absolute pre-
cision accuracy is that of standard non-differential GPS, i.e. several me-
ters. However, during offline processing, accurate kinematic GPS data
are used to refine the navigation data. Navigation data are also stored
in a binary file for each phase center with a record of position, velocity,
and attitude for every line of radar data.

There are no headers in either the radar or navigation data—all
auxiliary information is stored in a separate configuration file. Further
details on the pre-processing and data formats can be found in [97].

4.1.2 Geocoding

The focused data are processed directly to a spatial regular geocoded
grid along the actual flight track, accounting for ice refraction using a
constant index of refraction. In this study, POLARIS data are often pro-
cessed, analysed and presented in a (s,c,h)-coordinate system [98] aligned
with the flight track. (s,c,h)-coordinates are curvilinear coordinates de-
fined on a sphere that locally approximates the reference ellipsoid, where
s is the along-track coordinate, c is the across-track coordinate, and h
is the altitude above the reference sphere. The origin of the coordinate
system is set at the midpoint of the nominal flight track. The radius
of the approximating sphere is chosen as the radius of curvature of the
WGS84 reference ellipsoid in the along-track direction, evaluated at the
origin.

4.1.3 Data Campaign

In February 2011 POLARIS was deployed in Antarctica [99] as part of
the IceGrav campaign, where it was flown on a Basler DC-3 aircraft of
Kenn Borek Air Ltd. Data were acquired in Queen Maud Land and
over Adelaide Island at the Antarctic Peninsula with the objective to
provided a dataset suitable for an assessment of space-based sounding
in terms of:

1. the attenuation of P-band signals in various ice types,

2. the ability to detect deep internal ice layers,

3. the potential of radar polarimetry for the observation of ice aniso-
tropy, and

4. the suppression of surface clutter by means of novel multi-phase-
center techniques.
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Figure 4.4: Overview map with flights track for the acquired POLARIS data
over the Jutulstraumen Glacier. Imagery is from the Landsat Image Mo-
saic of Antarctica (LIMA) [100]. Grounding line (dark red) is from the
ASAID project based on Landsat-7 imagery and ICESat/GLAS laser altime-
try [101]. Contours are generated from 2-Minute Gridded Global Relief Data
(ETOPO2).

To comply with the last item, multi-phase-center data were acquired over
the Jutulstraumen Glacier. Three nominal flight tracks were defined as
illustrated in Figure 4.4. Two of the tracks are parallel to the glacier flow
while the last track is perpendicular. For the perpendicular track, data
from four passes were acquired—two from each direction as presented in
Table 4.2 where designations of the tracks are also defined.

NS1 is acquired along the edge of the rising grounded ice sheet which
implies a surface slope in the across-track direction. This results in an
asymmetric clutter geometry that is useful for algorithm development
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Table 4.2: Jutulstraumen data inventory.

ID Waypoints Passes Remark

NS1 JD2→ JD1 1 across-track slopes with
grounded ice

NS2 JD4→ JD5 1 upstream profile along the
glacier tongue

EW KM10→ JD3 2 ice shelf, grounded ice,
and glacier tongueWE JD3→KM10 2

and validation.
NS2 is acquired above the glacier starting at the floating tongue and

provides an upstream profile ending inland, above the grounding line. A
relative rough surface with minor crevasses are expected, which might
imply increased surface clutter.

The results presented in the dissertation are mainly based on the
WE/EW track. The four passes of the track are denoted EW1, EW2,
WE1, and WE2. As seen in Figure 4.4, three locations are defined
along the track: location A, B, and C. At the west end of the track,
the scene consist of flat ice shelf. East of location C, the track passes
over a peninsula with grounded ice followed by the perpendicular flowing
glacier tongue. At the east end of the track the terrain starts rising in the
form of the grounded ice sheet. For the ice shelf and the glacier tongue,
the topographic variations are small corresponding to a symmetric clut-
ter geometry. The track intersects both NS1 and NS2 which can be used
for cross-track analysis and verification. The multiple passes constitute
a dataset suitable for investigation of repeat-pass tomography. However,
as seen in Figure 4.5, large varying baselines occur for some parts of the
track, which may limit repeat-pass analyses to a few smaller segments
of the track.

All multi-phase-center data are acquired in VV-polarization and shal-
low/deep sounding mode (SDS). In SDS mode, the radar alternately
transmits short, high-bandwidth pulses and long, low-bandwidth pulses.
The short pulses are designed to sound the surface and the upper part of
the ice sheet, whereas the long pulses are designed to sound the bedrock
and lower part of the ice. Different receiver gains and range windows are
employed for the shallow and deep channels, where the range windows
are usually designed to overlap. For the Jutulstraumen dataset, a pulse
length of 2 µs was used in combination with the maximum bandwidth
of 85MHz for the shallow mode, while 15µs pulse of 30MHz bandwidth
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Figure 4.5: Horizontal baselines for the WE/EW track in terms of across-track
deviation from the mean.

was used for the deep mode.
The data are range compressed using a Blackman-weighted matched

filter. The pixel spacing in range is 1m for the shallow data and 3m for
the deep data. The pixel spacing in the along-track direction is 1.5m
for both modes.

An echogram for the WE1 pass is shown in Figure 4.6 which includes
annotation of the three defined locations.

4.1.4 Transmit Antenna Pattern

During a re-configuration of POLARIS from polarimetric mode to mul-
tichannel mode, a 180° phase shift was erroneously introduced to the
right-hand side of the array (A2–A3). This introduced a nadir null in
the transmit pattern, i.e. corresponding to a notch pattern. The error
was first discovered during the preliminary data analysis. The actual an-
tenna pattern has been estimated from unfocused radar data acquired
during roll maneuvres. In Figure 4.7 the navigational roll data during
such a maneuvres are shown. The corresponding radar data are inter-
polated in the range direction, and the ice surface is estimated based
on the intensity waveform in a suitable range window. The surface in-
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Figure 4.6: SAR focused echogram of the WE1 pass. The receive pattern is
nadir looking, synthesized using beamsteering. The depth axis is relative to
the mean surface elevation of the ice shelf.
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Figure 4.7: Navigational data for aircraft roll maneuvre.
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Figure 4.8: POLARIS transmit antenna pattern estimated from data.

tensity at a constant range gate relative to the surface is extracted in
the along-track direction. The receive channels are combined using uni-
form weighting and without any phase correction, which corresponds to
the two-way erroneous gain of the transmit pattern. The square root
is taken to obtain the erroneous one-way gain. A scatterplot between
the extracted surface intensity and roll angle is presented in Figure 4.8,
which clearly shows the nadir null in the transmit pattern. Furthermore,
a simulated pattern based on the assumed erroneous configuration is in-
cluded in the plot, which is in good agreement with the data. The
erroneous transmit pattern has been synthesized from measurements of
the individual subapertures conducted in the DTU-ESA Spherical Near-
Field Antenna Test Facility [102]. The pattern is synthesized by shifting
the measured phase of the A2 and A3 apertures (Figure 4.3) by 180°
and combining the steering vectors using unity weighting. The resulting
pattern is shown in Figure 4.9 along with the desired nadir-looking pat-
tern. As seen from the figure, the null of the actual pattern is narrow
and with finite depth, so the nadir return is detectable but with reduced
sensitivity.

The erroneous configuration also affects the reception. However,
since the sub-apertures in multi-phase-center sounding mode are sam-
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Figure 4.9: The actual (erroneous) and desired antenna patterns synthesized
from measurements of the individual sub-apertures.

pled using multiple separate channels, the data can without any loss in
performance be phase corrected during the offline post-processing.

4.1.5 Receive Antenna Pattern

The antenna patterns for each of the phase-centers corresponding to
those of the sub-apertures are 2-element ULAs, cf. Figure 4.3. The
measured patterns of the sub-apertures are shown in Figure 4.10, in-
cluding a simulation based on the array factor and an element pattern
modeled as cos θ.

The simulated pattern has a null corresponding to the grating lobe
of the full array. However, the nulls of the true receive patterns are
displaced depending on the position of the sub-aperture in the array.

4.2 MCoRDS/I

The Multi-channel Coherent Radar Depth Sounder/Imager (MCoRD-
S/I) [103] is a high-sensitivity radar system developed for the collection
of ice-sheet data by the Center for Remote Sensing of Ice Sheets (CRe-
SIS) at the University of Kansas (KU).
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Figure 4.10: POLARIS receive antenna pattern, V-polarization.

Jakobshavn Glacier

During the 2006 Greenland field mission, MCoRDS/I was installed on
a DHC-6 Twin-Otter aircraft from de Havilland Canada Ltd. At this
time, the system was referred to as the Multi-Channel Radar Depth
Sounder (MCRDS) [24] and was operated at 150MHz with a bandwidth
of 20MHz. The system was effectively configured with a 10-element
antenna array of folded dipoles mounted in the across-track direction.
The array was divided into two 5-element sub-arrays installed under
each wing, as shown in Figure 4.11. The left wing sub-array was used
for transmission and the right for reception. All elements in the transmit
array were excited with uniform weights during transmission. The pulse
length was 10 µs with a total transmit power of 800W. A multi-channel
receiver was used to sample signals from each receive-antenna element
individually. The spacing of the effective phase centers was approximate
0.3λ.

Data acquired with the MCoRDS/I system in 2006 at the Jakobshavn
Glacier are used for DOA analysis. The data were acquired according to
the flight tracks shown in Figure 4.12. Results for a segment perpendic-
ular to the ice flow are presented in this dissertation. The segment was
flown northward and is highlighted in red in the figure. The altitude is
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Figure 4.11: A photography showing the 5-element sub-array of folded dipole
elements mounted under the right wing of the Twin-Otter aircraft.

approximately 750m above the ice surface.
A linear frequency-modulated chirp is used for transmitted pulses

to employ pulse compression. The received data are compressed using a
matched filter with frequency-domain Hanning window to suppress range
sidelobes. The frequency-wavenumber (F-K) focusing algorithm that
exploits the Fast Fourier Transform (FFT) for computational efficiency
is used for the SAR processing. By using pulse compression and SAR
processing, a nominal resolution in range and azimuth of 25 ns (7.5m in
air) and 5m, respectively, is obtained.

An echogram corresponding to the flight track based on nadir-looking
BS is shown in Figure 4.13. For the given combination of altitude and
pulse length, the radar is still transmitting when the first surface echo
arrives at the radar. Since reception is first initiated after transmission
is complete, only a part of the signal bandwidth for the surface and near-
surface volume is received. Instead the received data are zero padded in
order to obtain a partly compression. Since the convolution procedure
does not represent a matched filtering for this region the compression is
suboptimal and with reduced resolution due to the limited bandwidth.
The distinctive transition in range at 2µs is related to the zero padding
while the defocused surface of high intensity is seen slightly below at
2.5µs. The surface-parallel feature at 7.5 µs is a multiple surface return.
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Figure 4.12: Flight tracks over the Jakobshavn Glacier at the west coast of
Greenland in the 2006 field season.

Two regions of interest is marked in the echogram in terms of the glacier
channel (Z1) and a part of the bedrock (Z2).

The bedrock appears strong at each side of the channel. Strong
surface clutter is evident in Z1 and in particular below the bedrock at 1–
2 km along-track. The bedrock in the channel becomes indistinguishable
from the clutter and is to a great extent undetectable.

North Greenland

In 2012, data over the northern part of Greenland were acquired with
MCoRDS/I according to the flight tracks shown in Figure 4.14. The sys-
tem was installed in the NASA P-3B aircraft and operated at 195MHz
with a bandwidth of 30MHz. With similar processing as for the 2006
dataset, a nominal resolution in range and azimuth of 16.7 ns (5m in
air) and 5m is achieved. Data were acquired in SDS mode with pulse
lengths of 1 µs and 10 µs. A 7-element array mounted under the fuselage
was used for transmission with a peak power of 1500W. The individual
elements of the same array were sampled using a multi-channel receiver
during reception.
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Figure 4.13: Echogram based on coherently averaging of the receive channels.
The black rectangles show regions of interest: glacier channel (Z1) and bedrock
(Z2).
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Figure 4.15: Echogram with smooth (red) and rough (blue) bedrock.

Figure 4.15 shows an echogram at (81°26′N, 38°52′W) from the red
segment in Figure 4.14. The echogram is a composite of the shallow
and deep channel, and is formed by coherently averaging the channels
corresponding to a nadir-looking receive pattern. The mean altitude
corresponding to the echogram is 470m.



Chapter5
Tomographic Processing

In this chapter, tomographic techniques in terms of DOA estimation
and beamforming are applied to ice sounding data. Tomographic data
analyses are conducted along with the presentation of several novel
tomography-based techniques.

First the proposed theory related to spatial aliasing is validated based
on POLARIS data and the applicability of the theory for unwrapping of
spatial aliased signals is assessed.

5.1 Spatial Aliasing

In order to reduce the system complexity and development costs of a
sounder, the number of receive channels are in general kept at a min-
imum. At the same time, a large antenna length in the across-track
dimension with a large number of elements is desired for obtaining high
gain and angular resolution. Therefore, multiple elements might be con-
nected to each of the receive channels, and the resulting spacing of the
effective phase centers can be up to several wavelengths. This implies
ambiguities in terms of grating lobes or, when seen from a signal pro-
cessing point of view, spatial aliasing, which complicates both DOA
estimation and beamforming.

Based on the mathematical foundation of spatial aliasing formulated
in Section 3.1.2, it is shown how the theory can be used to unwrap the
DOA estimate of spatial under-sampled sounding data. The analysis is
based on the spatial under-sampled POLARIS data at location A in the
WE1 pass, as defined in Table 4.2 and Figure 4.4.

95



96 5 Tomographic Processing

5.1.1 Unwrapping

A 2-signal ML DOA estimation, corresponding to the left and right
clutter signals, is applied to each range bin in every line of the scene. A
moving average of 21 snapshots in the along-track direction is used to
estimate the covariance matrix. Following this procedure, the snapshots
correspond to azimuth looks in SAR terminology. The ML estimator is
chosen due to its superior theoretical performance. The regular sound-
ing scenario is expected be in good agreement with the signal model
assumed, which makes ML estimator applicable from a theoretical point
of view. The number of snapshots is found to be a good compromise be-
tween noise reduction and azimuth resolution such that quasi-stationary
statistics can be assumed.

Recall the clutter DOA model and the definition of equivalent nadir
depth from Section 1.3. The estimated DOA as a function of equivalent
nadir depth at location A is shown in Figure 5.1. The estimate is an
incoherent average over 350 lines (525m in along-track), where each
line has been roll corrected. Before averaging, the data are filtered as
described in detail at the end of the subsection. Gaps in the curve
indicate range gates with no valid data points. The figure also includes
a simulation based on the flat surface model (1.1) corresponding to the
geometry in Figure 1.2. The model is in the figure and in the following
designated by θ̂. The sensor height is estimated from the radar data as
the range of the first surface return. A constant relative permittivity
equal to 3.15 is assumed.

From (3.28) we get that the spatial Nyquist frequency corresponds
to 21°. By inverting (1.1), this corresponds to an equivalent nadir depth
of 134m. Therefore, spatial frequencies corresponding to larger angles
are aliased. According to this, an aliased version of the model is also
included in the figure. Based on the data points from the 350 lines,
the RMSE are calculated with respect to the aliased model. Before the
calculation, extreme outliers defined as data points with opposite sign
compared to the model, are removed.

Down to a depth of 75m the estimate fits the model very well. As
we get closer to the equivalent Nyquist depth, the estimate becomes
noisy and starts deviating from the model. Below 200m the noise again
decreases and a deterministic signal is clearly estimated. Since the signal
at these depths is undersampled, the estimate is corrected by shifting
the positive and negative branch by an amount corresponding to ∓2π in
spatial angular frequency, respectively, according to (3.31). As seen from
the figure, the corrected estimate is clearly in agreement with the model.
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Figure 5.1: 2-signal ML DOA estimate from pass WE1 at location A with spatial
aliasing (blue). The aliased part of the estimate is unwrapped and plotted
separately (red). A simulation based on a flat surface model is shown with
(black, dash-dotted) and without (black, dashed) aliasing. The estimate is an
incoherent average over 350 lines (525m) where plus-minus one RMSE w.r.t.
the aliased model is represented by the gray shaded area. The sensor height
above surface is 3350m.

In this way, an aliased estimate of a regular scene can be unwrapped by
using (3.31) and some rough prior knowledge of the topography.

The deviation around the Nyquist depth are caused by more factors.
First of all, the first off-nadir null in the transmit antenna pattern co-
incides with the Nyquist angle. Therefore the surface return is highly
attenuated around the Nyquist depth, which gives rise to increased noise.
Furthermore, as the attenuation of the surface return is increasing, the
near-surface volume scattering becomes more dominant. This will lower
the effective scattering center, which results in smaller estimated DOA
angles and thereby a deviation from the model. Thirdly, the signal model
with the assumption of two signal components might in practice not be
valid near the Nyquist depth due to noise combined with a limited angu-
lar resolution. In this way, only one effective signal component might be
present, which can lead to the second signal estimated being artificial.

For these reasons, the data are filtered before the incoherent aver-
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aging by removing any points that deviates more than 10% from the
model. The threshold is chosen large enough such that the filtering does
not affect the estimate outside the depth range from 75–200m.

The data are also processed with root MUSIC which is found to
provide a very similar performance compared to ML. However, at very
small depths corresponding to closely separated signals, ML is seen to
provide a slightly better estimate. This observation is in agreement with
the theory and the simulations from Chapter 3.

5.2 Effective Surface Scattering Center

The same DOA estimation based on ML is repeated at location B, but
now only considering the near-nadir part of the estimate that is non-
aliased and undistorted. The estimate is seen as the blue curve in Fig-
ure 5.2. A clear systematic deviation from the model is evident at loca-
tion B. It turns out that the deviation can be modeled by a scaling of
the spatial model frequency. Motivated by this, a scaled spatial angu-
lar model frequency ω̃s is defined as ω̂s from (3.23) divided by a given
parameter a, i.e.,

ω̃s = a−1 ω̂s, a ∈ R+. (5.1)

The scaled DOA model with a scaling parameter equal to a = 1.16
is shown as the dashed curve in the figure, which is seen to fit the
estimate very well. Based on this, the scaling parameter is considered as
a measure of the deviation between the estimated DOA and the reference
in terms of the flat surface model simulation.

The following analysis suggests that the deviation is related to a
penetration depth of the clutter signal which is varying as a function
of both along-track position and off-nadir angle. A scaling parameter
a > 1 means that the estimated spatial frequency, and thereby the DOA,
is numerically lower than that of the model assuming pure surface scat-
tering (Figure 1.2). For a given range cell, a smaller DOA corresponds
to increased penetration in terms of a deeper located effective scattering
center, as illustrated in Figure 5.3. The off-nadir penetration length is
defined as

ri =
R− ra√
εice

, R ≥ ra (5.2)

where

ra =
h

cos θ
(5.3)
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Figure 5.2: 2-signal ML DOA estimate from pass WE1 at location B (blue).
A simulation based on a flat surface model is included (red) along with a
corresponding spatial frequency scaled version that fits the estimate (black,
dashed). The estimate is an incoherent average over 350 lines (525m) The
sensor height above surface is 3300m.

is the range from the radar to the point of refraction at the ice surface.
The penetration depth is then defined as the vertical projection of the
penetration length

zp = ri cos θr (5.4)

where θr is the angle of refraction. In this way, the deviation in Fig-
ure 5.2 corresponds to the penetration depth shown in Figure 5.4. As
seen from the figure, the DOA deviation at 80m equivalent nadir depth
corresponds to a 27m vertical penetration of the surface signals.

Simulations are performed in order to access the impact of such pen-
etration on surface clutter suppression based on DOA models. The sim-
ulations are based on NS with a SCR of −10 dB, a sensor height above
surface equal to 3300m, two uncorrelated clutter signals from ±11°, and
are otherwise matching the parameters of the POLARIS system. The
simulations show an 10 dB increase in the estimated intensity of the nadir
signal for a 27m uncompensated penetration of the clutter signals.
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Figure 5.4: Penetration depth corresponding to the observed deviation of the
DOA estimate at location B.
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In order to test the hypothesis of an along-track varying penetration
depth, the deviation along the entire track for all four passes is investi-
gated. In order to do this, an automated fitting procedure is designed
for the scaling parameter. The procedure is described in the following.

The first surface return in each line is detected and used to flatten
the data with respect to nadir surface elevation changes. The DOA is
estimated using the ML estimator with a 2-signal search based on 9
snapshots in the along-track direction. The DOA estimate is divided in
the along-track direction into segments of 200 lines. For each segment,
samples with an equivalent clutter depth between 10m and 40m are
used to calculate the RMSE of the DOA estimate with respect to the
scaled model, i.e.,

RMSE (a, θoffs) =

√√√√ 1

N

N∑

n=1

(
θn − θ̃n(a) + θoffs

)2 (5.5)

where N is the number of samples, θ is the DOA estimate, θ̃(a) is the
DOA predicted by the scaled model, and θoffs is an angular offset to han-
dle any minor across-track slopes or uncompensated aircraft roll resid-
uals. Both of the two surface signal DOA estimates are included in
the RMSE calculation. The RMSE is then minimized with respect to
the scaling and the offset parameter as a two-dimensional optimization
problem. The scaling parameter minimizing the function is stored for the
along-track position corresponding to the center of the segment, while
the offset parameter is disregarded in the further analysis.

To be able to directly compare all four passes, the scaling parameter
for each pass is resampled to a common grid. An (s,c,h)-coordinate sys-
tem aligned with the flight track is defined with positive s-direction from
JD3 towards KM10, i.e. eastward. An equidistant grid is now defined
in the s-dimension of this system to which the data are resampled.

Since the flat surface model is inappropriate at the peninsula, the
fitted scaling parameter is unreliable for this region. The corresponding
data are therefore masked out in all plots and disregarded in the further
analysis.

When the scaling parameter is considered as a function of along-track
position, it is referred to as the parameter signal. The resampled param-
eter signal for WE1 is shown in Figure 5.5. The signal is seen to vary
along the track in terms of a slow negative linear trend overlaid by some
faster smaller variations including a number of distinctive spikes. To test
the null hypothesis stating that the variations could be an artefact e.g.
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Figure 5.5: Scaling parameter for WE1 with the peninsula masked out.
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Figure 5.6: Zoom of the parameter signal for all four passes.

introduced by the system or related to the acquisition, the data from the
different passes are mutually correlated. The moving average based on
100 datapoints (30 km) is subtracted from each parameter signal before
correlating. The correlation coefficients of the mutual correlations are
shown in Table 5.1. The coefficients vary from 0.62 to 0.90 between the
different combinations suggesting that the parameter variation is not an
artefact and therefore is related to the ice. A zoom of the parameter
signal for all four passes is shown in Figure 5.6, which illustrates the
correlation between the signals.

In addition to the mutual correlations of the different passes, the
parameter signal is also correlated with the intensity of the radar re-
flection for each pass separately. The intensity signal is extracted in
the along-track direction at a fixed range gate. Correlations are in this
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Table 5.1: Correlation of scaling parameter between passes.

EW1 EW2 WE1 WE2

EW1 1.00

EW2 0.90 1.00

WE1 0.62 0.63 1.00

WE2 0.85 0.84 0.67 1.00
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Figure 5.7: Along-track correlation coefficient of the scaling parameter and the
radar reflection intensity for each pass. The independent variable (nominal
DOA) represents the simulated off-nadir angle at which the intensity signal is
extracted. The dashed black line is the average of the four passes. The gray
shaded area represents the distance of plus-minus one standard deviation from
the mean.

way performed for a number of range gates. The results are shown in
Figure 5.7 where the range is expressed as the nominal DOA according
to the flat surface model in (1.1). Before each correlation, the moving
average is subtracted from both of the two signals.

To assess any along-track variation of the correlation coefficient,
the signals are divided into non-overlapping segments of 100 datapoints
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Table 5.2: Correlation of scaling parameter and radar intensity.

EW1 EW2 WE1 WE2

0.75 0.71 0.72 0.73

(30 km). Corresponding segments of the scaling parameter and the inten-
sity are correlated and statistics based on all segments from all passes are
calculated and presented in the figure. A large variation is observed for
the near-nadir returns, while a relatively low variation is seen at larger
off-nadir angles with a minimum around 11°. Beside the minimum vari-
ation, the correlation coefficients themselves attain a maximum at this
same DOA. The correlation coefficients at this extremum are presented
in Table 5.2. The relatively high correlation coefficients are strengthen
the hypothesis of a relation between the ice characteristics and the scal-
ing parameter.

The hypothesis of varying penetration as the underlying mechanism
is supported by the three following observations.

Firstly, from Figure 5.5 it is seen that the scaling parameter is larger
than one for all along-track positions, which is consistent with the oc-
currence of a lowered effective scattering center.

Secondly, the intensity waveforms at location A, B, and C (Fig-
ure 4.6) indicate different dominating scattering mechanisms, which can
explain the variation in depth of the effective scattering center. The
A-scopes for the three locations are shown in Figure 5.8. At location A,
the shape of the two-way antenna pattern is clearly seen in the inten-
sity. This indicates that the signal is dominated by scattering related to
the air–ice interface, and therefore also is in agreement with the model
(a ≈ 1). When looking at location B and C the scaling increases and the
shape of the antenna pattern becomes less distinct. This indicates that
the scattering is less dominated by an interface but rather volume scat-
tering, which means larger penetration. The antenna pattern is smeared
out in the case of volume scattering since the wave is reflected from a
large DOA range, which makes the effective backscattering coefficient
insensitive to a narrow null. The stronger peak with faster rise and fall
times at location A is also characteristic for surface scattering. A larger
specular component due to the smooth ice surface increases the received
power at very small incidence angles, while increased forward-scattering
decreases the backscatter power at larger angles.

Thirdly, the extremum at 11° in Figure 5.7 coincides with the first
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Figure 5.8:A-scopes at location A, B, and C in pass WE1. The receive pattern
is nadir-looking, synthesized using beamsteering. Simulated normalized two-
way antenna power pattern included for comparison.

null in the nadir-looking receive pattern, which corresponds to the dashed
curve in Figure 4.9. This means that the extremum occurs where the
gain towards the surface is low, which could indicate that the correlation
is related to volume scattering. Since the correlation coefficients are pos-
itive, high intensity corresponds to a large DOA deviation and thereby
a large penetration depth. This is consistent in the way that stronger
volume scattering would be expected for a lowered effective scattering
center.

The analysis suggests a relation between penetration depth and in-
tensity. The interpretation of this is a glaciological aspect that will not
be treated further in this dissertation.

5.3 DOA Representation of Radar Echograms

In the following, the DOA algorithms are utilized to obtain a novel al-
ternative representation of the radar data. Consider the MCoRDS/I
intensity echogram from Jakobshavn Glacier in Figure 4.13, which was
generated by coherently averaging data from all receive channels corre-
sponding to nadir-looking BS. The DOA is estimated for each pixel in
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the echogram. The number of signal components to be estimated can be
difficult to determine for the individual pixels. For this reason, and to
simplify the processing and interpretation, the number of signal compo-
nents are assumed to be one for all pixels, i.e. Q = 1, even though this
is incorrect for some regions of the image. When this assumption does
not hold, the DOA of the dominating signal component tends to be the
one estimated, and in this way the estimate is still meaningful.

By presenting the DOA estimates as an image with the pixel color
representing the DOA angle, the procedure can be considered as a DOA
representation of the echogram. The DOA representation of the echo-
gram from Figure 4.13 can be seen in Figure 5.9 and Figure 5.10 using
MUSIC and ML respectively. The covariance matrix is estimated based
on 5 snapshots, and the DOA images are filtered using a 5 × 5 me-
dian filter to reduce noise and outliers. The low number of snapshots
if chosen in order to ensure quasi-stationary statistics in the complex
and rapidly chancing clutter scenario. The array manifold, i.e. the set
of steering vectors for the DOA interval of interest, is simulated [104]
using the electromagnetic FEM simulation software package HFSS by
Ansys Inc., based on a combined model of the antenna elements and
the aircraft.

The outputs of the two algorithms are similar with respect to the
large-scale content. The DOA of the near-range pixels are estimated
with small (numerical) values, while the DOA of the far-range pixels
is large. Dark blue and dark red represent far off-nadir signals while
green represents near-nadir returns. Parts of the ice–bed interface can
be detected as an abrupt transition from large to small estimated DOA
angles, where the dominating signal component changes from off-nadir
surface clutter or noise, to the first (near-nadir) return from the bedrock.
With respect to the small scale content, the MUSIC images are much
noisier compared to the ML image. Furthermore, the ML image reveals
large areas of off-nadir surface clutter that appears due to a change of
sign in DOA angle compared to the background. The transition from ice
surface/volume to bed is much more significant in the ML image. In both
images, a distinctive color sweep-pattern in the estimated DOA angle is
seen right after the first bed return. Again, the phenomenon is more
pronounced in the ML image. Based on this visual comparison of the
MUSIC image and the ML image, we conclude that the ML algorithm
for this specific scene and clutter scenario is preferable for the further
analysis.

The next two sections address observations in the DOA represen-
tation in terms of the detectability of the ice–bed interface, and the
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Figure 5.9: DOA image based on MUSIC.
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Figure 5.10: DOA image based on ML.
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Figure 5.11: Enlargement (Z1) of glacier channel, echogram (upper) and ML
DOA image (lower).

sweep-pattern in the estimated DOA angle at the bed.

5.4 Recovery of Ice Bed Detection Gap

By examining the echogram in Figure 4.13, we can see that the subsur-
face returns are highly contaminated by surface clutter. The bedrock is
detectable at the beginning and end of the frame (left/right of the glacier
channel), but at the middle section (glacier channel), the weak bed-
return cannot be discriminated from the clutter. Therefore, detection
of the bed is not possible, which nevertheless constitutes an important
data product in glaciological modelling.

Instead we consider the ML DOA representation for bed detection.
In Figure 5.11 enlargements of the glacier channel in the echogram and
DOA image are stacked for easy comparison. The colormap of the en-
larged echogram is scaled to enhance the local features. It is seen that
the bed signal can be discriminated from the clutter in the DOA im-
age, which is not possible in the radar-intensity echogram. Even though
the bed signal is flickering in the strong clutter region, the coverage is
sufficient to perform a reasonable trace of the interface as illustrated in
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Figure 5.12: Bed detection (white, dashed) based on the ML DOA image.

Figure 5.12. The tracing is done by scanning each line through range
until a significant discontinuity from off-nadir to near-nadir is detected.
In the strong clutter region, the detection might be based only on a few
pixels in range. The trace is interpolated at lines where no bed signal is
present at all.

In this way the DOA image can be a powerful representation for
discrimination and visualization of different types of targets, which can
be used to interpret the echogram or for direct applications such as bed
detection.

5.5 Clutter Suppression

Tomographic SCS will now be applied to radar data. First, an approach
based on data-driven DOA estimation will be validated and assess using
POLARIS data at location A in the WE1 pass. The data have been pro-
cessed with three suppression approaches, namely BS and two variants
of NS. The NS algorithm has been chosen due to the regular and well-
defined clutter scenario. In the case of BS, the beam has been steered
towards nadir by coherently summing the channels corresponding to tra-
ditional single-channel sounding. NS has been used with both ML DOA
estimated topography data, and flat-surface simulated topography data,
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Figure 5.13: Surface clutter suppressed nadir waveform.

corresponding to the dashed curves in Figure 5.1. The resulting nadir
power signals are shown as functions of depth in Figure 5.13.

It is seen how NS, applied with ML DOA data, suppresses a sig-
nificant amount of clutter compared to BS, down to 85m and between
200m and 300m. This is consistent with the surface clutter expected
from the transmit pattern. In the interval between 85m and 200m the
two curves coincide, which can be explained primarily by lack of surface
clutter near the first null of the transmission pattern. The gain limits
associated with this null is 0 dB and −3 dB, respectively. It should be
noted that DOA estimation from Figure 5.1 is also used for this interval,
as for the ”valid” segments, even though the estimate does not describe
the true surface. This makes sense, since the DOA estimation describes
the dominating off-nadir clutter.

The ML SCS algorithm applied with simulated DOA data is seen to
provide suppression similar to that of the ML DOA variant, except for
the region around the first null where the performance of the simulation
based variant is inferior, presumably due to volume clutter. The per-
formance is also inferior near nadir where the SCS algorithm is highly
sensitive to DOA angle deviations.

Tomographic SCS based on data-DOA estimation has been applied to
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data acquired with POLARIS over Antarctica. The DOA estimation for
a flat surface has been verified by comparison with simulations. Both
simulated and estimated topography data have been used for SCS by
means of the ML algorithm. The SCS results seem to be consistent
with the expected SCR pattern. Both approaches are successful but
a superior result is obtained by estimating the topography using the
data-driven approach.

5.5.1 Echogram Processing

Now the tomographic SCS technique is demonstrated on a full data
frame for a complex clutter scenario in terms of the Jakobshavn dataset.
The data are processed both with BS and CM. BS is nadir-looking and
represents the echogram obtained with a traditional single-channel sys-
tem. CM is chosen due to the complex surface topography and thereby
complex clutter scenario. In the CM processing, nadir is specified as the
direction of interest. The echogram based on BS and CM are seen in
Figure 5.14 and 5.15, where 11 snapshots in azimuth are used for esti-
mation of the covariance the covariance matrix. By visually comparing
the echogram it is seen how CM successfully has suppressed the clutter
to a great extend resulting in a more clean echogram. However, when
considering the bedrock at the end of the track (Z2 in Figure 4.13), the
intensity is lower with CM corresponding to a factor of −10 dB. This
observation is presumably due to self-nulling since the signal is spatially
broadbanded and impinges from an off-nadir direction according to the
DOA analysis in Figure 5.10.

5.6 Summary

Experimental multi-phase-center data acquired with the POLARIS sys-
tem over Jutulstraumen Glacier have been analyzed and validated. Based
on the dataset, the capability of supporting advanced array signal pro-
cessing in terms of DOA estimation has been demonstrated for the sys-
tem. Spatially under-sampled sections of the dataset are used for valida-
tion of the spatial sampling theory, which is used to successfully unwrap
aliased surface returns. The problem of spatial aliasing is relevant in
relation to future ice sounding systems. It may be necessary to used
a large spacing between the effective array phase centers, despite the
possibility of spatial under-sampling, to reduce system complexity while
maintaining a large antenna length.
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Figure 5.14: Echogram based on beamsteering processing.

0 2 4 6 8 10 12

1000

1500

2000

2500

Along-track position [km]

D
ep

th
[m

]

Figure 5.15: Echogram based on Capon processing.
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DOA estimates of the surface return for repeat-pass POLARIS data
are analyzed, and based on this analysis, a deviation in the DOA esti-
mate compared to a flat surface model is observed. The deviation varies
as a function of geographic location, and the analysis suggests a varying
depth of the effective phase center as the underlying mechanism. This
finding is highly relevant in relation to the development of DOA-based
surface clutter suppression algorithms, where simulations show that the
reported DOA deviations can significantly degrade the suppression per-
formance. This applies to algorithms based on not only simple surface
models, but high accuracy digital elevation models as well. Such models
represent the physical air-ice interface and not the surface defined by
the effective phase center as seen by a low-frequency sounding radar.
Using a correlation-based method, the DOA deviation as a function of
the along-track position is compared to the radar intensity of the surface
return for a range of off-nadir angles. It is found that the correlation co-
efficient attains a positive maximum at an off-nadir angle corresponding
to minimum antenna gain towards the surface. This suggests that the
depth variation of the effective phase center is related to the intensity
of the volume scattering. Besides the finding itself and its relevance to
clutter suppression, the presented method is a novel application of DOA
estimation that can be used to characterize the ice surface and directly
provide glaciological information.

Further novel applications of DOA estimation is presented based on
MCoRDS/I data. The MUSIC and ML estimators are used to convert
the radar data into a DOA representation, where the latter is seen to
provide superior performance. The DOA representation offers a better
visualization of the desired signals and clutter. Based on these findings,
it has been possible to discriminate the desired bed return from strong
surface clutter in the channel of the challenging Jakobshavn Glacier.
This dissertation demonstrates how this can be used to close some of
the critical gaps in bed detection along the channel.

Finally, tomographic SCS based on POLARIS data is demonstrated
using BS and NS. An approach based on data-driven DOA estimation
is shown to provide improved performance compared to the more tradi-
tional model-based tomography. CM is applied to a strong and complex
clutter scenario based on data acquired with the MCoRDS/I system. A
full echogram is processed where CM are able to suppress the clutter to
a large extend resulting in a much cleaner echogram.
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Chapter6
Basal Surface Scattering Estimation

As outlined in the introduction of the dissertation, more thorough in-
formation on the basal conditions is critically needed in climate change
research. This includes information on the roughness that is related to
the scattering characteristics of the bed surface. However, such infor-
mation is also relevant for the further development and optimization of
sounding hardware and processing algorithms. A study of the scattering
from extended glaciological targets can provide a general characteriza-
tion of the depth sounder sensitivity. This applies to the interior of the
ice sheet, to the transition zones, and to the outlet glaciers and margins.
This characterization can be used for simulations of the performance of
array processing algorithms in realistic signal environments, which are
needed in order to improve and optimize the techniques.

Motivated by this, estimation of the basal conditions is addressed
in this chapter, where tomographic techniques are used to study the
backscattering characteristics of the base. First a DOA-based approach
is presented and demonstrated for the Jakobshavn dataset and thereafter
an approach based on return waveforms.

6.1 Tomographic Backscattering Estimation

The DOA sweep-pattern observed near the bed of Jakobshavn Glacier
are now analysed. An enlargement containing a part of the bed is shown
in Figure 6.1. A sub-image for further analysis is marked in the figure.
The following analysis suggests that the DOA pattern represents an off-
nadir return from a rough sloped bed.

The sounding geometry with notation associated with a sloped (across-
track) bed is illustrated in Figure 6.2. Since the data are Doppler pro-
cessed in the along-track direction, the along-track extent of the resolu-
tion cell is small. In this way, the extent of the resolution cell is (pulse)
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Figure 6.1: Enlargement (Z2) of the bed, echogram (top) and ML DOA image
(bottom).

limited to the across-track direction at zero Doppler. At t0 the first bed
return is reflected corresponding to the shortest electrical distance from
the radar to the bed. By taking the refraction at the air–ice interface
into account, the DOA of this return corresponds to the across-track
slope of the bed. Later time, i.e. at t1, t2, . . ., two signals are reflected
corresponding to the left-hand side (LHS) and right-hand side (RHS)
intersections of the wavefront with the ice–bed interface, as illustrated
in the figure. It should be noted that when referring to one of these two
components, a specific point on the bed can be described by either range,
DOA, or (propagation) time. Therefore, the representations should be
read as being ambiguous or interchangeable if either the LHS or RHS
intersection is considered. A rough ice–bed interface is assumed such
that energy is scattered back towards the radar.

The across-track slope, θt(t0), and depth, si(t0), of the bed is esti-
mated using radar and DOA data for the boxed region in Figure 6.1.
Based on these parameters, a DOA simulation for a flat sloped bed is
conducted. Furthermore, the DOA estimate of the boxed region is av-
eraged in the along-track direction to a single line and plotted with the
simulation as a function of time in Figure 6.3.



6.1 Tomographic Backscattering Estimation 117

θ

as

is

h

0t
1t

2t
3t

tθ

Air

Ice

Bedrock

Figure 6.2: Geometry and notation associated with illumination of sloped
(across-track) bed at different range gates.

The simulation consists of an approximately symmetric two-legged
curve, where each leg corresponds to the LHS and RHS bed signal, re-
spectively. It is seen that the estimate and simulation fits very well,
but clearly only one of the two components is estimated by the DOA
algorithm. The reason for this is that a one-signal (Q = 1) ML estima-
tion was performed. In this case, the most positive DOA component is
estimated because of the transmit antenna pattern. Since the pattern is
directed towards nadir, the given signal component is the one dominat-
ing the combined signal, hence the one estimated by the DOA algorithm.
At a less sloped part of the bed, it was possible with a two-signal esti-
mation to recover both of the signal components from the bed, as seen
in Figure 6.4. In the case of a small slope, the geometry is symmetric
which results in bed signals of equal amplitude. The retrieval of both
bed signals in the low slope scenario strengthens the hypothesis of the
bed reflections being the mechanism behind the sweep-pattern.

The case of a single dominating bed signal combined with the DOA
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Figure 6.3:DOA estimation of the bed return along with a simulation based on
the geometric model from Figure 6.2.

information makes it possible to estimate the backscattering characteris-
tics of the bed for a range of incidence angles. This is done by combining
the intensity waveform with the corresponding DOA estimate. However,
the backscattering information contained in the waveform is affected by
several factors such as a varying propagation distance, antenna patterns,
refraction at the air–ice interface etc. These factors need to be taken
into account to get an accurate estimate of the bed characteristics. In
the following section, we will describe a procedure for estimating the
backscattering pattern of the bed, which includes corrections of the in-
tensity waveform.

6.1.1 Detrending

We are still considering the data region marked in Figure 6.1. To get
an accurate estimate of the DOA trace and the waveform of the bed
return, both the DOA data and the intensity radar data are averaged
in the along-track direction. However, the bed has an along-track slope,
which distorts the shape of the DOA trace and the waveform when the
data are averaged. Therefore, the data are detrended with respect to the
along-track slope before averaging. This is done by tracing the leading
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Figure 6.4: Two-signal ML DOA estimation and simulation of bed return.

edge of the waveform and shifting each line in range accordingly. The
procedure is equivalent to averaging in the surface parallel direction and
is illustrated in Figure 6.5. The resulting DOA trace and waveform after
averaging are plotted as a function of time in Figure 6.6.

6.1.2 Fitting of Bed Model

To correct for attenuation and refraction at the air–ice interface etc.,
the geometric model in Figure 6.2 is adopted. The model is fitted to the
data shown in Figure 6.6. As illustrated in the figure with the vertical
dashed lines, the data are clipped in the range direction to capture the
trailing edge of the waveform and the valid part of the DOA trace. The
bed model is now fitted to the data by adjusting the slope parameter
and the propagation time corresponding to the closest approach. The
error, which is minimized, is evaluated in the DOA representation corre-
sponding to the difference between the data and the model in Figure 6.3.
The across-track slope of the bed is estimated by the fitted parameter
to θt = 9°, which for the specific flight segment corresponds to the slope
of the glacier channel.
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Figure 6.5: Illustration of the detrending procedure. Original echogram (left)
and the corresponding detrended output (right).
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Figure 6.6: Along-track averaged waveform of the bed return (top) and the
correspondingly averaged DOA estimate (bottom).
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6.1.3 Waveform Correction

The data are now corrected for four mechanisms:

1. Receive gain

2. Transmit gain

3. Attenuation loss

4. Geometric spreading

Receive Gain

To improve the SCR, suppress clutter and the secondary bed return,
beamforming is used to steer the receive-beam towards the direction of
the dominating bed return. The normalization of the BS beamformer
in terms of the distortionless constraint ensures unity gain in the θ-
direction, and the correction for the receive gain is in this way incorpo-
rated in the filtering process.

DOA data are simulated based on the fitted model and are used
as the steering angle in (3.40). A range varying beam is in this way
synthesized for, and applied to, each azimuth line. The filtered data
are then detected, detrended, and averaged according to the procedure
described earlier.

Transmit Gain

All transmit elements are used for transmission without any tapering.
The resulting transmit pattern is shown in Figure 6.7. By using the esti-
mated DOA data in combination with the pattern, the waveform can be
corrected for the antenna transmit gain. The antenna pattern is based
on simulations [104] and does not take dynamic factors such as wing
flexure and vibration into account. This affects the true pattern partic-
ularly regarding the depth of the nulls. Furthermore, energy from the
secondary bed return and from surface and volume clutter contributes
to the received signal, which smoothens the waveform when the transmit
gain towards the bed is low. Therefore, if the waveform is corrected with
the unmodified simulated pattern with deep nulls, high amplification of
the clutter will occur at angles corresponding to the nulls. To avoid
this clutter amplification, the nulls of the pattern are filled before the
correction is applied. The modified transmit pattern is shown in blue in
Figure 6.7.
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Figure 6.7: Filled MCoRDS/I transmit pattern based on a HFSS-simulated ar-
ray manifold.

Attenuation Loss

The electromagnetic propagation within the ice involves attenuation
losses due to absorption and internal scattering. It is seen from the
geometry in Figure 6.2 that the propagation distance in ice (si) for the
bed return varies with DOA. When the attenuation coefficient is as-
sumed constant, the attenuation loss is exponentially proportional to
the propagated distance in ice, i.e.

LA ∝ 10si . (6.1)

The attenuation loss varies with DOA and it can be taken into account.
Using the model, the distance is calculated as a function of range and
the waveform is corrected accordingly.

Geometric Spreading

The inverse-square law and the two-way propagation of the pulse result
in the geometric spreading loss factor that is related to range in the
following way

LGS ∝ R4. (6.2)
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When sa is the propagated distance in air, the range is defined as R =
sa + si which takes the refraction at the air–ice interface into account.
As for the attenuation loss, the geometric model is used to calculate the
range for each sample, and the data are corrected accordingly.

6.1.4 Backscattering Pattern

The corrected waveform that represents backscatter from the bed surface
can be expressed as

σ(θ) = K
PBS(θ)10siR4

Gt(θ)
(6.3)

where PBS(θ) is the received power using beamsteering, and K is a
product of factors independent of DOA such as the system gain and
the attenuation coefficient of the ice. The normalized backscatter is
computed by dividing with the backscatter at zero incidence, i.e.

σ̂(θ) =
σ(θ)

σ(θ0)
(6.4)

where θ0 is the DOA angle corresponding to zero incidence at the bed,
i.e. t = t0 in Figure 6.2. Based on the model, the angle of incidence
at the bed is calculated from the refracted angle θt and the estimated
bed slope. The normalized backscatter as a function of incidence angle
is plotted in Figure 6.8.

With the assumption of a random surface with a Gaussian height
distribution, the IKM described in Section 2.4.1 is used to model the
backscattering coefficient. The IKM only depends on the RMS slope
and is therefore invariant with respect to a common scaling of λh and
σh as long as the validity conditions are fulfilled.

The backscatter is obtained by multiplying the coefficient with the
time-varying illuminated area, which is calculated based on the fitted ge-
ometric model. Since the illuminated area is rapidly changing for small
incidence angles, backscatter is only modeled for larger angles, where the
estimate of the area is more accurate and robust. The IKM is fitted to
the estimated data and is included in Figure 6.8. A relative permittivity
for ice and bedrock equal to 3.2 and 6, respectively, is assumed. Based
on the fit of the IKM, the RMS slope is estimated to 0.22 or 12°, which
represents a measure of the bed roughness. For comparison, a recent
study [105] estimates bed RMS slopes of Thwaites Glacier in West Ant-
arctica based on radar ice sounding, but with a different surface model.
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Figure 6.8: Estimated and simulated backscattering pattern of the bed surface.

The slopes are estimated to be between 6° and 8°, which are comparable
with the findings for Jakobshavn Glacier in this analysis.

6.2 Waveform Analysis

In the presented method, the normalized backscattering pattern is re-
treived since the absolute attenuation cannot be decoupled from the
backscatter coefficient based on the radar intensity measurements alone.
As an attempt retrieve absolute scattering information and thereby the
bed roughness, waveform analysis is investigated as an extension to the
technique.

In [106] it is shown that pulse return waveforms at lower frequencies
are sensitive to the normalized radar cross section as a function of angle.
In this way it is possible to retrieve surface statistical information from
pulse return measurements. In relation to this, the convolution model
for predicting the incoherent impulse response is presented and validated
for the purpose.

The convolution model, commonly referred to as the Brown Model
[107], models the pulse return as a convolution product of the flat surface
impulse response (FSIR), the radar point target response (PTR), and
the surface height probability density function (PDF), that is

Pb(t) = PPTR(t) ? PFSIR(t) ? PPDF(t). (6.5)
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When the convolution of the FSIR and PTR are known, the total convo-
lution product can be calculated for different values of σh by assuming
an appropriate PDF, e.g. a Gaussian distribution. The estimated pulse
returns can then be compared to real radar data where the value of σh
corresponding to the best match is used as an estimate of the parameter.

This approach is investigated using the MCoRDS/I data from the
northern part of Greenland. As an estimate of the convolution of the
FSIR and PTR, a specular bed return is used. Such returns are often
found at outlet glaciers where the bed in some channels can be covered
with a thick film of water that implies a strong specular return. Such
a strong specular return is found in the data from northern part of
Greenland.

In the echogram in Figure 4.15 it is seen how the bed marked by the
vertical red lines is relatively smooth and with a strong peak return. The
bed marked by the blue lines is where the roughness parameters are to be
estimated. The corresponding A-scopes are shown in Figure 6.9, where
the waveforms represent the average in azimuth over the intervals defined
by the pairs of vertical lines in the echogram. The peaks of the two
returns are aligned in range and plotted as a function of depth relative
to the peak position in Figure 6.9. It is seen how the specular return
has a very distinctive peak while the rough return is more broadened.

In Figure 6.10, the results of the fitting is shown. The black dashed
curve is a fit of a Gaussian function to the peak of the smooth return
that is used to model the convolution product PTR ?FSIR. Since the
mainlobe of the PTR is well-described by a Gaussian function and by
modeling the FSIR for the specular return as a Dirac delta function, the
Gaussian fit for the convolution product is appropriate. The assump-
tion of a specular return and the corresponding modeling with a delta
function is substantiated by comparing the width of the Gaussian fit the
range resolution of the radar which are found to be very similar.

The fitted convolution product is then convolved with a Gaussian
PDF to match the leading edge of the rough return according to the
Brown Model. The resulting fit is represented by the pink curve in the
figure. The parameter fit that provides the optimal match of the leading
edge corresponds to σh = 3.5 m. However, the PDF convolution based
on this value only contributes to a peak reduction of 2.6 dB and a large
additional offset of −21.8 dB is needed in order to vertical align the
peaks as presented in the figure. Based on the fitted value of σh and the
assumption of correlation lengths in the order of meters, the RMS surface
slope is estimated several times larger than the results in [105] and what
was found for Jakobshavn Glacier using the tomographic technique in
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Figure 6.9: Waveforms corresponding to the smooth and rough bed in Fig-
ure 4.15.
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Figure 6.10: Convolution model fit to leading edge and the peak.
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Section 6.1. Based on this, the fit of σh = 3.5 m is considered as being
unrealistic.

From (2.24), it is seen that a coherent component of a rough return
is scaled due to roughness by the factor e−4k2σ2

h . If the rough return is
assumed to be dominated by the coherent component at the peak, this
factor should be taking into account as an additional factor multiplied
on the convolution product, since the Brown Model only accounts for
the incoherent component. The value of σh can then be estimated by
optimizing with respect to the peak values. In this way, the peak is
reduced partly by the convolution of the PDF and partly by the addi-
tional exponential factor. The result of this fitting procedure is shown
as the green curve in the figure. With this approach, the parameter is
estimated to 29 cm which is more realistic compared to the 3.5m based
on the previous argumentation. However, as seen from the figure, this
approach are not able to match and explain the leading edge. On the
other hand, the incoherent component may not be neglectable, which
could be the reason for the unexplained broadening of the rough return.
In this case the FSIR is not appropriate modeled by a delta function.
Instead, as a first order approximation for analysis of the leading edge
only, the FSIR is modeled as a Heaviside step function. This approach
is in the figure referred to as the combined fit represented by the light
blue curve, which is seen to explain the broadening to a larger extend.

The falloff of the trailing edge of the rough return is determined
by backscatter from increasing incident angles, which is influenced by
the surface height correlation length, L. An approach to retrieve this
parameter from the trailing edge is to use a surface scattering model
as the IEM for forward modeling. By using and fixing the estimated
value of σh, the correlation length can be varied in the IEM to match
the model output to data.

The matching is done for the backscattering coefficient over a range
of incidence angles, where the backscattering coefficient σ◦ is related to
the received power Pr through the radar equation from (2.14). In order
to estimate σ◦, a radar calibration is needed and the loss due to ice
attenuation has to be known. Since the smooth peak return Pref can be
well modeled by a specular reflection based on the previous argumenta-
tion, this return can be used for calibration and to cancel out the effect
of the lossy ice. The received power for the rough return is expressed
using the radar equation, i.e.

Pr =
PtGλ

2σ0A

(4π)3R4LSLA
, (6.6)
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where G is the total system gain, LS accounts for system losses, and
LA is the attenuation loss due to the propagation within the ice. For
the smooth return, the received power is modeled using the specular
scattering coefficient from (2.17), that is

Pref =
PtGλ

2Γ

(4π)2(2R)2LSLA
(6.7)

Now, by taking the ratio of the two returns, the unknown loss factors
can be eliminated and the backscattering coefficient for the rough return
can be isolated, i.e.

Pr
Rref

=
σ0A

πR2Γ
(6.8)

m
σ0(θi) =

Pr(θi)

Pref

πR2Γ

A(θi)
. (6.9)

This requires that Pref and Pr are acquired in the same area such that
the properties of the ice sheet can be assumed constant, and that the
bed returns are located at approximately the same depth. By calcu-
lating an estimate for the reflection coefficient Γ corresponding to the
change in permittivity across the basal interface, and by calculating the
time varying illuminated area A from the geometry, the backscattering
coefficient as a function of angle can be estimated from the data.

For estimation of the geometrical parameters, the leading and trail-
ing edges of the pulse are simulated using ray tracing based on Snell’s
law, the geometry, and by constraining equal propagation time for all
points on each of the edges. The illuminated bed area as a function
of incidence angle is calculated corresponding to the Doppler processed
footprint. The across-track width at a given incidence angle is deter-
mined by the intersections of the simulated pulse edges with a plane
bed model corresponding to Figure 6.2. The along-track width is deter-
mined by the Doppler bandwidth. The varying additional return loss
due to a larger propagation distances within the ice for backscattering
at increasing incidence angles is corrected similar to the procedure in
Section 6.1.3. Also any minor range mismatch between the specular and
rough return is corrected.

Following this procedure, the backscattering coefficient as a function
of incidence angle is estimated as seen in Figure 6.11. The output of
the IEM is fitted to the data corresponding to an estimate of correla-
tion length equal to approximately 3.2m. In order to match the curves,
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Figure 6.11: Backscattering coefficient

a minor offset of 2.4 dB is applied to the data estimate. A Gaussian
shaped surface height correlation function in the IEM was found to pro-
vide a good match for the curvature. For calculation of the reflection
coefficient of the smooth return, the permittivity for ice and rock given
in Section 2.2 are used. The ranges to the bed at the two locations cor-
responding to the analysed waveforms differ by 120m of which 97m is
within the ice. Based on this, minor corrections are applied as previously
described.

Since a high SNR is present, only a single channel is used for the
analysis instead of the full 7-element array. This simplifies the com-
plexity of the antenna pattern and makes the correction procedure less
sensitive to errors in the pattern model.

Based on the method presented in this section, a good match be-
tween the IEM and the radar data is found and an estimate of the bed
roughness in terms of σh and L is obtained. However, the method rely
on a number of assumptions that may affect the estimate. Returning
to Figure 6.10, the first order approximation of the FSIR was shown to
explain the broadening of the pulse to some extent. The remaining error
can probably be explained by different bed conditions at the locations
for the smooth specular and the rough return. The underlying assump-
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tion is that the Fresnel reflectivity for the coherent component of the two
returns is the same. This is not the case if the strong specular return
is reflected from an ice–water interface while the interface for the rough
return is frozen ice–rock. If the basal conditions differ in this way, an er-
roneous calibration is obtained from the calculated specular reflectivity
which introduces an incorrect scaling. However, such a scaling couples
with the width and shape of the modeled waveform through the fitting
procedure and can in this way explain the observed error. The scenario
of varying bed conditions can be considered as an underdetermined re-
trieval problem where the variation cannot be uniquely decoupled in the
roughness estimation.

The proposed method has the potential for providing information
on the bed roughness over large and various areas. However, further
development and solid validation is needed. One validation approach
could be to acquire data from a deglaciered bedrock in connection with
a retreating glacier. The data from the exposed bed could serve as
ground truth by assuming the statistics to be stationary for sounding
measurements further upstream. Furthermore, by conducting dedicated
multi-frequency experiments, the inversion problem could be further
constrained and the different varying mechanisms could be decoupled.



Chapter7
Conclusions

In this PhD study, tomographic techniques based on multi-phase-center
sounding systems are investigated. First, the fundamental techniques
and theory related to radar ice sounding are presented. The review pro-
vides a solid background for the discussion of the investigated techniques
as well as for interpretation of the subsequent data analysis.

An in-depth theoretical treatment of algorithms for radar tomog-
raphy is conducted, beginning with the formulation of an array signal
model. In relation to this, the problem of direction-of-arrival (DOA)
ambiguities for a uniform linear array is formulated as spatial aliasing
and a mathematical foundation that is analog to what is known from
the classical temporal sampling theory is provided.

Based on the array signal model, different beamforming methods
and DOA estimators are investigated and assessed for the application
of radar tomography and surface clutter suppression. The theoretical
properties of the individual algorithms are discussed and related to ice
sounding applications. The performance of the algorithms are further
assessed and compared through various simulations. Based on this, dif-
ferent algorithm strategies are suggested depending on the sounding sce-
nario and array configuration. For scenarios where the radar sensitiv-
ity is limited by the signal-to-noise ratio, beam-steering is an adequate
choice of beamforming method. For a complex clutter scenario in terms
of an unstructured covariance matrix with non-stationary statistics, the
Capon method is considered to be the best choice, even though self-
nulling in the form of an erroneous direction of interest can degrade the
performance. For both strategies, optional DOA estimation is suggested
for optimization of the specified direction of interest. In the case of
scenarios characterized by strong directional surface clutter, or signal
structure in general, null-steering or Optimal beamforming are able to
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provide good performance in which the synthesized beams are robust
and easy to interpret.

With respect to DOA estimation, it is concluded based on theory
and simulations that the Maximum Likelihood estimator is superior, es-
pecially under difficult conditions. In more relaxed conditions, MUSIC
is found to perform just as well while also being much more computa-
tional efficient. Particularly when a uniform linear array is used, the
root variant of MUSIC is desirable due to its direct parametric estima-
tion, which is convenient with respect to implementation and provides
increased efficiency. However, in complex scenarios with unknown and
varying signal structure, the Capon method may be considered due to
its non-parametric properties that do not rely on assumptions about
the covariance matrix. Based on existing experiments with Compressive
Sensing applied to SAR and through a theoretical review, Compressive
Sensing is found to be very interesting in the case of repeat-pass ice
sounding.

Experimental multi-phase-center data acquired with the POLARIS
system over Jutulstraumen Glacier have been analyzed and validated.
Based on the dataset, the capability of supporting advanced array signal
processing in terms of DOA estimation has been demonstrated for the
system. Sections of the dataset that are spatially under-sampled are
used for validation of the spatial sampling theory. The proposed theory
related to spatial aliasing is used to successfully unwrap aliased surface
returns.

Since the problem of spatial aliasing is caused by the wide spacing
of the array element relative to the wavelength, it can, in principle, be
avoided during the system design process. However, the treatment of
under-sampled data is relevant since such sub-optimum antenna designs
might be the compromise in future sounding systems in order to reduce
system complexity.

Using repeat-pass POLARIS data, a method based on DOA estima-
tion is used to show a deviation in the DOA estimate compared to a flat
surface model. The deviation varies as a function of geographic location,
and the analysis suggests a varying depth of the effective phase center as
the underlying mechanism. This finding is highly relevant in relation to
the development of DOA-based surface clutter suppression algorithms,
where simulations show that the reported DOA deviations compared to
a flat surface model can significantly degrade the suppression perfor-
mance. This applies to algorithms based both on simple surface models,
as well as high accuracy digital elevation models. Such models represent
the physical air–ice interface and not the surface defined by the effective
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phase center as seen by a low-frequency sounding radar.
By using a correlation-based method, the DOA deviation as a func-

tion of along-track position is compared to the radar intensity of the
surface return for a range of off-nadir angles. It is found that the cor-
relation coefficient attains a positive maximum at an off-nadir angle
corresponding to the minimum antenna gain towards the surface. This
suggests that the variation in depth of the effective phase center is re-
lated to the intensity of the volume scattering. Besides the finding itself
and its relevance to clutter suppression, the presented method is a novel
application of DOA estimation that can be used to characterize the ice
surface and in this way directly provide glaciological information.

Tomographic surface clutter suppression is also demonstrated based
on POLARIS data using beam-steering and null-steering. An approach
based on data-driven DOA estimation is shown to provide improved
performance compared to the more traditional model-based tomography.
The Capon method is applied to a strong and complex clutter scenario
based on data acquired with the MCoRDS/I system. A full echogram is
processed using the Capon method to suppress clutter to a large extend
which resulted in a much cleaner echogram.

The MUSIC and Maximum Likelihood DOA estimators are applied
to the same dataset. The algorithms are used to convert the radar
data into a novel DOA representation that offers a better visualization
of the desired signals and clutter. For this particular application and
dataset, Maximum Likelihood is found to provide superior performance
compared to MUSIC. Based on the Maximum Likelihood representation,
it is possible to discriminate the desired bed return from strong surface
clutter in the channel of the challenging Jakobshavn Glacier. It is shown
how this can be used to close some of the critical gaps in bed detection
along the channel.

Furthermore, a geometric model is used to show how the across-track
slope of the bed is related to the DOA pattern of the bed return for the
same dataset. In a low slope scenario where the associated geometry
gives rise to comparable amplitudes of the two bed signals, the DOA
for both components is retrieved and validated with the model. For
larger slopes, it is shown that the bed component received closest to
nadir is dominant due to amplification caused by the combination of the
transmit pattern and asymmetric geometry. This is exploited to retrieve
bed characteristics by combining DOA data and waveforms of the radar
data. By fitting the geometric model to the data, the across-track slope
is estimated. Based on the model, a number of corrections are applied
to the waveform to retrieve the received backscatter of the bed surface
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as a function of the local incidence angle. Information on the roughness
contained in the pattern is quantified by fitting the incoherent Kirchhoff
Model to the data.

Finally, a novel technique based on waveform analysis is investigated
for retrieval of the effective statistical roughness parameters of the bed
surface. Using a specular return for calibration, the parameters are
obtained by fitting the Brown model and the Integral Equation Model
to the data. A good match is obtained for the experimental dataset and
the proposed method has the potential to provide information on the
bed roughness for large areas. However, further development and solid
validation of the method is needed.

Information on the basal conditions, such as the estimated quanti-
ties, is critically needed in climate change research and is crucial to the
improvement and optimization of advanced surface clutter suppression
algorithms through realistic simulations.

7.1 Suggestions for Future Work

There are several topics related to the work presented in this dissertation
that are interesting for future studies.

Additional multi-phase-center datasets acquired for the purpose of
dedicated tomographic experiments would be beneficial for several rea-
sons. First of all, additional campaigns would provide more suitable data
compared to the existing POLARIS data, which are negatively affected
by an erroneous radar configuration. Furthermore, by operating a lidar
along with the sounder, a high-accuracy and co-registered DEM of the
scene could be obtained. This could be very useful for the development
and validation of tomographic techniques.

Using high altitude acquisition with the same antenna configuration
as was used to collect the Jutulstraumen dataset would make it possi-
ble to avoid spatial aliasing and disturbance related to grating lobes.
The need for surface clutter suppression increases with high altitude,
since the associated geometry implies that strong surface clutter with
near-nadir DOA are received at the same time as the bed return. A
high-altitude dataset is therefore also useful for thorough validation of
suppression algorithms, especially in order to evaluate the performance
for space geometries, which is crucial to assessing the feasibility of space-
based ice sounding. To further assess the feasibility of space-based ice
sounding, a natural study for future work would be to conduct compre-
hensive performance simulations of the tomographic techniques for the



7.1 Suggestions for Future Work 135

space-based scenario.
Another interesting experiment would be to configure POLARIS with

its small four-element antenna to avoid spatial aliasing and combine it
with a low flight altitude to obtain a dataset with minimum surface
clutter. This could offer possibilities for swath mapping of the bed to-
pography, despite the fact that the small number of phase centers may
significantly limit the performance. Since the number of phase centers
available for this PhD study were limited, it would be interesting to up-
grade POLARIS with four additional receive channels combined with its
large eight-element antenna. This could provide new opportunities for
clutter suppression and topography swath mapping. Beside these new
possibilities, spatial aliasing, grating lobes, and the nulls in the element
receive patters would be avoided when the full array is sampled. Data
based on such an upgraded POLARIS system are further relevant in or-
der to explore the potential and possibilities of the large volume of data
from systems with a high phase-center count that will be available in
the future.

An additional interesting subject with large potential is repeat-pass
acquisition combined with processing techniques based on Compressive
Sensing. The subject can be initially investigated using the existing
repeat-pass dataset acquired at Jutulstraumen Glacier. The baselines of
the acquisition are large for the greater part of the track, but a prelimi-
nary study could be conducted on a few applicable sections of the track.
A more exhaustive study would benefit from an additional dedicated
acquisition with more stable baselines using the small antenna to avoid
the aforementioned disadvantages related to the Jutulstraumen config-
uration. In the context of space-based ice sounding, the orbits typically
provides temporal baselines in the order of days. Airborne repeat-pass
experiments with temporal baselines are therefore important in order
to evaluate how decorrelation affects the tomographic techniques and
thereby evaluate their applicability to space-based sounding.

Dedicated repeat-pass data could also support experiments on tomo-
graphic 3D imaging of the ice volume, which could be used for mapping
the internal structure of the ice or locating buried objects.

Finally, further validation of the suggested techniques for bedrock
scattering and roughness estimation are needed. For this purpose, data
acquired from a deglaciered bedrock in connection with a retreating
glacier could be useful. The data from the exposed bed could serve as
ground truth by assuming the statistics to be stationary for sounding
measurements further upstream. Furthermore, multi-frequency experi-
ments would be useful for validation and improvement of the techniques.
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Abstract
Radar ice sounding enables measurement of the thickness and internal structures of the large ice sheets on Earth. Surface
clutter masking the signal of interest is a major obstacle in ice sounding. Algorithms for surface clutter suppression
based on multi-phase-center radars are presented. These algorithms incorporate estimation of the required topographical
information, thereby making the processing independent of such external data. The algorithms are applied to data collected
by ESA’s POLarimetric Airborne Radar Ice Sounder (POLARIS) over Antarctica in February 2011.

1 Introduction
Understanding of the dynamics of the large ice sheets on
Earth is important in order to model the climate evolution
and to predict future changes induced by human activity.
The ice sheet structure, layering, and flow-patterns contain
information on past Earth climate and atmospheric events
at a 100,000 year time scale, which is valuable information
for the ongoing climate research.
A satellite-based sounding radar can provide complete and
homogeneous coverage of the large ice sheets on Earth
with sufficient spatial and temporal sampling. When the
International Telecommunication Union (ITU) in 2003 al-
located a 6 MHz band at 435 MHz (P-band) for remote
sensing, a space-based ice sounding radar was proposed to
ESA as a possible Earth Explorer mission. Previous ice
sounders was typically operating in the lower MHz fre-
quency region in order to obtain satisfactory characteris-
tics with respect to the maximum penetration depth, the
strength of disturbing surface clutter and practical antenna
dimensions for accommodation on an aircraft. Due to lack
of knowledge on ice sounding at frequencies as high as P-
band, ESA commissioned the development of POLarimet-
ric Airborne Radar Ice Sounder (POLARIS) [1] with the
objective to assess the feasibility of ice sounding at P-band
from space.

1.1 Surface Clutter
Due to the spherical wavefront of a propagating pulse, an
echo backscattered by a resolution cell located at a certain
ice depth will be received by the radar simultaneously with
an echo backscattered by the surface. The weak depth sig-
nal of interest may in this way be masked by the off-nadir
surface clutter signals at the same electrical distance as the
depth signal from nadir.
It is shown [2] that surface clutter is the primary scattering

mechanism that obscure the subsurface echoes at higher
altitudes, and surface clutter is therefore a major issue in
space based ice sounding.
Clutter footprints corresponding to different ice depths are
described by annuli, as illustrated in Figure 1. Clutter scat-
tered in the along-track direction can effectively be sup-
pressed with Doppler processing, and the problem reduces
to the across-track surface clutter as illustrated in the fig-
ure.

z

x (along-track)

Radar

(across-track)

y

θ

t1 t2 t3 t4

Figure 1: Doppler processed surface footprints at different time
instants. The footprints are illustrated by the red areas enclosed
by the dashed black hyperbola. The blue annuli are the corre-
sponding pulse limited footprints without Doppler processing.
The figure is not to scale.

The across-track clutter is suppressed for large off-nadir
angles, due to the antenna pattern and the backscattering
pattern of the ice surface. However, the clutter can still
mask the subsurface signal for a considerable angle range,
since the subsurface signal at the same time is attenuated,
due to propagation through the lossy ice. The direction of
arrival (DOA) for the clutter, at a given range cell, is deter-
mined by the sounding geometry and the local topography.
The problem related to surface clutter increases with alti-



tude, due to smaller and slower increasing clutter DOAs.
This makes across-track surface clutter suppression (SCS)
essential for satellite geometries, but also for modern air-
borne sounders where high pulse compression prevents op-
eration at low altitudes.
A narrow antenna beam in the across-track could suppress
surface echoes from off-nadir angles, but this would re-
quire antenna dimensions which are impractical for accom-
modation on moving platforms. An alternative approach is
to suppress the surface clutter through coherent processing
of echo signals received by a multi-phase-center antenna.

1.2 The POLARIS instrument

POLARIS is a nadir-looking, fully polarimetric sounding
radar featuring aperture synthesis. POLARIS is equipped
with a multi-phase-center antenna and multi-channel re-
ceiver which supports single-polarisation coherent surface
clutter suppression through offline processing techniques.
The antenna aperture is a uniform linear array (ULA) of
quadratic patches aligned in the across-track direction.
POLARIS is developed and operated by DTU and was
tested with a 4-element antenna over Greenland in 2008
and again in 2009. In February 2011 POLARIS acquired
multi-phase-center data over Antarctica with an 8-element
antenna. POLARIS is equipped with a 4-channel receiver,
where groups of two neighbouring elements are connected
to each channel. The element spacing is 480mm.

2 DOA Estimation
In order to suppress surface clutter through processing
techniques the clutter DOA must be known. By a geomet-
ric consideration, one can for a given range cell calculate
the clutter DOA from the local topography, the radar alti-
tude, and the roll angle. If the surface is flat, only altitude
and roll are needed, which will typically be available as
housekeeping data. In the case of a sloped and/or uneven
surface, one solution is to rely on an external digital ele-
vation model (DEM) in order to obtain the topographical
information needed, as seen in [3].
Another solution is to estimate the topography from the
radar data and in this way make the sounding and clutter
suppression independent of any external data.
Using the plane wave approximation, the same echo signal
is received by each of the elements but with a progressive
time delay across the array corresponding to a phase shift.
In this way, the signal received at the nth element at time t
can be expressed as

xn(t) = s(t)e−jωcτn + en(t), (1)

where s(t) is the complex echo signal at a reference ele-
ment, ωc is center angular frequency, τn is the time delay
at the nth element relative to the reference and en(t) is an
additive Gaussian noise component.

The so-called steering vector describes the phase shifts of
the elements

a(θ) =
[
e−jωcτ1 . . . e−jωcτN

]T
, (2)

where (·)T is the transpose operator and N is the number
of elements. For a ULA, the steering vector can be ex-
pressed as

a(θ) =
[
1 e−jωs . . . e−j(N−1)ωs

]T
, (3)

where ωs is called the spatial angular frequency, defined as

ωs = kd sin θ, (4)

with k denoting the wavenumber and d the element spac-
ing.
From (3) it is seen that the problem of estimating the
DOA, θ, for a given echo, now reduces to a spectral es-
timation problem. A wide range of techniques for spec-
tral estimation exist, but for the problem at hand, super-
resolution techniques like the maximum likelihood (ML)
estimator and subspace-based methods like the MUSIC-
algorithm [4] are found to provide good results. In [5]
ML is used to map the surface and bedrock topography
from airborne ice sounding data. Under certain statisti-
cal conditions, ML is shown to approach the theoretical
optimal solution, and are in general superior to the sub-
optimal subspace-based techniques. ML is computational
heavy due to multi-dimensional searches, whereas MUSIC
is faster since a closed-form solution exists.

2.1 Data Model
In the case of Q simultaneously received echo signals with
different DOAs, the following array model is obtained by
writing (1) on vectorial form and making use of the super-
position principle

x(t) = A(Θ)s(t) + e(t), (5)

where A is the steering matrix formed by column-wise
concatenation of the steering vectors corresponding to each
of the Q signals, and s(t) is a vector collecting the Q sig-
nals at time t, i.e.

s(t) = [s1(t) . . . sQ(t)]
T
. (6)

The N × 1 vector x(tm) constitutes a sample of the ar-
ray at time instant tm. Such an array sample is denoted
an azimuth-”look”. When t1 . . . tM denotes the time in-
stants at which M looks are taken, at the same scene and
range gate, a complete data model can be expressed in the
following matrix form

X = A(Θ)S + E, (7)

where X and E are N ×M matrices, A is N ×Q, and S
is Q×M . Each column in X , S, and E corresponds to a
look. For further details see [5].



2.2 Maximum Likelihood
The ML solution of the DOA vector can be expressed as
[5]

Θ̂ = min
Θ

tr
[
A(Θ)A†(Θ)R

]
, (8)

where A† is the Moore-Penrose pseudoinverse of A and
R is the N ×N data covariance matrix.

3 Surface Clutter Suppression
Techniques

Different approaches for clutter suppression with multi-
phase-center antennas can be chosen. Beamforming is
used in [3], where beam-steering is a simple special case.
In [6] a generalized approach is adapted from a previously
suggested repeat-pass method. An ML solution from [5],
where each of the Q impinging echo signals are estimated
from the known DOAs, is found to coincide with the gen-
eralized approach, as a special case. The ML solution is
given by

Ŝ = A†(Θ)X. (9)

The surface clutter suppressed signal for each look is found
as the elements in the qth row of Ŝ corresponding to the
provided nadir signal DOA θq , which determines the qth

column of A.
The complex weights obtained with the ML estimator can
be thought of as a synthesised antenna pattern. Further-
more, the pattern is, loosely speaking, characterized by
nulls located in direction of the impinging clutter signals,
while the gain in the direction of interest is maximised at
the same time.

4 Application to POLARIS Data

4.1 Data description
The described processing techniques have been applied to
the Antarctica data acquired by POLARIS. The processing
is based on a west-east track that is crossing the Jutulstrau-
men glacier, as shown in Figure 2.
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Figure 2: Flight track and surface contours. Contour levels are
with respect to mean sea level.

The first part of the track consists of ice shelf which is flat
and relative smooth. Further on, the track crosses grounded
ice followed by floating tongue of the glacier. At the very
end of the track, terrain with grounded ice sheet starts ris-
ing. The exact location of the acquired data that underlies
the following results is just before this rising terrain, as
marked in the figure. At this position, the surface and the
basal interface are both flat and have strong echoes. The
altitude flight is approximately 3350m with respect to the
surface. The azimuth-look spacing is 1.5m and the band-
width equals 85MHz.

4.2 Topographical estimation results

The ML estimator is used for topographical estimation in
terms of surface clutter DOA. The estimation of the co-
variance matrix is based on 25 looks. The flat scene under
study results in two surface clutter components – a left-
hand return, and a right-hand return. The two components
will be symmetrical around nadir for a perfect flat surface.
The results are shown in Figure 3.
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Figure 3: Unwrapped ML DOA estimate. The black dashed
curve is a flat-surface model. The blue dotted curve is a flat-base
model.

The algorithm was configured for a two-signal estimation,
since the two off-nadir surface echoes are the dominating
signal components. Due to the antenna element spacing,
spatial undersampling of the surface echoes occurs at the
larger equivalent depths. The spatial Nyquist frequency
corresponds to ±21◦. The undersampling implies aliasing
of the estimated DOA. The curves presented in Figure 3 are
unwrapped. The basal return appearing at 340m accounts
for the dominating components over a limited depth inter-
val. The basal return is not aliased since the corresponding
DOA is close to nadir.
Parts of the curves are plotted with a thin solid linestyle
in order to indicate invalid surface DOA estimation. The
deviation of the curve segment at the depth interval from
60m to 220m is primary due to the first null in the trans-



mission pattern, which corresponds to the depth of 135m.
The limits of the antenna gain corresponding to this curve
segment is 8 dB and 0 dB, respectively. Besides the an-
tenna null, the surface DOA estimation is affected by the
signal-to-clutter ratio (SCR) which are range dependent
due to nadir signal attenuation and the clutter backscatter-
ing pattern. It is seen from the figure that the valid seg-
ments are consistent with the simulations.

4.3 Clutter Suppression results
The data have been processed with three surface clut-
ter suppression techniques, namely beam-steering and two
variants of ML. In the case of beam-steering, the beam
has been steered towards nadir by coherently summing the
channels corresponding to the full aperture. The ML tech-
nique has been used with both the ML DOA estimated to-
pography data, and flat-surface simulated topography data,
corresponding to the dashed curves in Figure 3. The result-
ing nadir power signals are shown as functions of depth in
Figure 4.
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Figure 4: Surface clutter suppressed nadir intensity profile.

It is seen how the ML SCS algorithm, applied with ML
DOA data, suppresses a significant amount of clutter com-
pared to beam-steering, down to 85m and between 200m
and 300m. This is consistent with the surface clutter ex-
pected from the transmit pattern. In the interval between
85m and 200m the two curves coincide, which again can
be explained primarily by lack of surface clutter near the
first null of the transmission pattern. The gain limits as-
sociated with this null is 0 dB and −3 dB, respectively.
It should be noted that DOA estimation from Figure 3 is
also used for this interval, as for the ”valid” segments, even
though the estimate does not describe the true surface. This
makes sense, since the DOA estimation describes the dom-
inating off-nadir clutter.
The ML SCS algorithm applied with simulated DOA data
is seen to provide suppression similar to that of the ML
DOA variant, except for the region around the first null
where the performance of the simulation based variant is
inferior, presumably due to volume clutter. The perfor-

mance is also inferior near nadir where the SCS algorithm
is highly sensitive to DOA angle derivations.

5 Conclusion
Different algorithms for DOA estimation and SCS have
been described and applied to data acquired with PO-
LARIS over Antarctica. The DOA estimation for a flat
surface has been verified by comparison with simulations.
Both simulated and estimated topography data have been
used for SCS by means of the ML algorithm. The SCS
results seem to be consistent with the expected SCR pat-
tern. Both approaches are successful but a superior result
is obtained by estimating the topography.
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Abstract—Ice sounding radars are able to measure ice sheets
by profiling their glaciological features from the surface to the
bedrock. The current airborne and, in particular, future space-
based systems are suffering from off-nadir surface clutter, which
can mask the depth signal of interest. The most recent surface
clutter suppression techniques are based on multi-phase-center
systems combined with sophisticated coherent postprocessing. The
performance of the techniques can be improved by accurate
direction-of-arrival (DOA) estimates of the surface clutter. This
paper deals with data-driven DOA estimation for surface clutter
signals, which includes a formulation of the mathematical founda-
tion of spatial aliasing. DOA estimation is applied to data acquired
with the P-band POLarimetric Airborne Radar Ice Sounder at the
Jutulstraumen Glacier, Antarctica. The effects of spatial aliasing
related to a large phase center spacing are analyzed, and an un-
wrapping procedure is presented and applied to the data. Finally,
DOA estimation of full-scene data is analyzed and used to show an
along-track and incidence (off-nadir) angle dependent variation
of the effective scattering center of the surface return, which is
caused by a varying penetration depth.

Index Terms—Array signal processing, direction-of-arrival
(DOA) estimation, ice sounding, radar remote sensing, spatial–
spectral aliasing, surface clutter suppression.

I. INTRODUCTION

DURING the last 150 years, the Earth system has been sub-
ject to radical changes. Both human-induced changes and

the variability of the natural system have to be fully understood
and quantified to determine whether the consequence could be
destabilization of the Earth system. This insight implies under-
standing of the major subsystems and the coupling between
them. For this reason, understanding of the cryosphere is one
of the main objectives of the European Space Agency (ESA)’s
Living Planet Programme [1].

A. Radar Ice Sounding

Airborne ice sounding radars, or just sounders, have been
used since the 1960s to measure ice sheets by profiling their
glaciological features from the surface to the bedrock. Sounders
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Fig. 1. Vertical cross section of an ice sounding scenario illustrating the
across-track surface clutter geometry.

operate at low frequencies to avoid excessive attenuation of
the transmitted and reflected signals within the ice. This way,
sounders are able to penetrate deep into the ice and map the
bedrock underneath. A comprehensive overview of systems
developed before 1998 is presented in [2].

While airborne sounders are needed for detailed measure-
ments of fast-flowing outlet glaciers, a space-based sounder
might be capable of broad coverage with high spatial and uni-
form sampling over the interior of the ice sheets, which cannot
be realized from an aircraft with a limited range. Therefore,
when the International Telecommunication Union in 2003 allo-
cated a 6-MHz band at 435 MHz (P-band) for remote sensing,
a space-based ice sounding radar was proposed to ESA as a
possible Earth Explorer mission. Due to lack of knowledge of
ice sounding at frequencies as high as P-band, ESA commis-
sioned the development of the POLarimetric Airborne Radar
Ice Sounder (POLARIS) [3], with the objective of assessing the
feasibility of ice sounding at P-band from space.

B. Surface Clutter Suppression

Due to the curved wavefront of a propagating pulse, an echo
backscattered from a certain ice depth will be received by the
radar simultaneously with an echo backscattered by the surface
within the same range resolution cell, as illustrated in Fig. 1.
This surface component is referred to as surface clutter. The
weak depth signal of interest may be masked by these off-nadir

0196-2892 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 2. Doppler-processed surface resolution cells at different time instants.
The resolution cells are illustrated by the red areas enclosed by the dashed black
hyperbola. The blue annuli are the corresponding pulse limited resolution cells
without Doppler processing.

surface clutter signals located at the same electrical distance as
the depth signal from nadir.

Assuming flat topography and a nadir-looking sensor, the
clutter footprints corresponding to different ice depths are
described by annuli, as illustrated in Fig. 2. Clutter scattered
in the along-track direction can effectively be suppressed for
a synthetic aperture system by Doppler processing. This way,
the problem reduces to the across-track direction in the form of
surface returns from two angles (±θ) symmetric about nadir.
In the case of sloped, undulating, or more complex topography,
the surface clutter can consist of returns from multiple nonsym-
metric angles that are a function of both range and along-track
position, which can be intuitively deduced from the geometry
in Fig. 1.

It is shown [4] that surface clutter is the primary scattering
mechanism that obscures the subsurface echoes at higher oper-
ating altitudes, and surface clutter is therefore a major issue in
space-based ice sounding.

Airborne sounders have traditionally dealt with surface clut-
ter by employing large antennas in the across-track direction,
combined with low altitude. This way, across-track clutter is
suppressed for large off-nadir angles, due to the antenna pattern
and the backscattering pattern of the ice surface. For a space-
based sounder, a high altitude is implied by the orbit, and the
antenna dimensions are restricted by the launch vehicle. There-
fore, alternative and more sophisticated clutter suppression
techniques are needed. Although the problem of surface clutter
is less pronounced for airborne systems, sounding of areas with
complex topography and roughness, such as heavily crevassed
glaciers, is still a major technical challenge due to surface
clutter.

The current research focus, which is related to surface clutter
suppression, is based on a multi-phase-center antenna com-
bined with sophisticated coherent postprocessing. By using an
antenna array aligned in the across-track direction combined
with a multichannel receiver, beamforming techniques can be
used to synthesize adaptive antenna patterns that suppress the
surface clutter from off-nadir angles while a high gain is main-
tained in the nadir direction.

Early studies based on this technique are presented in [5].
The first experiments used beamsteering to coherently com-
bine the channels [4]. Recent studies have used the opti-

mum beamformer [6], null steering [5], [7], and the minimum
variance distortionless response (MVDR) beamformer [8] for
clutter suppression. The latter is also referred to as the Capon
beamformer. A comparison of the algorithms based on simula-
tions and POLARIS data can be found in [9].

MVDR exploits the covariance matrix of the received signal
to minimize the output power by constraining unity gain in the
nadir direction while trying to suppress signals coming from
all other directions. The MVDR is, in this sense, adaptive and
optimal, but the drawback is its lack of robustness for some
scenarios. If the desired subsurface signal is received from
a direction slightly different from what is expected (nadir),
the MVDR beamformer suppresses it, which is a phenomenon
known as self-nulling [10].

On the other hand, null steering and the optimum beam-
former require knowledge of the direction of arrival (DOA) of
the clutter signals. This implies a more cumbersome implemen-
tation and a potentially degraded performance compared with
MVDR, depending on the clutter scenario. The advantage is
more control of the synthesized patterns, which thereby offers
robustness. Most studies have relied on assumptions or models
of the topography to estimate the surface clutter DOA. How-
ever, even for fairly simple scenes, this approach might lead to
inaccurate DOA estimates that degrade the suppression perfor-
mance. Even if high-accuracy surface models are available, due
to penetration, this might not describe the surface defined by the
effective scattering center at P-band, which is the one needed
for the DOA-based clutter suppression.

In [7], the authors of this paper showed that a data-driven
DOA estimation leads to a better clutter suppression than
a model-based one. The DOA estimation is based on the
maximum-likelihood (ML) estimator that has been used by
Wu et al. [11] for bed topography mapping.

C. Spatial Aliasing

In order to reduce the system complexity and development
costs, the number of receive channels is, in general, kept at
a minimum. At the same time, a large antenna length in the
across-track dimension with a large number of elements is de-
sired for obtaining high gain and angular resolution. Therefore,
multiple elements might be connected to each of the receive
channels, and the resulting spacing of the effective phase cen-
ters can be up to several wavelengths. This implies ambiguities
known as grating lobes or, when seen from a signal processing
point of view, spatial aliasing, which complicates both DOA
estimation and beamforming.

In this paper, we deal with DOA estimation for surface clutter
suppression in the presence of spatial aliasing. We present
results based on data acquired with the POLARIS system in
East Antarctica in 2011. With a data-driven DOA estimation ap-
proach, we present how the effective scattering center elevation
of the air–ice interface and near-surface volume changes along
the flight track and with incidence angle. This finding is highly
relevant in relation to the development of efficient suppression
algorithms [7]. Furthermore, the variations can be used to char-
acterize the ice surface and in this way directly provide glacio-
logical information.
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Fig. 3. ULA with incoming plane wave.

D. Paper Outline

This paper is organized as follows. In Section II, the problem
of DOA estimation is summarized along with a formulation of
the mathematical foundation of spatial aliasing. Details on the
POLARIS system are provided in Section III. In Section IV,
we apply DOA estimation and the spatial sampling theory (see
Section II) to spatially undersampled ice sounding data. Finally,
in Section V, we summarize and conclude this paper.

II. DOA

Since the antenna dimensions are small relative to the ranges
of the surface and volume resolution cells, the plane wave ap-
proximation is valid for the corresponding returns. This way, a
return received from a specific direction by each of the antenna
phase centers, or sensors, can be modeled as a constant signal,
but with a progressive time delay across the array. Assuming
narrow-banded signals, such a time delay corresponds to a
phase shift, as illustrated for a uniform linear array (ULA) in
Fig. 3. The problem of determining the directions of received
returns is identical to what is known as the source location
problem [12] within spatial–spectral estimation theory. The
general signal model inherited from this field will now be
described and extended in order to feature spatial aliasing.

Based on Fig. 3, the signal received by the N sensors can be
expressed in vectorial form as

x(t) = a(θ)s(t) + e(t) (1)

where x(t) is an N × 1 vector, s(t) is the complex echo signal
at a reference sensor, e(t) is an additive Gaussian noise com-
ponent, and a(θ) is the so-called steering vector. The steering
vector describes the phase shifts at each of the sensors, i.e.,

a(θ) =
[
e−jωcτ1 . . . e−jωcτN

]T
(2)

where (·)T is the transpose operator, ωc is the center angular fre-
quency, and τn is the time delay at the nth sensor relative to the
reference. For a ULA, the steering vector can be expressed as

a(θ) =
[
1 e−jωs . . . e−j(N−1)ωs

]T
(3)

where

ωs = kd sin θ, for θ ∈ [−90◦, 90◦] (4)

with k = 2π/λ denoting the wavenumber and d the sensor
spacing. The restriction on θ is required in order to avoid the
geometric symmetric ambiguities, which are related to planar
arrays. It is shown that (3) is completely analog with a vector
of uniform samples of the complex sinusoid e−jωst. Motivated
by this analogy, ωs is called the spatial angular frequency.

A. Spatial Aliasing

In order to ensure that a(θ) is uniquely defined (i.e., to avoid
spatial aliasing), we see from (3) that the following condition
must be satisfied:

|ωs| < π (5)
�

d <
λ

2| sin θ| ∀ θ. (6)

This way, for θ ∈ [−90◦, 90◦], we get the well-known [13]
constraint, i.e., d < λ/2, in order to avoid aliasing. From the
analogy with temporal sampling, (6) can be interpreted as a
spatial Nyquist–Shannon sampling theorem. For a given sensor
spacing, the spatial Nyquist frequency in θ-space can be derived
from (6), i.e.,

θNQ = arcsin
λ

2d
, for d ≥ λ/2. (7)

Again, analog to a temporal sinusoid, we have that

e−j(ωs+2πm)n = e−jωsn ∀ m, n ∈ Z (8)

which shows that a spatial discrete-time sinusoid of any fre-
quency is identical to some sinusoid of frequency ωf in the
fundamental spatial frequency range [−π, π], i.e.,

ωs = ωf + 2πm, |ωf | ≤ π ∧ m ∈ Z. (9)

By combining (4) and (9), we can relate a spatial angular fre-
quency in the fundamental range to the corresponding set of
undersampled DOA angles

θ = arcsin
ωf + 2πm

kd
. (10)

B. Estimation Algorithms

The case of Q simultaneously received echo signals with
different DOAs can be modeled as an extension of (1) by
making use of the superposition principle

x(t) = A(Θ)s(t) + e(t) (11)

where A is the N × Q steering matrix formed by columnwise
concatenation of the steering vectors corresponding to each of
the Q signals, and s(t) is a vector collecting the Q signals at
time t, i.e.,

s(t) = [s1(t) . . . sQ(t)]T . (12)

The steering matrix A is a function of Θ, which is a vector
containing the Q DOA angles.

The N × 1 vector x(tm) constitutes a sample of the array at
time instant tm. Such an array sample is denoted a snapshot.
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When t1, . . . , tM denotes the time instants at which M snap-
shots of a specific target are acquired, a complete data model
can be expressed as

X = A(Θ)S + E (13)

where X and E are N × M matrices, A is N × Q, and S is
Q × M . Each column in X , S, and E corresponds to a specific
snapshot. For further details, see [11].

Many algorithms have been proposed for estimation of the
DOA angles contained in Θ. Conventional methods such as
beamsteering are suffering from low resolution, which, on the
other hand, is significantly improved with MVDR. The com-
mon advantage of these two nonparametric methods is that they
do not assume anything about the statistical properties of the
data. However, in cases where such information is available,
algorithms such as the subspace-based MUltiple SIgnal Classi-
fication (MUSIC) [14] and the parametric ML [15] algorithm
can more fully exploit the signal structure to provide superreso-
lution at the cost of increased computational load. The primary
underlying assumptions for these two algorithms are that the
impinging signals can be considered as narrow-banded plane
waves and that the number of these is known and less than the
number of sensors.

Computationally, MUSIC is a simpler estimator than ML,
which, on the other hand, in general, is able to offer better
performance, particularly at low SNR or for highly correlated
signals [15], [16]. MUSIC and ML provide the similar perfor-
mance, which is close to the Cramér–Rao bound for reasonably
high SNR [17].

The ML solution [15] of the DOA vector can be expressed as

Θ̂ML = min
Θ

tr
[
A(Θ)

(
AH(Θ)A(Θ)

)−1
AH(Θ)R

]
(14)

where tr[·] is the trace of the bracketed matrix, (·)H is the
Hermitian transpose, and R is the N × N data covariance
matrix estimated as

R =
1

M

M∑

m=1

x(tm)xH(tm). (15)

DOA estimation with ML under the assumption of Q signal
components involves a computational intensive Q-dimensional
search. However, using the alternating projection algorithm
[15] based on alternating maximization, the optimization prob-
lem is transformed into a sequence of much faster 1-D searches.
Furthermore, the algorithm exploits the projection-matrix up-
date formula [15], which provides a computationally efficient
scheme for the problem at hand.

III. SYSTEM DESCRIPTION

POLARIS [3] is a nadir-looking fully polarimetric sounding
radar featuring aperture synthesis. The system is operating at P-
band (435 MHz) and is developed by the Technical University
of Denmark (DTU) for ESA. POLARIS is equipped with a
multi-phase-center antenna and a multichannel receiver, which,
in its multiaperture configuration, supports single-polarization

Fig. 4. POLARIS eight-element antenna array: (top) under measurement in
the DTU-ESA Spherical Near-Field Antenna Test Facility at DTU and (bottom)
mounted under the fuselage behind the wings of the Basler DC-3 aircraft.

Fig. 5. POLARIS eight-element antenna array showing how the elements
(E0–E7) are combined into four subapertures (A0–A3).

coherent surface clutter suppression through offline processing
techniques. POLARIS was tested with a four-element antenna
[18] over Greenland in 2008 and again in 2009, where the
capabilities of profiling the bedrock at 3000-m depth were
demonstrated. In 2010, POLARIS was upgraded with an eight-
element (E0–E7) ULA of quadratic patches [19] aligned in the
across-track direction, as shown in Fig. 4. The array elements
are divided into four subapertures (A0–A3), each consisting of
two neighboring elements, as sketched in Fig. 5. All elements
are used for transmission with uniform weighting. POLARIS
is equipped with a four-channel receiver, where each receive
channel is connected to one of the four subapertures. The
element spacing is 480 mm, but from an array signal processing
point of view, the relevant parameter is the spacing of the effec-
tive phase centers corresponding to that of the subapertures, i.e.,
d = 2 · 480 mm. This parameter corresponds to the sensor spac-
ing in the signal model in Section II. At the given operating fre-
quency, this spacing corresponds to 1.4 times the wavelength,
which makes spatial aliasing possible according to (6).

POLARIS employs pulse compression using linear fre-
quency modulation pulse chirping with a bandwidth of up to
85 MHz. The transmitted chirp is weighted with a 5% Tukey
time-domain window in order to suppress distance sidelobes of
the compressed pulse [3].

For the Antarctica campaign, POLARIS was installed in the
Basler DC-3 aircraft of Kenn Borek Air Ltd.
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Fig. 6. Overview map with flight track for the acquired POLARIS data over
the Jutulstraumen Glacier. The black dashed arrow indicates the direction of
the glacier flow. Imagery is from the Landsat Image Mosaic of Antarctica
[20]. Grounding line (dark red) is from the ASAID project based on Landsat-7
imagery and ICESat/GLAS laser altimetry [21]. Contours are generated from
2-Minute Gridded Global Relief Data (ETOPO2).

IV. APPLICATION TO MEASURED DATA

In February 2011, POLARIS acquired multi-phase-center
data over the Jutulstraumen Glacier, Antarctica, as part of
the IceGrav campaign. A nominal flight track approximately
perpendicular to the glacier flow was defined by the two
waypoints JD3 and KM10, as illustrated in Fig. 6. Data from
four separate passes were acquired—two westbound and two
eastbound, namely, EW1, EW2, WE1, and WE2. In the figure,
three locations are defined along the track: locations A, B, and
C. East of location C, the track passes over a peninsula with
grounded ice. At the east end of the track where the terrain starts
rising, the ice is also grounded. Otherwise, the track consists of
ice shelf with low across-track topographic variations.

During a reconfiguration of POLARIS from polarimetric
mode to multichannel mode, a 180◦ phase shift was erroneously
introduced to the right-hand side of the array (A2–A3). This
introduced a nadir null in the transmit pattern. The erroneous
transmit pattern has been synthesized from test facility mea-
surements of the individual subapertures, as shown in Fig. 7.
The null is narrow and with finite depth; thus, the nadir return
is detectable, but with reduced sensitivity.

A pulse length of 2 μs was used in combination with the
maximum bandwidth of 85 MHz.

A. SAR Processing

The data are range compressed using a Blackman-weighted
matched filter. A time-domain back-projection algorithm [22]
is used for the SAR focusing and geocoding. As opposed to
frequency-domain-based processing, this algorithm allows an

Fig. 7. Transmit antenna pattern estimate. The actual (erroneous) pattern has
been synthesized from measured patterns of the individual subapertures.

accurate accommodation of surface slopes, sensor flight track
variations, and refraction at the air–ice interface. The algorithm
is shown to improve the quality of the focused data compared
with conventional frequency-domain sounder processing, but at
the cost of increased computational load.

The data are focused to a regular grid with a pixel spacing of
1 m in range and 1.5 m in the along-track direction.

An echogram for the WE1 pass is shown in Fig. 8, which
includes annotation of the three defined locations.

B. Spectral Aliasing and Unwrapping

A two-signal ML DOA estimation, corresponding to the left
and right clutter signals, is applied to each range bin in every
line of the scene. A moving average of 21 snapshots in the
along-track direction is used to estimate the covariance matrix.
Following this procedure, the snapshots correspond to azimuth
looks in SAR terminology. The estimated DOA as a function
of equivalent nadir depth at location A is shown in Fig. 9.
Equivalent nadir depth is defined as

z =
R − h√

εice
, R ≥ h (16)

where h is the sensor height above the ice surface at nadir,
and εice is the relative permittivity of ice. R is the range in air
given by

R =
ctd
2

(17)

where td is the two-way propagation delay time, and c is the
speed of light in air. The estimate in Fig. 9 is an incoherent
average over 350 lines (525 m in along-track), where each line
has been roll corrected. Before averaging, the data are filtered,
as described in detail at the end of the subsection. Gaps in the
curve indicate range gates with no valid data points. The figure
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Fig. 8. SAR focused echogram of the WE1 pass. The receive pattern is nadir looking, synthesized using beamsteering. The depth axis is relative to the mean
surface elevation of the ice shelf.

Fig. 9. Two-signal ML DOA estimate from pass WE1 at location A with
spatial aliasing (blue). The aliased part of the estimate is unwrapped and
plotted separately (red). A simulation based on a flat surface model is shown
(black dash–dotted curve) with and (black dashed curve) without aliasing. The
estimate is an incoherent average over 350 lines (525 m), where ±1 RMSE
with respect to the aliased model is represented by the gray shaded area. The
sensor height above surface is 3350 m.

also includes a simulation based on a flat surface model corre-
sponding to the geometry in Fig. 2, where the simulated DOA is
given by

θ̂ = arccos

(
h

R

)
. (18)

The sensor height is estimated from the radar data as the range
of the first surface return. A constant relative permittivity equal
to 3.15 is assumed for the ice.

From (7), we get that the spatial Nyquist frequency corre-
sponds to 21◦. By inverting (18) and combining with (16), this
corresponds to an equivalent nadir depth of 134 m. Therefore,
spatial frequencies corresponding to larger angles are aliased.
According to this, an aliased version of the model is also in-
cluded in the figure. Based on the data points from the 350 lines,
the root-mean-square error (RMSE) is calculated with respect
to the aliased model. Before the calculation, extreme outliers
defined as data points with opposite sign compared with the
model are removed.

Down to a depth of 75 m, the estimate fits the model very
well. As we get closer to the equivalent Nyquist depth, the esti-
mate becomes noisy and starts deviating from the model. Below
200 m, the noise again decreases, and a deterministic signal is
clearly estimated. Since the signal at these depths is undersam-
pled, the estimate is corrected by shifting the positive and neg-
ative branches by an amount corresponding to ∓2π in spatial
angular frequency, respectively, according to (10). As shown in
the figure, the corrected estimate is clearly in agreement with
the model. This way, an aliased estimate of a regular scene can
be unwrapped by using (10) and some rough prior knowledge
of the topography.

The deviations around the Nyquist depth are caused by more
factors. First of all, the first off-nadir null in the transmit
antenna pattern coincides with the Nyquist angle. Therefore,
the surface return is highly attenuated around the Nyquist depth,
which gives rise to increased noise. Furthermore, as the attenua-
tion of the surface return is increasing, the near-surface volume
scattering becomes more dominant. This will lower the effec-
tive scattering center, which results in smaller estimated DOA
angles and thereby a deviation from the model. Third, the signal
model with the assumption of two signal components might
in practice not be valid near the Nyquist depth due to noise
combined with a limited angular resolution. This way, only one
effective signal component might be present, which can lead to
the second signal estimated being artificial.
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Fig. 10. Two-signal ML DOA estimate from pass WE1 at location B (blue).
A simulation based on a flat surface model is included (red) along with a
corresponding spatial frequency scaled version that fits the estimate (black
dashed curve). The estimate is an incoherent average over 350 lines (525 m).
The sensor height above surface is 3300 m.

For these reasons, the data are filtered before the incoherent
averaging by removing any points that deviate more than 10%
from the model. The threshold is chosen large enough such that
the filtering does not affect the estimate outside the depth range
from 75 to 200 m.

C. Effective Surface Scattering Center

The same DOA estimation is repeated at location B, but
now only considering the near-nadir part of the estimate that
is nonaliased and undistorted. The estimate is seen as the blue
curve in Fig. 10. A clear systematic deviation from the model
is evident at location B. It turns out that the deviation can be
modeled by a scaling of the spatial model frequency. Motivated
by this, a scaled spatial angular model frequency ω̃s is defined
as ω̂s from (4) divided by a given parameter a, i.e.,

ω̃s = a−1ω̂s, a ∈ R+. (19)

The scaled DOA model with a scaling parameter equal to
a = 1.16 is shown as the dashed curve in the figure, which is
seen to fit the estimate very well. Based on this, the scaling
parameter is considered as a measure of the deviation between
the estimated DOA and the reference in terms of the flat surface
model simulation.

The following analysis suggests that the deviation is related
to a penetration depth of the clutter signal, which is varying
as a function of both the along-track position and the off-nadir
angle. A scaling parameter a > 1 means that the estimated spa-
tial frequency, and thereby the DOA, is numerically lower than
that of the model assuming pure surface scattering (see Fig. 2).
For a given range cell, a smaller DOA corresponds to increased
penetration in terms of a deeper located effective scattering

Fig. 11. Geometry of the modeled and estimated DOA illustrating the corre-
sponding penetration depth.

Fig. 12. Penetration depth corresponding to the observed deviation of the
DOA estimate at location B.

center, as illustrated in Fig. 11. The off-nadir penetration length
is defined as

ri =
R − ra√

εice
, R ≥ ra (20)

where

ra =
h

cos θ
(21)

is the range from the radar to the point of refraction at the ice
surface. The penetration depth is then defined as the vertical
projection of the penetration length

zp = ri cos θr (22)

where θr is the angle of refraction. This way, the deviation in
Fig. 10 corresponds to the penetration depth shown in Fig. 12.
As shown in the figure, the DOA deviation at 80-m equivalent
nadir depth corresponds to a 27-m vertical penetration of the
surface signals.

Simulations are performed in order to access the impact of
such penetration on surface clutter suppression based on DOA
models. The simulations are based on null steering with a
signal-to-clutter ratio of −10 dB, a sensor height above surface
equal to 3300 m, two uncorrelated clutter signals from ±11◦,
and are, otherwise, matching the parameters of the POLARIS
system. The simulations show a 10-dB increase in the estimated
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Fig. 13. Scaling parameter for WE1 with the peninsula masked out.

intensity of the nadir signal for a 27-m uncompensated penetra-
tion of the clutter signals.

In order to test the hypothesis of an along-track varying
penetration depth, we investigate the deviation along the entire
track for all four passes. In order to do this, we have designed
an automated fitting procedure for the scaling parameter. The
procedure is described in the following.

The first surface return in each line is detected and used to
flatten the data with respect to nadir surface elevation changes.
The DOA is estimated using the ML estimator with a two-signal
search based on nine snapshots in the along-track direction.
The DOA estimate is divided in the along-track direction into
segments of 200 lines. For each segment, samples with an
equivalent clutter depth between 10 and 40 m are used to
calculate the RMSE of the DOA estimate with respect to the
scaled model, i.e.,

RMSE(a, θoffs) =

√√√√ 1

N

N∑

n=1

(
θn − θ̃n(a) + θoffs

)2

(23)

where N is the number of samples, θ is the DOA estimate,
θ̃(a) is the DOA predicted by the scaled model, and θoffs is
an angular offset to handle any minor across-track slopes or
uncompensated aircraft roll residuals. Both of the two surface
signal DOA estimates are included in the RMSE calculation.
The RMSE is then minimized with respect to the scaling and
the offset parameter as a 2-D optimization problem. The scaling
parameter minimizing the function is stored for the along-track
position corresponding to the center of the segment, whereas
the offset parameter is disregarded in the further analysis.

To be able to directly compare all four passes, the scaling
parameter for each pass is resampled to a common grid. An
(s, c, h) coordinate system [23] aligned with the flight track is
defined. (s, c, h) coordinates are curvilinear coordinates defined
on a sphere that locally approximates the reference ellipsoid,
where s is the along-track coordinate, c is the across-track
coordinate, and h is the altitude above the reference sphere. The
origin of the coordinate system is set at the midpoint of the
nominal flight track. The radius of the approximating sphere is
chosen as the radius of curvature of the WGS84 reference el-
lipsoid in the along-track direction, evaluated at the origin. The
positive s-direction is from JD3 toward KM10, i.e., eastward.
An equidistant grid is now defined in the s-dimension of this
system to which the data are resampled.

TABLE I
CORRELATION OF THE SCALING PARAMETER BETWEEN PASSES

Fig. 14. Zoom of the parameter signal for all four passes.

Since the flat surface model is inappropriate at the peninsula,
the fitted scaling parameter is unreliable for this region. The
corresponding data are therefore masked out in all plots and
disregarded in the further analysis.

When the scaling parameter is considered as a function of
along-track position, it is referred to as the parameter signal.
The resampled parameter signal for WE1 is shown in Fig. 13.

The signal is seen to vary along the track in terms of a slow
negative linear trend overlaid by some faster smaller variations,
including a number of distinctive spikes. To test the null hy-
pothesis stating that the variations could be an artefact, e.g.,
introduced by the system or related to the acquisition, the data
from the different passes are mutually correlated. The moving
average based on 100 datapoints (30 km) is subtracted from
each parameter signal before correlating. The correlation co-
efficients of the mutual correlations are shown in Table I. The
coefficients vary from 0.62 to 0.90 between the different com-
binations, suggesting that the parameter variation is not an
artefact and therefore is related to the ice. A zoom of the
parameter signal for all four passes is shown in Fig. 14, which
illustrates the correlation between the signals.

In addition to the mutual correlations of the different passes,
the parameter signal is also correlated with the intensity of
the radar reflection for each pass separately. The intensity
signal is extracted in the along-track direction at a fixed range.
Correlations are in this way performed for a number of range
gates. The results are shown in Fig. 15, where the range is
expressed as the nominal DOA according to the flat surface
model in (18). Before each correlation, the moving average is
subtracted from both of the two signals.

To assess any along-track variation of the correlation coeffi-
cient, the signals are divided into nonoverlapping segments of
100 datapoints (30 km). Corresponding segments of the scaling
parameter and the intensity are correlated, and statistics based
on all segments from all passes are calculated and presented
in the figure. A large variation is observed for the near-nadir
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Fig. 15. Along-track correlation coefficient of the scaling parameter and the
radar reflection intensity for each pass. The independent variable (nominal
DOA) represents the simulated off-nadir angle at which the intensity signal
is extracted. The dashed black line is the average of the four passes. The gray
shaded area represents the distance of ±1 standard deviation from the mean.

TABLE II
CORRELATION OF SCALING PARAMETER AND INTENSITY FOR EACH PASS

returns, whereas a relatively low variation is seen at larger off-
nadir angles with a minimum around 11◦. In addition to the
minimum variation, the correlation coefficients themselves at-
tain a maximum at this same DOA. The correlation coefficients
at this extremum are presented in Table II. The relatively high
correlation coefficients strengthen the hypothesis of a relation
between the ice characteristics and the scaling parameter.

The hypothesis of varying penetration as the underlying
mechanism is supported by the three following observations.

First, in Fig. 13, it is shown that the scaling parameter is
larger than 1 for all along-track positions, which is consistent
with the occurrence of a lowered effective scattering center.

Second, the intensity waveforms at locations A, B, and C (see
Fig. 8) indicate different dominating scattering mechanisms,
which can explain the variation in depth of the effective scat-
tering center. The A-scopes for the three locations are shown
in Fig. 16. At location A, the shape of the two-way antenna
pattern is clearly seen in the intensity. This indicates that the
signal is dominated by scattering related to the air–ice interface,
and therefore also is in agreement with the model (a ≈ 1).
When looking at locations B and C, the scaling increases, and
the shape of the antenna pattern becomes less distinct. This
indicates that the scattering is less dominated by an interface but
rather volume scattering, which means larger penetration. The
antenna pattern is smeared out in the case of volume scattering
since the wave is reflected from a large DOA range, which
makes the effective backscattering coefficient insensitive to a

Fig. 16. A-scopes at locations A, B, and C in pass WE1. The receive pattern is
nadir looking, synthesized using beamsteering. Simulated normalized two-way
antenna power pattern is included for comparison.

narrow null. Furthermore, the stronger peak with faster rise and
fall times at location A is also characteristic for surface scatter-
ing. A larger specular component due to the smooth ice surface
increases the received power at very small incidence angles,
whereas increased forward scattering decreases the backscatter
power at larger angles.

Third, the extremum at 11◦ in Fig. 15 coincides with the first
null in the nadir-looking receive pattern, which corresponds to
the dashed curve (desired transmit pattern) in Fig. 7. This means
that the extremum occurs where the gain toward the surface
is low, which could indicate that the correlation is related to
volume scattering. Since the correlation coefficients are posi-
tive, high radar intensity corresponds to a large DOA deviation
and thereby a large penetration depth. This is consistent in the
way that stronger volume scattering would be expected for a
lowered effective scattering center.

The analysis suggests a relation between penetration depth
and intensity. The interpretation of this is a glaciological aspect
that will not be treated further in this paper.

V. CONCLUSION

The problem of spatial aliasing is relevant in relation to
possible future space-based ice sounding systems. A large
spacing of the effective array phase centers and thereby possible
spatial undersampling might be the compromise in order to
reduce system complexity while at the same time maintaining
a large antenna length. In relation to this, we have formulated
the problem of DOA ambiguities for a ULA as spatial aliasing
and provided the mathematical foundation that is analog to
what is known from the classical sampling theory. We have
estimated the DOA of spatially undersampled ice sounding data
and used the spatial sampling theory to successfully unwrap
aliased surface returns.
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Furthermore, we have analyzed the estimated surface DOA
for multiple passes of the same scene and observed a deviation
in the DOA estimate compared with a flat surface model.
The deviation varies as a function of geographic location, and
the analysis suggests a varying depth of the effective phase
center as the underlying mechanism. This finding is highly
relevant in relation to the development of DOA-based surface
clutter suppression algorithms, where simulations show that the
reported DOA deviations can significantly degrade the suppres-
sion performance. This applies to algorithms based on simple
surface models and even when high-accuracy digital elevation
models are used. Such models represent the physical air–ice
interface and not the surface defined by the effective phase
center as seen by a low-frequency sounding radar. By using
a correlation-based method, the DOA deviation as a function
of along-track position is compared with the radar intensity of
the surface return for a range of off-nadir angles. It is found
that the correlation coefficient attains a positive maximum at an
off-nadir angle corresponding to minimum antenna gain toward
the surface. This suggests that the variation in depth of the
effective phase center is related to the intensity of the volume
scattering.

In addition to the finding itself and its relevance in relation
to clutter suppression, the presented method is a novel appli-
cation of DOA estimation, which can be used to characterize
the ice surface and in this way directly provide glaciological
information.
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Abstract—In this paper, we analyze the direction of ar-
rival (DOA) of the ice sheet data collected over Jakobshavn
Glacier with the airborne Multi-channel Coherent Radar Depth
Sounder/Imager (MCoRDS/I) during the 2006 field season. We
extracted weak ice–bed echoes buried in signals scattered by
the rough surface of fast-flowing glaciers like Jakobshavn by
analyzing the direction of arrival of signals received with a 5-
element receive-antenna array. This allowed us to obtain much
needed ice thickness information for generating bed topography
of Jakobshavn Glacier. We also estimated ice–bed roughness and
bed slope from the combined analysis of the DOA and radar
waveforms. The bed slope is about 12 degrees and height standard
deviation is about 50 cm.

Index Terms—Airborne radar, direction-of-arrival (DOA) es-
timation, glacier, ice sounding, radar remote sensing, surface
scattering.

I. INTRODUCTION

SATELLITE observations show that both the Greenland and
Antarctic ice sheets are losing mass [1], [2]. Most of the

ice loss is occurring around ice-sheet margins and through fast-
flowing glaciers [3]. Although satellites provide much-needed
information on ice-surface elevation, surface velocity, and total
mass, there is currently no satellite-based sensor that is able to
measure ice thickness. Bed topography and basal conditions
for areas losing ice are needed to improve ice-sheet models.
These models are essential to predicting the response of the ice
sheets to a warming climate. One of the key parameters needed
is ice sheet thickness, which can be extracted using radar depth
sounding techniques [4], [5]. In addition, we are interested
in the basal conditions of the ice sheets as it determines the
boundary conditions of the ice sheet models.

A. Multi-phase-center-based Radar Ice Sounding

The weak nadirradar signals from the ice–bed interface are
often masked by off-nadir surface clutter, signals scattered
from extremely rough crevassed surfaces in ice sheet margins.
Synthetic Aperture Radar (SAR) processing can be used to
suppress surface clutter in the along-track direction, but it is

This work was supported in part by the National Science Foundation (NSF)
under Grant No. ANT0424589.

U. Nielsen and J. Dall are with the Department of Microwaves and Remote
Sensing, National Space Institute, Technical University of Denmark, e-mail:
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ineffective in reducing the across-track clutter. Large across-
track antenna arrays can be used to obtain a narrow across-
track antenna beam to suppress surface clutter in this direction.
At the same time, to avoid excessive attenuation of the
signals reflected within the ice, radars are normally operated
in the VHF part of the electromagnetic spectrum. The long
wavelengths in this band require large-antenna dimensions to
obtain an antenna beam that is sufficiently narrow to reduce
across-track surface clutter. Such large antenna dimensions
cannot be accommodated on airborne platforms, and additional
clutter suppression is, therefore, needed to compensate for
these limitations. The current research in this field is based on
multi-channel systems combined with advanced coherent post-
processing of data. By using multi-channel-receivers to sample
array elements individually, beamforming techniques can be
utilized to synthesize adaptive-antenna patterns that suppress
the surface clutter from specific off-nadir angles while a high
gain is maintained in the nadir direction [6].

B. DOA Estimation in Radar Ice Sounding

In addition to beamforming, the multi-phase-center systems
also provide the opportunity to perform direction-of-arrival
(DOA) estimation of the different signal components within
the received returns. Previously, DOA estimation has been
applied to data acquired with the 4-channel POLarimetric
Airborne Radar Ice Sounder (POLARIS) [7] developed by
the Technical University of Denmark (DTU), to improve the
performance of surface clutter suppression techniques [8]. The
DOA angles of the surface clutter can be estimated and used
to optimize the synthesis of the antenna patterns for improving
clutter suppression. In [9] DOA data are used as the primary
data product to produce swath measurements of the ice surface
and bedrock-topography. The results reported in [9] are based
on data acquired by the Multi-channel Coherent Radar Depth
Sounder/Imager (MCoRDS/I) [10] developed by the Center
for Remote Sensing of Ice Sheets (CReSIS) at the University
of Kansas (KU). The radar system is in this experiment
operated in ping-pong mode to provide 12 effective receive
phase centers. Estimation of the DOA angles of the surface
clutter and bed return are used to compute relative elevations
in slant-range geometry, followed by a mapping to ground
range to obtain the topographic map in Cartesian coordinates.
Recently, DOA estimation based on POLARIS data is used
to show an along-track variation of the effective scattering
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center of the surface return caused by a varying penetration
depth [11], which directly provides glaciological information.

In this paper we present further applications of the DOA es-
timation technique for radar ice sounding. We used MCoRDS/I
multi-phase-center data collected over Jakobshavn Glacier
during the 2006 Greenland field season to convert radar
echograms into a DOA representation. With this representation
of the radar data we were able to close some of the critical gaps
with respect to bed detection along the channel of the fastest
flowing glacier on the earth. A model-based approach was
then used to interpret the DOA estimation of the bed return.
Further analysis showed that the backscattering characteristics
of the ice-bed could be estimated by combining the DOA
data and the radar waveform data. Based on the data, the
across-track slope of the bed was estimated as a fitted model
parameter. Finally, information on the bed roughness was
obtained by forward modelling using the Incoherent Kirchhoff
Model (IKM).

C. Paper Outline

The paper is organized as follows. Section II provides details
on the MCoRDS/I system and the associated dataset. A signal
model is presented in Section III along with algorithms for
DOA estimation. In Section IV the algorithms are applied to
data and used to provide an alternative representation based on
DOA. This representation is used for detection of the bed in
Section V and for retrieval of its backscattering characteristics
in Section VI. Finally, in Section VII, we summarize and
conclude the paper.

II. SYSTEM AND DATA DESCRIPTION

MCoRDS/I is a high-sensitivity radar system developed for
the collection of ice-sheet data. During the 2006 Greenland
field mission, MCoRDS/I was installed on the DHC-6 Twin-
Otter aircraft from de Havilland Canada Ltd. At this time,
the system was referred to as the Multi-Channel Radar Depth
Sounder (MCRDS) [12] and was operated at 150 MHz with a
bandwidth of 20 MHz. The system was effectively configured
with a 10-element antenna array of folded dipoles mounted in
the across-track direction. The array was divided into two 5-
element sub-arrays installed under each wing, as shown in
Fig. 1. The left wing sub-array was used for transmission
and the right for reception. All elements in the transmit array
were excited with uniform weights during transmission. The
pulse length was 10 µs with a total transmit power of 800 W.
A multi-channel receiver was used to sample signals from
each receive-antenna element individually. The spacing of the
effective phase centers was approximate 0.3λ, where λ is the
wavelength in free space of the center frequency.

Data acquired with the MCoRDS/I system in 2006 at the
Jakobshavn Glacier were used for the DOA analysis. The
data were acquired according to the flight tracks shown in
Fig. 2. Results for a segment perpendicular to the ice flow are
presented in this paper. The segment was flown northward and
is highlighted in red in the figure. The altitude is approximate
750 m above the ice surface.

Fig. 1. A photography showing the 5-element sub-array of folded dipole
elements mounted under the right wing of the Twin-Otter aircraft.
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Fig. 2. Flight tracks over the Jakobshavn Glacier at the west coast of
Greenland in the 2006 field season.

A. Signal Processing

A linear frequency-modulated chirp was used for transmit-
ted pulses to employ pulse compression. The received data
were compressed using a matched filter with a frequency-
domain Hanning window to suppress range sidelobes.

SAR processing was used to improve the along-track
resolution by synthesizing a long aperture. The frequency-
wavenumber (F-K) focusing algorithm that exploits the Fast
Fourier Transform (FFT) for computational efficiency was
used for processing.

By using pulse compression and SAR procession, a nominal
resolution in range and azimuth of 25 ns (7.5 m in air) and 5 m,
respectively, was obtained.

III. DIRECTION-OF-ARRIVAL ESTIMATION

Several algorithms for DOA estimation exist. They include
the well-established MUltiple SIgnal Classification (MUSIC)
[13] and Maximum Likelihood (ML) [14] algorithms. Both of
these algorithms have super-resolution capabilities. Due to this
and further desirable properties, as well as their applications
in a number of fields, MUSIC and ML are the algorithms
chosen for the study in this paper. Within the field of radar
ice sounding, the algorithms have previously been applied a
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few times for different purposes. In [15], MUSIC has been
applied to data acquired with MCoRDS/I in a ground-based
configuration, while ML has been applied to data from the
airborne experiments in [9], [8], and [11].

We will now briefly describe the array signal model that is
the basis for both algorithms.

A. Signal Model
The signal received at time t by the N array sensors can

be expressed in vectorial form as

x(t) = a(θ)s(t) + e(t) (1)

where x(t) is an N × 1 vector, s(t) is the complex echo
signal at a reference sensor, e(t) is an additive Gaussian noise
component, and a(θ) is the so-called array transfer vector (or
steering vector). This vector describes the phase shift at each
of the sensors corresponding to the inter-element time delays
determined by the array geometry and the given DOA, θ:

a(θ) =
[
H1(θ)e−jωcτ1 . . . HN (θ)e−jωcτN

]T
(2)

where (·)T is the transpose operator, ωc is center angular
frequency, and τn is the time delay at the nth sensor relative
to an arbitrary reference sensor. Equation (2) also takes into
account the sensor transfer functions, Hn(θ).

By applying the superposition principle to (1), Q simul-
taneously received echo signals with different DOA can be
described in the following way

x(t) = A(Θ)s(t) + e(t) (3)

where A is the N×Q steering matrix formed by column-wise
concatenation of the steering vectors corresponding to each of
the Q signals, and s(t) is a vector collecting the Q signal
components at time t, i.e.,

s(t) = [s1(t) . . . sQ(t)]
T
. (4)

The steering matrix A is a function of the DOA vector Θ,
which contains the Q DOA angles.

A vector in a set of M array samples acquired at time in-
stances t1, . . . , tm, where the scene can be assumed stationary,
is denoted a snapshot. A collection of M snapshots can be
modelled as

X = A(Θ)S + E (5)

where X and E are N × M matrices, A is N × Q, and
S is Q ×M . Each column in X , S, and E corresponds to
a specific snapshot. For further details regarding the signal
model see [9], [16].

Before we move on to a review of the two algorithms, we
first define the sample covariance matrix as

R =
1

M

M∑

m=1

x̃(tm)x̃H(tm). (6)

where (·)H is the Hermitian transpose and x̃ is a measured
array sample corresponding to the signal model from (3). In
this way, the covariance matrix is estimated as an average
over a given set of snapshots. In this paper, the snapshots are
extracted as a number of consecutive samples in azimuth—all
at the same given range gate.

B. Multiple Signals Classification (MUSIC)

MUSIC exploits the eigen-decomposition of R, i.e.,

R = UΛUH (7)

where Λ is a diagonal matrix containing the N eigenvalues
of R, and U is an orthonormal basis consisting of the
corresponding eigenvectors.

The DOA estimates are determined as the Q highest peaks
of the so-called MUSIC-spectrum [13] given by

PMU(θ) =
1

aH(θ)UnU
H
na(θ)

(8)

where Un is the subset of eigenvectors in U that corresponds
to the N −Q smallest eigenvalues. The subspace spanned by
Un is known as the noise subspace.

C. Maximum Likelihood (ML)

The ML solution [14] of the DOA vector can be expressed
as

ΘML = min
Θ

tr
[
A(Θ)

(
AH(Θ)A(Θ)

)−1
AH(Θ)R

]
(9)

where tr[ · ] is the trace of the bracketed matrix. The ML
estimator with the assumption of Q signal components in-
volve a computationally-intensive Q-dimensional search. The
computation time can be reduced by applying the alternating
projection algorithm [14] based on alternating maximization,
which transforms the optimization problem into a sequence of
much faster one-dimensional searches.

IV. DOA REPRESENTATION OF RADAR ECHOGRAMS

Now we will utilize the DOA algorithms to obtain an alter-
native representation of the radar data. Consider the intensity
echogram in Fig. 3, which generated by coherently averaging
data from all receive channels. The DOA is estimated for each
pixel in the echogram. The number of signal components to
be estimated can be difficult to determine for the individual
pixels. For this reason, and to simplify the processing and
interpretation, the number of signal components are assumed
to be one for all pixels, i.e. Q = 1, even though this is incorrect
for some regions of the image. When this assumption does
not hold, the DOA of the dominating signal component tends
to be the one estimated, and in this way the estimate is still
meaningful.

By presenting the DOA estimates as an image with the
pixel color representing the DOA angle, the procedure can
be considered as a DOA representation of the echogram. The
DOA representation of the echogram from Fig. 3 can be seen
in Fig. 4 and Fig. 5 using MUSIC and ML respectively. The
covariance matrix is estimated based on 5 snapshots, and the
DOA images are filtered using a 5× 5 median filter to reduce
noise and outliers. The array manifold, i.e. the set of steering
vectors for the DOA interval of interest, is simulated [17] using
the electromagnetic FEM simulation software package HFSS
by ANSYS Inc., based on a combined model of the antenna
elements and the aircraft.

The outputs of the two algorithms are similar with respect
to the large-scale content. The DOA of the near-range pixels
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Fig. 3. Echogram based on coherently averaging of the receive channels. The
black rectangles show regions of interest: glacier channel (Z1) and bedrock
(Z2).
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Fig. 4. MUSIC-based DOA image.
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Fig. 5. ML-based DOA image.

are estimated with small (numerical) values, while the DOA
of the far-range pixels is large. Dark blue and dark red
represent far off-nadir signals while green represents near-
nadir returns. Parts of the ice–bed interface can be detected
as an abrupt transition from large to small estimated DOA
angles, where the dominating signal component changes from
off-nadir surface clutter or noise, to the first (near-nadir) return
from the bedrock. With respect to the small scale content,
the MUSIC images are much noisier compared to the ML
image. Furthermore, the ML image reveals large areas of off-
nadir surface clutter that appears due to a change of sign in
DOA angle compared to the background. The transition from
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Fig. 6. Enlargement (Z1) of glacier channel, echogram (upper) and ML DOA
image (lower).

ice to bedrock is much more significant in the ML image. In
both images, a distinctive color sweep-pattern in the estimated
DOA angle is seen right after the first bed return. Again, the
phenomenon is more pronounced in the ML image. Based
on this visual comparison of the MUSIC image and the ML
image, we conclude that the ML algorithm for this specific
scene and clutter scenario is preferable for the further analysis.

The next two sections address observations in the DOA
representation in terms of the detectability of the ice–bed
interface, and the sweep-pattern in the estimated DOA angle
at the bed.

V. RECOVERY OF ICE BED DETECTION GAP

By examining the echogram in Fig. 3, we can see that the
subsurface returns are highly contaminated by surface clutter.
The bedrock is detectable at the beginning and end of the
frame (left/right of the glacier channel), but at the middle
section (glacier channel), the weak bed return cannot be
discriminated from the clutter. Therefore, detection of the bed
is not possible, which nevertheless constitutes an important
data product in glaciological modelling.

Instead we consider the ML DOA representation for bed
detection. In Fig. 6, enlargements of the glacier channel in the
echogram and DOA image are stacked for easy comparison.
The colormap of the enlarged echogram is scaled to enhance
the local features. It is seen that the bed signal can be
discriminated from the clutter in the DOA image, which is not
possible in the radar-intensity echogram. Even though the bed
signal is flickering in the strong clutter region, the coverage
is sufficient to perform a reasonable trace of the interface as
illustrated in Fig. 7. The tracing is done by scanning each
line through range until a significant discontinuity from off-
nadir to near-nadir is detected. In the strong clutter region, the
detection might be based only on a few pixels in range. The
trace is interpolated at lines where no bed signal is present at
all.
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Fig. 7. Bed detection (white, dashed) based on the ML DOA image.
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Fig. 8. Enlargement (Z2) of the bed, echogram (top) and ML DOA image
(bottom).

In this way the DOA image can be a powerful representa-
tion for discrimination and visualization of different types of
targets, which can be used to interpret the echogram or for
direct applications such as bed detection.

VI. ICE BED BACKSCATTERING CHARACTERISTICS
ESTIMATION

We will now analyse the DOA sweep-pattern observed near
the bed. An enlargement containing a part of the bed is shown
in Fig. 8. A sub-image for further analysis is marked in the
figure. The following analysis suggests that the DOA pattern
represents an off-nadir return from a rough sloped bed.

The sounding geometry with notation associated with a
sloped (across-track) bed is illustrated in Fig. 9. Since the
data are Doppler processed in the along-track direction, the
along-track extent of the resolution cell is small. In this way,
the extent of the resolution cell is (pulse) limited to the across-
track direction at zero Doppler. At t0 the first bed return is
reflected corresponding to the shortest electrical distance from
the radar to the bed. By taking the refraction at the air–ice in-
terface into account, the DOA of this return corresponds to the
across-track slope of the bed. Later time, i.e. at t1, t2, . . ., two
signals are reflected corresponding to the left-hand side (LHS)

θ

φ

as

is

h

0t
1t

2t
3t

Air

Ice

Bedrock

Fig. 9. Geometry and notation associated with illumination of sloped (across-
track) bed at different range gates.
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Fig. 10. DOA estimation of the bed return along with a simulation based on
the geometric model from Fig. 9.

and right-hand side (RHS) intersections of the wavefront with
the ice–bed interface, as illustrated in the figure. It should be
noted that when referring to one of these two components, a
specific point on the bed can be described by either range,
DOA, or (propagation) time. Therefore, the representations
should be read as being ambiguous or interchangeable if either
the LHS or RHS intersection is considered. A rough ice–bed
interface is assumed such that energy is scattered back towards
the radar.

The across-track slope, φ(t0), and depth, si(t0), of the bed
is estimated using radar and DOA data for the boxed region
in Fig. 8. Based on these parameters, a DOA simulation for a
flat sloped bed is conducted. Furthermore, the DOA estimate
of the boxed region is averaged in the along-track direction to
a single line and plotted with the simulation as a function of
time in Fig. 10.

The simulation consists of an approximately symmetric two-
legged curve, where each leg corresponds to the LHS and
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Fig. 11. Two-signal ML DOA estimation and simulation of bed return.

RHS bed signal, respectively. It is seen that the estimate and
simulation fits very well, but clearly only one of the two
components is estimated by the DOA algorithm. The reason
for this is that a one-signal (Q = 1) ML estimation was
performed. In this case, the most positive DOA component
is estimated because of the transmit antenna pattern. Since the
pattern is directed towards nadir, the given signal component
is the one dominating the combined signal, hence the one
estimated by the DOA algorithm. At a less sloped part of the
bed, it was possible with a two-signal estimation to recover
both of the signal components from the bed, as seen in Fig. 11.
In the case of a small slope, the geometry is symmetric which
results in bed signals of equal amplitude. The retrieval of
both bed signals in the low slope scenario strengthens the
hypothesis of the bed reflections being the mechanism behind
the sweep-pattern.

The case of a single dominating bed signal combined
with the DOA information makes it possible to estimate
the backscattering characteristics of the bed for a range of
incidence angles. This is done by combining the intensity
waveform with the corresponding DOA estimate. However,
the backscattering information contained in the waveform is
affected by several factors such as a varying propagation dis-
tance, antenna patterns, refraction at the air–ice interface etc.
These factors need to be taken into account to get an accurate
estimate of the bed characteristics. In the following section,
we will describe a procedure for estimating the backscattering
pattern of the bed, which includes corrections of the intensity
waveform.

A. Detrending

We are still considering the data region marked in Fig. 8. To
get an accurate estimate of the DOA trace and the waveform of
the bed return, both the DOA data and the intensity radar data
are averaged in the along-track direction. However, the bed
has an along-track slope, which distorts the shape of the DOA
trace and the waveform when the data are averaged. Therefore,

Fig. 12. Illustration of the detrending procedure. Original echogram (left)
and the corresponding detrended output (right).

the data are detrended with respect to the along-track slope
before averaging. This is done by tracing the leading edge
of the waveform and shifting each line in range accordingly.
The procedure is equivalent to averaging in the surface parallel
direction and is illustrated in Fig. 12. The resulting DOA trace
and waveform after averaging are plotted as a function of time
in Fig. 13.

B. Fitting of Bed Model

To correct for attenuation and refraction at the air–ice
interface etc., the geometric model in Fig. 9 is adopted. The
model is fitted to the data shown in Fig. 13. As illustrated in
the figure with the vertical dashed lines, the data are clipped
in the range direction to capture the trailing edge of the
waveform and the valid part of the DOA trace. The bed model
is now fitted to the data by adjusting the slope parameter and
the propagation time corresponding to the closest approach.
The error, which is minimized, is evaluated in the DOA
representation corresponding to the difference between the
data and the model in Fig. 10. The across-track slope of the
bed is estimated by the fitted parameter to φ = 9◦, which
for the specific flight segment corresponds to the slope of the
glacier channel.

C. Waveform Correction

The data are now corrected for four mechanisms:
1) Receive gain
2) Transmit gain
3) Attenuation loss
4) Geometric spreading

1) Receive Gain: To improve the signal-to-clutter ratio,
suppress clutter and the secondary bed return, beamforming
is used to steer the receive-beam towards the direction of the
dominating bed return.

The output y of beamforming formulated as a spatial
filtering process is given by

y = hHx, (10)
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where h is the N × 1 filter weight vector. In the case of
beamsteering, the filter weights are given by [16]

h =
a(θ)

aH(θ)a(θ)
, (11)

where θ represents the steering angle. The normalization
ensures unity gain in the θ-direction, and the correction for
the receive gain is in this way incorporated into the filtering
process.

DOA data are simulated based on the fitted model and are
used as the steering angle in (11). A range varying beam is
in this way synthesized for, and applied to, each azimuth line.
The filtered data are then detected, detrended, and averaged
according to the procedure described earlier.

2) Transmit Gain: All transmit elements are used for
transmission without any tapering. The resulting transmit
pattern is shown in Fig. 14. By using the estimated DOA
data in combination with the pattern, the waveform can be
corrected for the antenna transmit gain. The antenna pattern
is based on simulations [17] and does not take dynamic

factors such as wing flexure and vibration into account. This
affects the true pattern particularly regarding the depth of the
nulls. Furthermore, energy from the secondary bed return and
from surface and volume clutter contributes to the received
signal, which smoothens the waveform when the transmit gain
towards the bed is low. Therefore, if the waveform is corrected
with the unmodified simulated pattern with deep nulls, high
amplification of the clutter will occur at angles corresponding
to the nulls. To avoid this clutter amplification, the nulls of the
pattern are filled before the correction is applied. The modified
transmit pattern is shown in blue in Fig. 14.

3) Attenuation Loss: The electromagnetic propagation
within the ice involves attenuation losses due to absorption
and internal scattering. It is seen from the geometry in Fig. 9
that the propagation distance in ice (si) for the bed return
varies with DOA. When the attenuation coefficient is assumed
constant, the attenuation loss is exponentially proportional to
the propagated distance in ice, i.e.

LA ∝ 10si . (12)

The attenuation loss varies with DOA and it can be taken
into account. Using the model, the distance is calculated as a
function of range and the waveform is corrected accordingly.

4) Geometric Spreading: The inverse-square law and the
two-way propagation of the pulse result in the geometric
spreading loss factor that is related to range in the following
way

LGS ∝ R4. (13)

When sa is the propagated distance in air, the range is
defined as R = sa + si which takes the refraction at the
air–ice interface into account. As for the attenuation loss, the
geometric model is used to calculate the range for each sample,
and the data are corrected accordingly.

D. Backscattering Pattern

The corrected waveform that represents backscatter from the
bed surface can be expressed as

σ(θ) = K
PBS(θ)10siR4

Gt(θ)
(14)

where PBS(θ) is the received power using beamsteering, and K
is a product of factors independent of DOA such as the system
gain and the attenuation coefficient of the ice. The normalized
backscatter is computed by dividing with the backscatter at
zero incidence, i.e.

σ̂(θ) =
σ(θ)

σ(θ0)
(15)

where θ0 is the DOA angle corresponding to zero incidence
at the bed, i.e. t = t0 in Fig. 9. Based on the model, the angle
of incidence at the bed is calculated from the refracted angle
φ and the estimated bed slope. The normalized backscatter as
a function of incidence angle is plotted in Fig. 15.
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Fig. 15. Estimated and simulated backscattering pattern of the bed surface.

With the assumption of a random surface with a Gaussian
height distribution, the IKM [18][19] is used to model the
backscattering coefficient:

σ0
IKM(α) =

Γ

2m2
s cos4 α

exp
(
− tan2 α

2m2
s

)
(16)

where α is the angle of incidence, Γ is the Fresnel reflectivity
[20] evaluated at normal incidence, and ms is the root mean
square (RMS) slope of the surface given by [19]

ms =

√
2σh
λh

. (17)

The parameters λh and σh are the surface correlation length
and RMS height, respectively. The IKM only depends on the
RMS slope and is therefore invariant with respect to a common
scaling of λh and σh as long as the validity conditions [18]
are fulfilled.

The backscatter is obtained by multiplying the coefficient
with the time-varying illuminated area, which is calculated
based on the fitted geometric model. Since the illuminated area
is rapidly changing for small incidence angles, backscatter is
only modeled for larger angles, where the estimate of the area
is more accurate and robust. The IKM is fitted to the estimated
data and is included in Fig. 15. A relative permittivity for ice
and bedrock equal to 3.2 and 6, respectively, is assumed. Based
on the fit of the IKM, the RMS slope is estimated to 0.22 or
12◦, which represents a measure of the bed roughness. For
comparison, a recent study [21] estimates bed RMS slopes
of Thwaites Glacier in West Antarctica based on radar ice
sounding, but with a different surface model. The slopes are
estimated to be between 6◦ and 8◦, which are comparable with
our findings for Jakobshavn Glacier.

VII. CONCLUSION

Novel applications of DOA estimation in relation to airborne
radar ice sounding are presented in this paper. We use the
MUSIC and ML estimators to convert the radar data into
a DOA representation, where the latter is seen to provide
superior performance. The DOA representation offers a better
visualization of the desired signals and clutter. Based on this

we are able to discriminate the desired bed return from strong
surface clutter in the channel of the challenging Jakobshavn
Glacier. We show how this can be used to close some of the
critical gaps in bed detection along the channel.

Furthermore, a geometric model is used to show how the
across-track slope of the bed is related to the DOA pattern of
the bed return. In a low slope scenario where the associated
geometry gives rise to comparable amplitudes of the LHS and
RHS bed signals, the DOA for both components is retrieved
and validated with the model. For larger slopes, it is shown
that the bed component received closest to nadir is dominant
due to amplification caused by the combination of the transmit
pattern and asymmetric geometry. This is exploited to retrieve
bed characteristics by combining DOA data and waveforms
of the radar data. By fitting the geometric model to the data,
the across-track slope is estimated. Based on the model, a
number of corrections are applied to the waveform to retrieve
the received backscatter of the bed surface as a function of
the local incidence angle. The backscattering pattern holds
information on the bed roughness. To further quantify the
roughness, the IKM is fitted to the data and used to estimate
a 12◦ RMS slope of the surface.
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Nomenclature

The following notation is used globally in the dissertation. However,
some symbols may have different meanings locally.

Functions and Operators

? Convolution operator
� Hadamard product (elementwise multiplication)
(·)∗ Complex conjugate
(·)T Transpose of a vector or matrix
(·)H Hermitian (conjugate) transpose of a vector or matrix
〈 · , · 〉 The inner product
|x| The modulus of the complex scalar x
‖x‖ The Euclidean norm of the vector x
arg(x) The argument of the complex scalar x
arg max

x
f(x) The maximising argument of f(x)

A+ The Moore-Penrose pseudoinverse of the matrix A
E{·} Expectation value of a random variable
diag(x) Diagonal matrix having the elements of x as diagonal
lnx The natural logarithm of x (base e)
log x The common logarithm of x (base 10)
PA Projection onto the range space of the matrix A
tr[A] The trace of the matrix A
var{·} Variance of a random variable
det[A] The determinant of the square matrix A
∇f The gradient of the scaler field f
∇2f The Laplacian of the function f

continued on next page
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170 Nomenclature

∇ · V The divergence of the vector field V
∇× V The curl of the vector field V

Symbols

a Steering vector (N × 1)
A Illuminated area
A Steering matrix (N ×Q)
B Bandwidth
c Speed of light in free space
d Array sensor (element) spacing
e Noise vector (N × 1)
E Noise matrix (N ×M)
f Temporal frequency
h Height over ground or altitude
h Spatial filter weight vector (N × 1)
I Identity matrix
k Wavenumber
ke Effective wavenumber
L Surface height correlation length
Ls Length of synthetic aperture
ms Surface RMS slope
M Number of snapshots
n Refractive index
N Number of array sensors (elements)
P Power
P Signal covariance matrix (Q×Q)
Q Number of signals impinging on the array
R Range
R Covariance matrix (N ×N)
R̂ Sample covariance matrix (N ×N)
Rp Fresnel reflection coefficient, p-polarization
s(t) Complex baseband signal
s Signal vector (Q× 1)
S Signal matrix (Q×M)
t Time
td Time delay, two-way propagation time

continued on next page
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Tp Fresnel transmission coefficient, p-polarization
u Propagation velocity
U Eigenvector
x Array signal vector (N × 1)
X Data matrix (N ×M)
z Depth
β Phase excitation
Γ Reflectivity or reflectance
ε Permittivity
ε0 Permittivity of free space
η Intrinsic impedance
θ DOA angle
θi Angle of incidence
θr Angle of reflection
θt Angle of refraction (transmission)
Θ DOA vector (Q× 1)
κ Noise scaling factor
λ Wavelength
λe Effective wavelength
Λ Eigenvector matrix
µ Magnetic permeability
µ0 Magnetic permeability of free space
ρ Range resolution
ρa Azimuth resolution, real aperture
ρs Azimuth resolution, synthetic aperture
σ Radar cross section
σ◦ Scattering coefficient
σh Surface height standard variation
σ2
n Gaussian noise variance
τ Pulse width
Υ Transmissivity or transmittance
ω Temporal angular frequency
ωs Spatial angular frequency
‖ Parallel polarization
⊥ Perpendicular polarization
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Abbreviations and Acronyms

AF Array Factor
AM Alternating Maximisation
BF Beamforming
BS Beam-Steering
CM Capon’s Method
CNR Clutter-to-Noise Ratio
CRB Cramér-Rao Bound
CReSIS Center for Remote Sensing of Ice Sheets
CS Compressive Sensing or Sampling
DEM Digital Elevation Model
DML Deterministic Maximum Likelihood
DOA Direction of Arrival
DTU Technical University of Denmark
EGI Embedded GPS/Inertial Navigation
ESA European Space Agency
ESTEC European Space Research and Technology Center
FFT Fast Fourier Transform
FSIR Flat Surface Impulse Response
GISMO Global Ice Sheet Mapping Orbiter
H Horizontal (polarization)
IEM Integral Equation Model
IKM Incoherent Kirchhoff Model
IPCC Intergovernmental Panel on Climate Change
KU University of Kansas
LHS Left-Hand Side
LIMA Landsat Image Mosaic of Antarctica
LS Least Squares
LTI Linear Time-Invariant
MARSIS Mars Advanced Radar for Subsurface and Ionosphere

Sounding
MCoRDS/I Multi-channel Coherent Radar Depth Sounder/Imager
MCRDS Multi-Channel Radar Depth Sounder
ML Maximum Likelihood
MLE Maximum Likelihood Estimate
MSE Mean Square Error

continued on next page
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MU Spectral MUSIC
MUSIC MUltiple SIgnal Classification
MVDR Minimum Variance Distortionless Response
NS Null-Steering
OB Optimum Beamformer
PDF Probability density function
POLARIS POLarimetric Airborne Radar Ice Sounder
PSD Power Spectral Density
PTR Point Target Response
RHS Right-Hand Side
RIP Restricted isometry property
RM Root MUSIC
RMS Root Mean Square
RMSE Root-Mean-Square Error
SAR Synthetic Aperture Radar
SCR Signal-to-Clutter Ratio
SCS Surface Clutter Suppression
SDS Shallow/Deep Sounding
SML Stochastic Maximum Likelihood
SNR Signal-to-Noise Ratio
SPM Small Perturbation Model
SVD Singular Value Decomposition
UAS Unmanned Aircraft System
ULA Uniform Linear Array
V Vertical (polarization)
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