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ABSTRACT

We propose a novel dynamic gate algorithm (DGA) for fast and accurate peak detection. The algorithm uses threshold determined detection window and Center of gravity algorithm with bias compensation. We analyze the wavelength fit resolution of the DGA for different values of signal to noise ratio and different typical peak shapes. Our simulations and experiments demonstrate that the DGA method is fast and robust with higher stability and accuracy compared to conventional algorithms. This makes it very attractive for future implementation in sensing systems especially based on multimode fiber Bragg gratings.
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1. INTRODUCTION

Fiber Bragg gratings (FBGs) have become more and more attractive in recent years because they are small, cost-effective, easy to manufacture, low weight, insensitive to electromagnetic interference and their optical spectra have good linear responses with respect to variations of temperature and strain [1]. It has been shown that polymer optical fibers (POF) can also be used in sensing systems with certain benefits [2,3,4]. The most common and commercially available FBG interrogation techniques are spectrometer based or swept laser based [5]. These techniques sample the reflected spectrum with a finite sample step, for spectrometers given by the pixel pitch in the diode array. The optical resolution of these techniques is often limited by the sample resolution and is relatively poor compared to, for example, Fabry-Perot filters [6] and Mach-Zehnder interferometers [7]. The resolution in the detected FBG peak position can be enhanced to sub-pixel level by applying different peak fitting algorithms, such as Center of Gravity (COG) [8] and Gaussian fitting [9]. However, the fitting algorithm should be chosen carefully to achieve the best wavelength fit resolution. Most of the conventional algorithms are designed to work with sharp Gaussian peaks and use a constant number of pixels for peak fitting. This can result in inaccurate results, when the peak shape is not sharp and narrow and if the peak shape changes during measurements.

Here we propose a fast and accurate peak detection algorithm, which is well suited for spectrometers with a limited number of pixels. The algorithm is based on a threshold-determined fitting window and a modified COG algorithm with bias compensation. Thus, the number of pixels used for peak determination is not constant and changes during measurements. This approach avoids sudden shift in the fitted wavelength and improves the wavelength fit resolution. Using simulations, we investigate the static and dynamic performance of the proposed method and compare it with four other algorithms: COG; least squares Gaussian fitting; linear phase operator (LPO) [10] and a fast phase correlation (FPC) algorithm [11].

2. THE DYNAMIC GATE ALGORITHM (DGA) PRINCIPLE

The basic principle of FBG sensing is to measure the reflected spectrum and to track the FBG peak position. Most conventional algorithms use a constant number of samples (pixels) for peak position calculations. The first step of these algorithms is to find the local maximum point and then take \( n \) points (neighbors) to the left and \( n \) points to the right of the maximum, so the total number of points is \( 2n + 1 \). Problems with this approach may appear when there is uncertainty in the determination of the maximum point. For example, as shown in Fig. 1(a), the maximum can be point number 1, but due to noise, the maximum can jump to point number 2. These jumps lead to changes in the points used for peak fitting. When point 1 is maximum, the selected points are between the two red dashed lines and when point 2 is
maximum, the selected points are between the two blue dot-dashed lines. The sudden jumps in the fitting window may produce sudden shifts in the fitted wavelength as will be illustrated in Section 3.

One way to avoid this problem is to simply increase the number of points in order to be sure to always cover the whole peak, however this approach has disadvantages: i) the fitting speed will be reduced; ii) adding side points will increase the noise and decrease fit resolution; iii) if peaks are close to each other the increased number of points may lead to the use of points from the neighboring peak. To overcome this problem we propose the threshold-based point selection, where all points higher than a threshold will be selected plus one left and one right endpoint, as shown in Figure 1(b). These endpoints are not part of the original data points, but are interpolated with the intensity and x-coordinate of the left point \((y_L, x_L)\) and the right point \((y_R, x_R)\) found in the following way:

\[
y_L = T \frac{T_{i+1} - T_i}{T_{i+1} - T_i}; \quad x_L = x_i + \frac{T - y_i}{T_{i+1} - T_i}; \quad y_R = T \frac{T_{k+1} - T_k}{T_{k+1} - T_k}; \quad x_R = x_k + \frac{y_k - T}{y_k - y_{k+1}}.
\]

Here \((y_i, x_i)\), \((y_{i+1}, x_{i+1})\), \((y_k, x_k)\) and \((y_{k+1}, y_{k+2})\) are the coordinates on each side of the threshold \(T\) on the left and right side of the peak, respectively as illustrated in Fig. 1(b). The fitting window borders are limited by the left endpoint \(x_L\) and by the right endpoint \(x_R\) and it is no longer discrete. This fact allows us to avoid sudden jumps of the fitting window, which appears when the measured peak shifts. The last step of the proposed algorithm is to process the selected points. Originally, we selected the COG algorithm for this purpose, because it is fast and has high accuracy. But the COG is sensitive to the DC level of the measured signal, which may vary during measurements, thereby decreasing the accuracy.

To overcome that problem we developed a modified COG algorithm with DC level compensation. The DC compensated COG, \(COG_{DC}\), of the measured spectrum between the point \(x_L\) and \(x_R\) is calculated in the following way:

\[
COG_{DC} = \frac{kc + i(c - r)}{k + c - r}
\]  

with \(c = \sum_{j=x_L}^{x_R} y_j x_j; \quad r = \sum_{j=x_L}^{x_R+1} y_j x_j; \quad R = \sum_{j=x_L}^{x_R+1} y_j; \quad k = \frac{2(i-r)+x_R-x_L+1}{2(x_R-x_L)}; \quad i = \frac{x_R+x_L}{2}.
\]

The calculated wavelength shift \(\Delta\) is equal to the DC compensated COG, where \(x_L\) and \(x_R\) are the left and the right interpolated points respectively, given by Eq. (1).

3. SIMULATIONS AND RESULTS

To evaluate the proposed algorithm, we performed simulations and comparisons using three different measured FBG spectra, as can be seen in Figure 2. In the first test we simulated the behavior of FBG 3 [see Fig 2 (c)] for an applied strain which is a linear function of time and with added white Gaussian noise with a signal to noise ratio (SNR) of 20 dB. We selected 10 neighbors for the COG and Gaussian fitting, the DGA threshold was set at 70% of maximum. Figure 3 reports the calculated peak position as a function of time. The conventional algorithms demonstrate poor performance due to the sudden jumps in the fitting window caused by shifts in the maximum point determination, while the DGA shows a nice linear response.
The aim of the second test was to calculate the wavelength fit resolution \( \sigma \) given by Eq. (3).

\[
\sigma = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\lambda_i - \bar{\lambda})^2}, \quad N=100000
\]  

We added white Gaussian noise with signal to noise ratios of 10 and 30 dB to the measured spectra (Fig. 2). For each SNR the peak position was calculated 100000 times to determine the wavelength fit resolution \( \sigma \) [see Eq. 3]. For the first spectrum, FBG 1, which is a typical single mode FBG peak, the maximum point is stable. Therefore, there are no sudden jumps of the fitting window and all algorithms perform well, as can be seen in Figure 4. The number of neighbors \( n \) was set to be 3 for FBG 1.

The problems appear with FBG 2 and FBG 3, where the maximum position is not stable. In order to overcome the problem with the sudden jumps appearing when using the conventional algorithms [see Fig. 2 (a,b)], we increased the number of neighbors to cover the whole peak. We selected 12 and 14 nearest neighbors for FBG 2 and FBG 3, respectively. The threshold in the DGA was set at 70% for all measurements. As can be seen our algorithm shows the best fit resolution for FBG 2 and FBG 3 for both low and high SNR (Fig. 4). Compared to the best conventional algorithms, the DGA improves the fit resolution by 32% and 33% for FBG 2 and 63% and 47% for FBG 3 for SNR=10 dB and 30 dB, respectively. When the peak shape is known, as for example for FBG 1 with the Gaussian shape, the best fit resolution is obtained with the Gaussian fitting. However, for the FBG 1 the DGA improves the wavelength resolution by 24% and 37% compared to the COG and the FPC algorithms, respectively, and shows almost the same result as the LPO algorithm.
The computation speed is the other important parameter for the performance evaluation of the proposed algorithm. It should be noted that the absolute computation speed depends on the number of points and the number of peaks. We measured the computation speed using FBG spectra shown in Figure 2 and then normalized it using the COG speed as a reference. The same data was fed to all algorithms, the number of neighbors and the threshold level was set to achieve the best fit resolution. All algorithms were implemented in LabVIEW. Table 1 reports the average relative speed for all different algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>COG</th>
<th>Gauss</th>
<th>LPO</th>
<th>FPC</th>
<th>DGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative speed, %</td>
<td>100</td>
<td>10</td>
<td>74</td>
<td>21</td>
<td>60</td>
</tr>
</tbody>
</table>

The DGA is 6 times faster compared to the Gaussian fitting and only 40 % slower than the simplest COG algorithm. The proposed method represents a good compromise between the fit resolution, robustness and computation speed. We have also carried out several experiments with different FBG sensors to evaluate the dynamic behavior and will demonstrate these results and results on the effectiveness of the method at the conference.

4. CONCLUSION

In this paper we presented an efficient and fast detection algorithm for multimode FBG sensing based on a threshold determined detection window and a bias compensated COG. The proposed algorithm demonstrated high robustness with highly improved wavelength fit resolution compared with conventional algorithms and the computation speed is 6 times faster than for Gaussian fitting algorithm. These properties make the DGA an attractive and suitable method for future implementation in sensing systems based on multimode fiber Bragg gratings.
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