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Abstract 

Oxygen electrocatalysis will be pivotal in future independent of fossil fuels. 

Renewable energy production will rely heavily on oxygen electrocatalysis as a 

method for storing energy from intermittent energy sources such as the wind 

and sun in the form of chemical bonds and to release the energy stored in these 

bonds in an eco-friendly fashion in fuel cells.   

This thesis explores catalysts for oxygen electrocatalysis and how carefully 

designed local structures on catalysts surfaces termed special active sites can 

influence the activity. Density functional theory has been used as a method 

throughout this thesis to understand these local structure effects and their 

influence on surface reactions.  

The concept of these special active sites is used to explain how oxygen evolution 

reaction (OER) catalysts can have activities beyond the limits of what was 

previously thought possible. The concept is used to explain the increase in 

activity observed for the OER catalyst ruthenium dioxide when it is mixed with 

nickel or cobalt. Manganese and cobalt oxides when in the vicinity of gold also 

display an increase in OER activity which can be explained by locally created 

special active sites. Density functional theory calculation provides an insight into 

the how the activity is increased at these special active sites and proposes a 

modified reaction mechanism for the oxygen evolution reaction on these sites. 

Another type of special active site can explain the production of hydrogen 

peroxide on nickel and cobalt incorporated in ruthenium dioxide at high 

overpotentials during the oxygen reduction reaction (ORR). Density functional 

theory calculations were used to explain this phenomenon.  

The special active sites concepts are used to propose a general unified approach 

to increase the efficiency for oxygen electrocatalysis (ORR and OER) using organic 

functional groups on another class of catalysts. These consist of graphene sheets 

modified to have a local porphyrine site with different transition metals ions as 

model systems. 

  



 
 

Resumé 

Oxygen elektrokatalyse vil blive central i en fremtid uafhængig af fossile 

brændstoffer. Vedvarende energi produktion vil afhænge af oxygen 

elektrokatalyse som en måde at opbevare energi fra energikilder med varierende 

energi output, så som vind eller sol energi, i kemiske bindinger og bæredygtigt 

frigive energien gemt i disse bindinger i en brændselscelle. 

Denne Ph.d. afhandling undersøger katalysatorer til oxygen elektrokatalyse og 

hvordan designede lokale strukturer på katalysatorens overflade her kaldet 

specielle active sites (på dansk særlige aktive steder) kan påvirke katalysatorens 

aktivitet.  Tæthedsfunktionalteori er blevet brugt i denne afhandling til at 

undersøge og forstå deres indflydelse på overfladereaktioner. 

Speciel active site konceptet bliver her brugt til at forklare hvordan 

oxygenudviklingskatalysatorer kan opnå aktiviteter, der er bedre, end den 

aktivitet, der tidligere var troet var den højest opnåelige. Dette koncept kan 

forklare den øgede aktivitet, der er blevet observeret i 

oxygenudviklingskatalysatoren rutheniumdioxid, når det er iblandet nikkel eller 

kobolt. Mangan og koboltoxider i nærheden af guld har også en øget 

oxygenudvikling der kan forklares ved hjælp af lokale specielle active sites. 

Tæthedsfunktionalteoriberegninger har givet en forklaring på hvordan den øget 

oxygenudvikling foregår på disse specielle active sites, og en ændret reaktion 

mekanisme for iltudvikling er blevet foreslået.  

En anden type specielle active sites kan forklare produktionen af 

hydrogenperoxid med nikkel og kobolt inkorporeret i rutheniumdioxid ved høje 

overpotentialer i oxygenreduktion. Tæthedsfunktionalteoriberegninger er blevet 

anvendt som del af denne forklaring 

Konceptet med disse specielle active sites er også brugt til at foreslå en general 

tilgangsvinkel til at øge effektiviteten for oxygenelektrokatalyse (oxygenudvikling 

og reduktion) ved hjælp af organiske funktionelle grupper på en gruppe 

katalysatorer. Denne type katalysatorer består af grafen der er modificeret til at 

have et lokalt område der minder om porfyrin med forskellige overgangsmetal 

ioner og de er brugt som model system.  
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1 Introduction 

Fossil fuels are without doubt the most efficient and easiest way to produce 

energy. The energy demand will only increases the population continues to grow 

and the more people want access to a better life quality. In 2012 the world 

energy consumption reached around 13371 million tonnes of Oil Equivalent or 

roughly 16,3 TW [1] and this is expected to increase in the future. By 2050 the 

consumption will reach somewhere around 30 TW which is a very conservative 

estimate assuming a lower growth rate that we have currently [2].  

The easy access to energy has come at a great price. The increase in CO2 and 

other greenhouse gas emissions are extremely likely to be the cause of global 

warming and observed climate changes such as risen sea-levels and an increase 

in extreme events such as floods, heat waves, cyclones and droughts  [3].  

Even without the risk of more severe climate changes at some point a transition 

away from fossil fuels is required as it is a finite resource even though there is 

still a debate of long the planets reserve of fossil fuels will last. 

It is still urgent to find a clean and more sustainable alternative to fossil fuels. 

Renewable energy sources such wind and solar power has the potential to 

replace fossil fuels. Nevertheless, the scale up will not be without difficulties.  

The sheer amount of energy required to replace fossil fuels put a heavy 

constraint on material selection [2], [4], [5] which has to abundantly available or 

used in tiny amounts. 

The ultimate power source is the sun and the catalysis for sustainable energy 

(CASE) is a research initiative and its goal is to utilise the power of the sun and 

store the energy in the form of chemical bonds using catalysis. The most direct 

approach is to use photo-electrocatalysis to convert the energy of the sun into 

chemicals in step. Alternatively it can be done indirectly by converting biomass 

into chemicals using catalysis or using the electricity generated from wind 

turbines or solar cells to form bonds using electrocatalysis. A visualisation of the 

possibilities for using the sun and catalysis to obtain fuel explored by the CASE 

initiative is shown in Figure 1.1. 
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Figure 1.1: Possible routes to harvest the energy of the sun and store in the form of valuable 

chemicals supported by the CASE initiative. 

Denmark has high ambitions for sustainable energy production. The goal is to 

have fossil fuels phased out and replaced by renewable energy sources  by 2050. 

This includes fossil fuels for transportation as well [6]. As more and more energy 

is produced from intermittent power sources such as wind turbines and solar 

cells energy storage becomes a major concern. Even today Denmark has in some 

periods, a surplus of electricity generated from wind power and the problem will 

be more noticeable in the future.  

Energy storage will play a vital role for a continued increase in electricity 

generation from intermittent sources. Electricity could be stored to provide 

energy for cloudy and windless days. Options of storing electricity include 

batteries and storing it as potential energy by pumping water up into high 

altitude water reservoirs. Battery technology is not yet a viable option as they 

are expensive and has a low energy density compared to fossil fuels. Pumping 

water to high altitude water reservoirs is also expensive and would require help 

from neighbouring countries which have mountain ranges suitable for these 

reservoirs [2].  

Another option is to store the energy from electricity in the form of chemical 

bonds using electrocatalysis in electrolysers. Water electrolysis represents a 

clean and CO2 emission free process for converting the water into hydrogen and 
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oxygen if the electricity used is from renewable energy sources. The hydrogen 

can be stored and used in fuel cells  to get electricity back. Electrocatalysts are 

needed for both hydrogen and oxygen evolution reaction (OER). However, it is 

the OER which limits the overall efficiency in water electrolysers. In fact, the OER 

and its counterpart the oxygen reduction reaction (ORR) collectively known as 

oxygen electrocatalysis is a fundamental bottleneck for widespread use of 

sustainable energy conversion from water electrolysers and fuel cells. Still, water 

electrolysis represents a relatively easy method for obtaining hydrogen. 

Computational studies offer valuable insight into the thermodynamics of 

electrochemical reactions and allow for studies  of catalysts at an atomic level 

which is yet to be achieved by experimental techniques. The computational 

studies enter as the part of the workflow shown on Figure 1.2 for understanding 

the theory behind catalysis. Theory and computational studies are an integral 

part of catalysts design on equal terms with synthesis, characterisation and 

testing.  

 

Figure 1.2: Ideal workflow cycle between synthesis, theory (computational studies), model 

systems and Characterisation. Figure is courtesy of www.cinf.dtu.dk 
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2 Theoretical basis 

In this section the theoretical basis for this thesis will be described starting from 

the very fundamentals of quantum mechanics, the Schrödinger equation and the 

electronic structure problem. This leads to the popular method of density 

functional theory and how it can be used to calculating thermodynamic 

properties such as reaction energies and ends with the concept of the 

computational hydrogen electrode. These concepts form the basis of theoretical 

eletrocatalysis which is the subject of this work.  

2.1 The electronic structure problem 

Condensed matter physics and chemistry typically try to describe systems of 

atoms with its interacting nuclei and electrons. At these small length scales 

Newton’s laws of motion are no longer valid. The analog of Newton’s second law 

in this world is the time-dependent Schrödinger equation [7]. In its time-

independent form its solutions describe the ground state of a system: 

ĤΨ=εΨ                      (2.1) 

Ĥ is the Hamiltonian of the system, Ψ is the wavefunction and ε is the total 

energy. The Schrödinger equation is deceptively simple but the Hamiltonian 

contains the kinetic energy of the electrons and nuclei (Te and TN), interactions 

terms for the Coulumbic attraction between nuclei and electrons, electron-

electron repulsion and nuclei-nuclei repulsion (VNe, Vee and VNN). Written in 

atomic units the Hamiltonian is then given by: 

Ĥ = �̂�𝑒 + �̂�𝑁 + �̂�𝑁𝑒 + 𝑉𝑒𝑒 + 𝑉𝑁𝑁                     (2.2) 

The kinetic energy for the electrons in the Hamiltonian is given by: 

�̂�𝑒 = −
1

2
∑ ∇𝑖

2𝑁
𝑖=1                                      (2.3) 

The kinetic energy of the protons is given by: 

�̂�𝑁 = −
1

2
∑ 1

𝑀𝐼
∇𝐼

2𝐾
𝐼=1                                   (2.4) 

The Coulumbic interaction between the positive nuclei and negative electrons is 

a double sum over the number of the electrons and nuclei: 

�̂�𝑁𝑒 = − ∑ ∑
𝑍𝐼

|𝑟𝑖 −𝑅𝐼 |
𝐾
𝐼=1

𝑁
𝑖=1                                         (2.5) 
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The electron-electron repulsion term: 

𝑉𝑒𝑒 = ∑ ∑ 1

|𝑟𝑖 −𝑟𝑗 |
𝑁
𝑗>𝑖

𝑁 −1
𝑖=1                      (2.6) 

The last term in the Hamiltonian is the nuclear-nuclear repulsion term: 

𝑉𝑁𝑁 = ∑ ∑
𝑍𝐼 𝑍𝑗

||𝑅𝐼 −𝑅𝐽 ||

𝐾
𝐽>𝐼

𝐾−1
𝐼=1                      (2.7) 

In the equation 2.3-2.7, Z is the atomic number of the nuclei, so its charge, M is 

the mass of the nuclei, r is the position of the electrons and R is the position of 

the nuclei. Solving this equation even numerically is only possible for very few 

particles and therefore approximations are needed.  

The Born-Oppenheimer approximation [8] is one of these approximations and a 

very commonly used one. It states that since the nuclei are three orders of 

magnitude heavier than the electrons the nuclei are effectively stationary when 

compared to the speed of the electrons. This means that the Hamiltonian above 

can be split into an electronic Hamiltonian and a nuclear Hamiltonian as the 

kinetic energy of the nuclei, TN can be removed and the nuclei-nuclei repulsion is 

constant. The electronic Hamiltonian is written as: 

Ĥ = −
1

2
∑ ∇𝑖

2𝑁
𝑖=1 + ∑ ∑ 𝑍𝐼

|𝑟𝑖 −𝑅𝐼 |
𝐾
𝐼=1

𝑁
𝑖=1 + ∑ ∑ 1

|𝑟𝑖 −𝑟𝑗 |
𝑁
𝑗>𝑖

𝑁−1
𝑖=1                   (2.8) 

More approximations are needed given the sheer number of coupled equations 

and variables that arises for any realistic system. There are several methods of 

solving this many-body problem. A very popular method is density functional 

theory (DFT). Its popularity is mainly due to its great compromise between 

accuracy and computational demand.  

2.2 Density functional theory 

Density functional theory is based on two theorems presented by Pierre 

Hohenberg and Walter Kohn in 1964 [9] which essentially accepts that the many-

body problem of any realistic number of electrons and protons is unsolvable and 

another approach is needed.  

2.2.1 Hohenberg-Kohn theorems 

The first theorem by Hohenberg and Kohn states that “there is a one to one 

correspondence between the ground state electron density and the external 

potential acting the system”.  
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This effectively means that all ground state properties can be obtained from the 

electron density. The total energy of the system E[ρ] is a functional of the 

electron density ρ(r) and depends on the external potential, Vext, the kinetic 

energy, T, and the potential energy from the electron-electron interactions, Vee: 

𝐸[𝜌(𝑟)] =  T[𝜌(𝑟)] + V𝑒𝑒[𝜌(𝑟)] + ∫ 𝑉𝑒𝑥𝑡 𝜌(𝑟)𝑑𝑟                      2.9 

So for any given external potential there is one unique ground state electron 

density. Using the ground state electron density instead of the positions of the 

electrons the number of variables are reduced from three variables per electron 

to just three.  

The second theorem by Hohenberg and Kohn states “that for any density the 

ground state energy is the minimum value of the energy functional”.  

The basis for DFT has been developed using these two theorems. The total 

energy of the system is a functional of the density and the minimum of this 

energy functional is the ground state energy which can be found using the 

variational principle. However, there is no information about the form of the 

functionals or how to determine them. 

2.2.2 The Kohn-Sham scheme 

The scheme that provides the necessary framework for making an approximation 

for finding the ground state density was published a year later by Walter Kohn 

and Lu Jeu Sham [10]. The challenge with correlating the external potential with 

the ground state electron density is the electron-electron interactions. Instead of 

finding a method for incorporating the electron-electron interaction, Kohn and 

Sham used a reference system which is entirely fictitious and has non-interacting 

electrons. This fictitious non-interacting reference system is constructed so that 

it gives the same ground state electron density of the system with interacting 

electrons. The Kohn-Sham Hamiltonian with non-interacting electrons is given 

by: 

𝐻𝐾𝑆 = −
1

2
∑ ∇𝑖

2 + 𝑣𝑒𝑓𝑓(𝑟)𝑁
𝑖=1                      2.10 

veff is the effective potential which ensures that the non-interacting reference 

system has the same ground state electron density as the real interacting 

system.  The Kohn Sham equations are then the Schrödinger equation which 

used the Kohn-Sham Hamiltonian. 

(−
1

2
∑ ∇𝑖

2 + 𝑣𝑒𝑓𝑓(𝑟)𝑁
𝑖=1 ) ψ𝑖(𝑟) = ε𝑖ψ𝑖(𝑟)                    2.11 
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The associated wavefunctions are related to the electron density: 

ε𝑖(𝑟) = ∑ |ψ𝑖(𝑟)|2𝑁
𝑖=1                       2.12 

The effective potential, veff is a sum of the external potential which is mainly 

generated by the nuclei of system, vext, the Hartree potential which is the 

classical Coulumb interactions between the electrons, vH, and lastly the 

exchange-correlation potential vxc. 

𝑣𝑒𝑓𝑓(𝑟) = 𝑣𝑒𝑥𝑡 (𝑟) + 𝑣𝐻 (𝑟) + 𝑣𝑥𝑐                      2.13 

This set of equations can be solved iteratively by starting with a trial 

wavefunction to determine an electron density and potential. Using the electron 

density a new wavefunction can be determined and the process is continued 

until self-consistency within a given convergence criteria is met. This is an exact 

formalism if it was not for the nature of the exchange-correlation functional  

2.2.3 Exchange-correlation functionals  

The exchange-correlation functional is a subject of its own. It is defined by its 

potential which is a functional derivative of Exc[𝜌(𝑟)]: 

𝑣𝑥𝑐 ≡
𝛿𝐸𝑥𝑐 [𝜌(𝑟)]

𝛿𝜌(𝑟)
                      2.14 

The exchange correlation functional is the contribution from exchange and 

correlation which makes the Kohn-Sham equations exact. It is also the collective 

contribution of all the things we can’t describe. Therefore approximations are 

required. 

Although the exchange-functional cannot be described mathematically the 

physical origin of exchange and correlation is known. Exchange is due to electron 

being fermions and is subject to the Pauli exclusion principle.  Two electrons 

cannot occupy the same position if they have the same spin. This gives an extra 

repulsion in addition to the repulsion from the electronic charge. Correlation is 

due to the motion of the electrons are not independent. The Coulumb repulsion 

decreases the likelihood of finding two electrons of in the vicinity of each other. 

The motion of the electrons is correlated and the electron density is therefore 

not homogenous.  

The level of accuracy of a given approximation will determine the reliability of 

the calculated ground state energy using DFT. Here two classes of 

approximations will be described, the local density approximation, LDA, and the 
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generalised gradient approximations, GGA. The reason that the exchange and 

correlation are approximated together is due to cancellation of errors. 

In the LDA approximation exchange and correlation is obtained using the 

exchange and correlation from the homogeneous electron gas which is a system 

of N electrons held together by a uniform positive background charge.  

𝐸𝑥𝑐
𝐿𝐷𝐴 = ∫ 𝜌(𝑟)𝑒𝑥𝑐

𝐻𝐸𝐺 (𝜌(𝑟))𝑑𝑟                     2.15 

Due to the simple nature of the homogeneous electron gas the exchange part of 

exc is known exactly and the correlation part is  calculated using very accurate 

quantum Monte-Carlo simulations. The LDA is only accurate for systems with 

slowly varying electron densities but has proved its merit over time. LDA has 

some  shortcomings such as favouring homogeneous systems, overbinding of 

molecules and solids [11]. 

While the LDA approximation is somewhat crude it performs reasonable well and 

it also the basis for the next level of approximation the GGA.  For the GGAs the 

gradient of the density is also taken into account which better describe systems 

with varying electron density. While this improves many properties such as bond 

lengths and total energies the GGA tend to overcorrect when comparing to 

experimental data. Unlike the LDA where the 𝑒𝑥𝑐
𝐻𝐸𝐺  is a known function it is not 

case for GGA which means that several GGAs exist. A very popular GGA is the 

PBE [11] which comes in various variations such as PBEsol for solids[ref], RPBE 

for adsorption energies [12] etc. In general the GGAs can written as a function of 

the exchange energy obtained from LDA 𝜀𝑥
𝐿𝐷𝐴 : 

𝐸𝑥𝑐
𝐺𝐺𝐴 = ∫ 𝜌(𝑟)𝜀𝑥

𝐿𝐷𝐴(𝜌(𝑟))𝐹𝑥 (𝑠(𝑟))                     2.16 

In which the exchange enhancement factor, Fx, is given by: 

𝑭𝒙 (𝒔(𝒓)) = 𝟏 + 𝜿 −
𝜿

𝟏+
𝝁(𝒔(𝒓))

𝟐

𝜿
⁄

                     2.17 

Here s(r) is the reduced density gradient which is given by. 

𝑠(𝑟) =
|∇ρ(r) |

2(3𝜋2)1/3ρ(r)4/3                      2.18 

For PBE the values of κ = 0.804 and µ = 0.21951 are chosen to obey the LDA limit 

at Fx = 0 and the Lieb-Oxford lower bound. revPBE [13] was created to give 

better adsorption energies but violates the Lieb-Oxford lower bound. In case of 

RPBE exchange enhancement factor was changed to obey the Lieb-Oxford lower 

bound. The exchange enhancement factor is changed to: 
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𝐹𝑥 (𝑠(𝑟)) = 1 + 𝜅 (1 − 𝑒−
µ(𝑠(𝑟))2

𝜅⁄
)                     2.19 

With 𝜅 = 0.804. As a result RPBE gives better adsorption energies than PBE the 

RPBE functional is used throughout this thesis.  

This is only a brief review of the key concepts in DFT. For a more comprehensive 

review the ABC of DFT is excellent [14]. 

2.3  Applied density functional theory 

Two open source codes have been used throughout this thesis, Dacapo and 

GPAW to determine the total energy of the systems described in this thesis . As 

already established DFT is a powerful approximation to finding the ground state 

energy but for any practical use of DFT further approximation is needed.  

The Kohn-Sham wavefunctions has to be expanded in some form. Dacapo uses 

plane-waves and GPAW was initially only a real-space grid code but now have 

modes which use plane-waves and linear combination of atomic orbitals. 

2.3.1 Plane waves and real-space grid 

Using plane waves to describe the wave functions is very advantageous for 

periodic systems as the plane waves can be selected to match the periodicity of 

the system using Bloch’s Theorem [15]. The wavefunctions expanded as plane 

waves in reciprocal space is given by: 

𝜓𝑖(𝑟) = ∑ 𝑐𝑖𝐺𝑒𝑖(𝐺+𝑘)𝑟
𝐺                       2.20 

G is the reciprocal lattice vectors, k is the wave vector in the first Brilliouin zone 

and ci are the expansion coefficients. To truly represent the wave functions an 

infinite number of plane waves would be required but the infinite sum of plane 

waves can be truncated using a cut-off energy, Ecut, such that 

1

2
|𝐺 + 𝑘| ≤ 𝐸𝑐𝑢𝑡                                        2.21 

The cut-off energy has to be chosen carefully to converge the total energy of the 

system or other property. It is element dependent but the energy of the system 

will decrease monotonically towards the ground state energy due to the 

variational principle.   

Wavefunctions can also be expanded on a real-space grid which is the finite-

difference mode in GPAW [16]. Instead of the cut-off energy the convergence 

parameter is the grid spacing. The advantage of the real-space grid compared to 
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the plane waves is when calculating large systems the finite difference mode 

parallelize better than plane waves which result in faster convergence . However 

the plane-waves are better for smaller systems. 

For both methods it is important to note that the cut-off energy and the grid 

spacing is not the only parameter to converge. There is also the matter of k-point 

sampling in the first Brillouin zone [17]. The wave functions must be evaluated at 

each reciprocal lattice vector and the number of these vectors can be infinite. In 

practice only a limited number of k-points are needed and it is a balance 

between having too few k points which will lead to questionable physical 

properties and too many k-points which will provide no benefit and will require 

excess computational power. 

2.3.2 Pseudopotentials and projector-augmented wave 

method  

The wavefunction of the electrons near the nuclei oscillates rapidly and it would 

require a very fine grid or very high cut-off energy in order to describe these 

oscillations accurately. Fortunately it is mainly the valence electrons which 

describe chemical properties. The approach to dampen these oscillations is to 

replace the real potential with a pseudo-potential which gives the correct wave-

function outside a chosen radius. This reduces the computational time required 

for a given system substantially.  In the Dacapo implementation the core 

electrons are represented by ultrasoft Vanderbilt pseudopotentials [18]. In 

GPAW the projector augmented wave method is used [17] and the 

pseudopotential equivalent is called a setup. Smooth wave-functions so-called 

projector functions replaces the all electron wave-functions when doing DFT 

calculations but in such a way that still provides access to the all-electron wave 

functions, density and potential if needed.  

It is important to note that the total energy of system is not meaningful on its 

own as it will depend on the choice of pseudopotentials or setup. However, the 

energy difference between two systems is still a meaningful quantity as long the 

energies have been calculated with same pseudopotential or setup. 

Another concern when performing DFT calculation is regarding the distinction 

between core and valence electrons. The inclusion of semi-core electrons in 

elements such as Ti and Ru can be important for some properties and irrelevant 

for others but calculations which include semi-core electrons can be difficult to 

converge. The developers of GPAW have solved this by introducing two different 

set of setups with or without semi-core electrons for relevant elements and left 
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it to the user to decide which setup is suitable for the problem at hand. In this 

thesis the work regarding RuO2 is done using setups without semi-core electrons 

and for the more recent work on MnOx and functionalised graphene sheets the 

setups including semi-core electrons was used.  

2.4 Gibbs free energy and catalysis 

 

The definition of the Gibbs free energy of a chemical reaction (Gr) is the 

difference between the Gibbs free energies of the all the products and all the 

reactants. For a general reaction the Gibbs free energy (G𝑟
0) is defined as: 

∆G𝑟
0 = ∑ 𝐺𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠

0  − ∑ 𝐺𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠
0                        2.22 

The 0 denotes standard conditions meaning 298.15K, 1 atm of pressure and a 

molar concentration of 1M. 

In an electrochemical cell the standard cell potential can be obtained from the 

Gibbs free energy of the net reaction that occurs in the cell: 

∆𝐺0 = 𝑛𝐹𝐸𝑐𝑒𝑙𝑙
0                       2.23 

Here n denotes the number of electrons involved in the reaction and F is 

Faradays constant. The standard cell potential Ecell is the difference between the 

standard potential of the cathodic and anodic reaction. In order to measure the 

potential at a single electrode a reference is needed. 

The International Union of Pure and Applied Chemistry, IUPAC, defines the 

electrode potential as the electromotive force of a cell in which the electrode on 

the left is a standard hydrogen electrode (SHE) and the electrode on the right is 

the electrode in question. The electrode reaction considered is:  

H(aq)
+ + e- → ½H2(g)                       2.24 

The absolute potential of the standard hydrogen electrode is by recommended 

by IUPAC to be set to 4.44 ± 0.02V but the exact value is still debated [19], [20]. 

As it used as a reference for all other electrode reactions  in electrochemistry it is 

set to 0 by definition.  

The standard cell voltage the is ideal potential that can be obtained for a 

electrochemical reaction but there are usually several losses associated with 

actual electrochemical devices such as full cells and electrolysers which prevents 

reaching the standard cell voltage. 
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These losses at a single electrode are collectively called the overpotential. The 

overpotential is essentially the difference between the potential at which a given 

redox reaction occurs on a given electrocatalyst surface and the standard 

potential (pH= 0, T = 298,15K and p = 1 atm.).   

Electrocatalysis is a subfield within catalysis in which catalysts modifies the rate 

of reaction on an electrode surface within an electrochemical cell.  In regular 

catalysis a catalyst will reduce the activation energy of a chemical reaction which 

will make a reaction occur where it previously could not, or increase the rate of 

reaction without being consumed.  A catalyst change the reaction mechanism by 

lowering the energy of select intermediates some of which are rate determining 

or by introducing more intermediate which have a lower energy between the 

initial reactant and the final product. A Schematic of this can be seen on Figure 

2.1. 

 

Figure 2.1: Two hypothetical methods of converting X and Y into Z. The black line represents 

the activation energy barrier (Ea) for converting X and Y to Z with no catalyst present. The red 

line represents the effect of the catalyst. The catalyst introduces several intermediate steps 

and lowers the activation energy.  ∆G is the free energy of the reaction and is the energy 

gained in this case from converting X and Y to Z. This schematic is courtesy of 

http://en.wikipedia.org/wiki/Catalysis.  

An electrocatalyst mounted on an electrode surface will lower the overpotential 

and the reaction will approach thermodynamic equilibrium which can be directly 

translated into saving energy in electrolysers when splitting water into H2 and O2. 

2.5 Gibbs free energies from DFT 

The total energies of a system obtained from DFT whether it is molecules or 

surfaces are calculated in vacuum and 0 K unless solvent is explicitly added. The 
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positions of the atoms are changed using a minimisation algorithm such as the 

Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm to find the configuration 

with the lowest energy by varying the atomic positions . The minimum energy 

found is not the Gibbs free energy as zero-point energies and the entropic 

contribution needs to be included afterwards. The Gibbs free energy can be 

expressed in terms of the DFT energy like: 

𝐺 = 𝐸𝐷𝐹𝑇 + 𝑍𝑃𝐸 − 𝑇𝑆 + 𝑝𝑉                     2.25 

At 0 K the atoms still vibrate and this effect is neglected by the Born-

Oppenheimer approximation. This correction to the DFT energy is the zero-point 

energy correction and can be determined using vibrational analysis in which 

atoms are displaced to find the vibrational modes of the system using a harmonic 

approximation. The sum of contributions from all vibrational modes, i, are given 

by: 

𝑍𝑃𝐸 =  
1

2
∑ ℎ𝜔𝑖𝑖                       2.26 

ωi is the oscillation frequency and h is Planck’s constant. The ZPE correction is 

usually only relevant for light elements that are loosely bounded together. For 

bulk materials or surfaces the effect is much smaller than the uncertainties in the 

DFT energy calculation. For gas-phase molecules and adsorbates on a surface 

that are studied in this work ZPE effects should be considered as they can vibrate 

more freely. The sum of the DFT energy and the ZPE correction can be thought of 

as an enthalpy and to obtain the Gibbs free energy the entropy term is needed. 

Tabulated values for the entropy contribution of the gas phase species are 

obtained from literature such as Atkins’ Physical Chemistry [21] and only the 

vibrational component of the entropy, obtained from a vibrational analysis, is 

used for the adsorbed species as the remaining entropic contributions either 

cancels due to only looking at energy differences or are negligible.  For liquid 

species the entropy correction is determined at the equilibrium pressure at 

standard conditions and these are also available in literature [21].  In principle 

the total zero point energy and entropy corrections are only relevant for H 

containing adsorbates when referenced to H2 due to steep potential well and 

correspondingly large gaps in the energy levels  in this potential well. 

For O2 the free energy is obtained from the experimental formation energy as O2 

with respect to water, since O2 is not very well described within DFT and deviates 

from experimental values with around 0.5 eV [22]. 
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2.6 Fuel cells and electrolysers 

Fuel cells and electrolysers share the same relationship as the oxygen reduction 

reaction (ORR) and oxygen evolution reaction (OER). A fuel cell is an 

electrochemical device which resembles the galvanic cell a lot but it is fed the 

fuel and oxidising agent which react at the anode and the cathode respectively 

producing power for utilisation. A sketch of a polymer exchange membrane 

(PEM) which is also sometimes referred to as a solid polymer electrolyte (SPE)  

fuel cell is shown in Figure 2.2.  

 

Figure 2.2: Fuel cell diagram showing the essential components of a fuel cell. Adapted from [23] 

The fuel is oxidised at the anode (in this case, H2 is being oxidised to H2O) while 

the oxidant is reduced at the cathode (here is the reduction of O2 to H2O). The 

reactions take place at the catalyst surface of the respective electrodes. The 

electrons are passed through the external circuit producing electricity as the 

electrolyte membrane allows for the transfer of ions but not electrons between 

the anode and cathode. The PEM fuel cells are particularly interesting as the 

polymer membrane conducts protons and enables a very compact design which 

could replace internal combustion engines. However, there are still issues with 

durability, cost and scarcity of catalyst materials which prevent industrial scale 

applications [24].  

For water electrolysers there are three different types based on the nature of the 

electrolyte. These types are the alkaline, PEM and solid oxide electrolysers. The 
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alkaline electrolysers are the most mature technology and offer the possibility 

for very pure hydrogen and oxygen production and are suitable for large scale 

production facilities.  

For more decentralised production of hydrogen the PEM electrolysers which 

have a solid proton conducting membrane have great potential but the more 

corrosive environment requires more noble catalysts for the anodic oxygen 

evolution reaction. There are PEM electrolysers available on the market but on 

much smaller scale than the alkaline electrolysers [25].  A PEM like membrane 

for alkaline water electrolysis is heavily desired to develop the field of alkaline 

polymer electrolyte electrolysers (APE) but for now liquid KOH is the electrolyte 

used for commercial alkaline water electrolysis . The liquid KOH electrolyte give 

issues with safety and requires large facilities for the electrolysis  [26]. However, 

the catalyst material is cheap and abundant as Ni based catalysts are quite 

effective and stable enough in the alkaline electrolyte [25]. 

While alkaline water electrolysis is the technology used in industry, PEM water 

electrolysis has some advantages. The PEM water electrolysers are much more 

compact due to the polymer electrolyte and it can operate at twice as a high 

current densities compared to alkaline water electrolyser [27]. A very popular 

membrane used in PEM electrolysers is Nafion®. This polymer membrane 

consists of perfluorosulfonic acid and is also used in the chlor-alkali process [28] 

and serves as the acidic electrolyte and the gas separator. This, combined with 

the higher current density, could potentially allow each household to produce its 

own power for consumption using solar cells when sunny and storing the excess 

power in hydrogen using a water electrolyser for use at night or when cloudy.   

However, the advantages mentioned above come at a cost. Currently PEM water 

electrolysers have problems with durability of the polymer electrolyte. PEM 

electrolysers requires very noble catalysts such Pt-Ir for the anode [29] or the 

dimensionally stable anode (DSA®) [30]. The DSA® are made of titanium and are 

coated with mixed oxides usually RuO2, IrO2 as the electrocatalysts when used 

for the OER. TiO2 is added in order to increase the stability. However, the  

catalyst loading is still too high for these materials cannot step up to the terawatt 

challenge [5]. 

The PEM water electrolysers have been investigated as a viable method for 

producing hydrogen in a system where they are connected directly to the power 

grid and a system where they are not. If the full potential of water electrolysis 

and a clean production of H2 is going to be realised either major improvements 

for water electrolysers in terms of efficiency and cost is needed [31]. Without 
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this the cheapest process and the main source of H2 is currently steam reforming 

which converts hydrocarbons such as methanol into CO, CO2 and H2. This does 

not solve the CO2 emission problems but could be a cross-over technology to 

become independent of decreasing fossil fuel deposits. The problem with steam 

reforming is that the hydrogen must be post processed to remove any residual 

CO if the hydrogen is for use in fuel cells as CO is a known to poison the Pt based 

catalysts [32]. 

For both PEM fuel cells and electrolysers it is widely acknowledged that the 

largest part of the overpotential is due to the poor OER or ORR activity. This does  

not matter if it in PEM water electrolysers [33] or solar water splitting cells [34].  

There is a great focus on designing better catalysts for these reactions and/or 

replacing the current state-of-art materials with cheaper alternatives which is 

also the topic of this work. There are other causes to overpotentials also called 

loses in fuel cells and water electrolysers which will be more important as more 

efficient catalysts for oxygen electrocatalysis is found. 

Parasitic reactions can lower the equilibrium electrode potential. This is mostly 

due to fuel crossover through the electrolyte. The support and catalyst can also 

be corroded. 

There are also ohmic losses which are due to the resistance in the electrical 

contacts and the electrolyte.  

Lastly, there are mass transport issues which are due to the oxygen transport 

through the diffusion medium and the electrode layer. 

The mentioned causes to the overpotential is based on the PEM fuel cells [35] 

but as the design of a PEM fuel and water electrolyser is so similar these 

contribution to the overpotential are the same.  

2.7 Computational hydrogen electrode 

The computational hydrogen electrode (CHE) developed by Nørskov, Rossmeisl 

and co-workers [36] has been used throughout this thesis to calculate adsorption 

energies for intermediates for the electrochemical evolution or reduction of O 2.  

The CHE resembles the SHE as the electrode reaction is the same, the evolution 

of hydrogen: 

H(aq)
+ + e- → ½H2(g)                       2.27 

As chemical potential of solvated protons and electrons are notoriously difficult 

to determine using DFT, the CHE allows for the replacement of these chemical 
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potentials with the chemical potential of a hydrogen molecule in the gas phase 

which is obtainable using DFT. Now the adsorption energies which involve 

coupled proton and electron transfers can be determined using molecules in the 

gas phase as a reference. 

A suitable example is the binding of water to an active site on a surface, denoted 

by *. This will form an adsorbed *-OH intermediate on the surface and release a 

proton and an electron. The reaction is given by: 

* +H2O → *-OH + H++e-                     2.28 

The associated reaction free energy using the CHE model which replaces the 

energy of the electron and proton with half a hydrogen molecule is: 

∆𝐺0 = 𝐸(∗ −𝑂𝐻) +
1

2
𝐸(𝐻2) − 𝐸(∗) − 𝐸(𝐻2𝑂) + ∆𝑍𝑃𝐸 − 𝑇∆𝑆                       2.29 

Where the E is the energies of the systems calculated using DFT, ∆ZPE are the 

zero-point energy corrections and T∆S are the entropic contributions of the 

involved species. 

Equation 2.29 only applies to standard conditions (pH= 0, T = 298,15K and 1 atm 

of pressure) and with no applied potentials. The free energy changes with 

applied potential with eU where U is the potential and e is the charge of the 

electrons and protons involved in the reaction. pH effects are added via the 

Nernst equation which takes concentration effects into account meaning that 

the reaction free energy is given by: 

∆𝐺(𝑈) =  ∆𝐺0 − 𝑛𝑒𝑈 − 𝑘𝑇𝑙𝑛([𝐻+])                     2.30 

Here k is the Boltzmann constant, T is the temperature and n is number of 

electrons.  

For a reaction to be spontaneous the reaction free energy of each of the involved 

steps in the reaction mechanism needs to be negative.  By tuning the potential 

(U) otherwise unstable intermediates which have a positive binding energy at 0 

potential binds to the surface by applying a potential allowing for surface 

reaction to occur. By applying a potential endothermic reaction such as OER can 

occur on electrode surfaces. The free energy diagram for rutile RuO2 [37] is used 

to illustrate the effect of applying a potential and is shown in Figure 2.3. At no 

applied potential the OER is uphill and at a potential of 1.23V this is still the case 

even though that is the thermodynamic equilibrium potential. For the OER to 

occur on RuO2 a potential of 1.65V is needed since that is the largest difference 
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in binding energies. The excess potential, compared to thermodynamic 

equilibrium potential, which is required to force the all the intermediates 

downhill in energy is called the overpotential for the OER. 

 

Figure 2.3: The free energy diagram for the OER on rutile RuO2 at three different potentials to 

illustrate the concept of the overpotential. At no applied potential (black) and the equilibrium 

potential (red) there are still intermediates that are uphill in energy. The overpotential is the 

excess potential required to have a downhill reaction (blue).  

It should be noted that for the ORR the goal is to obtain the smallest potential 

difference between the thermodynamic equilibrium potential and the operating 

potential and still have a downhill reaction. Here, the lowest reaction energy will 

be the potential limiting step. 

Using this approach, no solvent effects are taken into account unless explicitly 

done so in the calculation by adding water molecules which is not done in this 

work. However, to fully model the electrochemical interface between electrolyte 

and catalyst surface is not within the scope of this project and it is far from 

trivial. Therefore, one has to keep in mind that the goal for theoretical design of 

catalysts is not necessarily to match the experimental properties as long as the 

trends in activity is captured and the fundamental properties of the catalysts can 

be determined. In this work, only the thermodynamic part of the overpotential is 

considered and since the intermediates that are studied for the OER and ORR do 

not have a sufficient dipole moment to interact with the electric field or the 

water structure the energies should not vary with pH. Kinetics and reaction 

barriers are a different problem entirely as is still not fully understood how these 

vary with the potential [38] and is not dealt with in this framework.  
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3 Theoretical oxygen electrocatalysis 

This section will give a brief overview of the theoretical advances within oxygen 

electrocatalysis meaning both the ORR and the OER. The concept of the scaling 

between intermediates in electrocatalysis will be explained and how these 

scaling relations can influence the minimum theoretical overpotential. 

Experimental findings are included to further expand the understanding of the 

oxygen electrocatalysis and to support the theoretical advances. 

3.1 Oxygen reduction reaction 

Oxygen electrocatalysis is the focus point of this thesis. Oxygen electrocatalysis is 

the conversion between water and O2 either by using electricity to split water 

into hydrogen and oxygen gas or producing electricity from the hydrogen and  

oxygen gas reaction into water: 

H2O ↔ H2 + ½O2                         3.1 

The water splitting is endothermic and is a complicated process which involves 

the removal of protons and an O-O bond formation. The potential required to 

split the water molecule is in principle only 1.23V but as mentioned in the 

introduction there are several loss mechanisms which lead to a large 

overpotential. For the reverse reaction there is also an overpotential which limits 

the potential a fuel cell can produce. A large part of the overpotential is due to 

what is typically called the “slow or sluggish kinetics” of the ORR or OER 

[39][40][41].  

It is also possible to form H2O2 as a final or intermediate product when reducing 

O2. Here the main focus is on the full 4 electron conversion between O2 to H2O. 

The overpotential associated with ORR has been shown to be at least partly 

thermodynamic in nature using computational studies.  The origin of the 

overpotential [42] for the ORR was explained by looking at various transition 

metals and observing a linear scaling between the binding of the involved 

intermediate as a function of the transition metal surface.  Two mechanisms 

were discussed in this framework; the dissociative and the associative 

mechanism.. The active site on the metal is denoted by an asterisk (*) in the 

reaction mechanism for the ORR which is listed below. It involves 4 coupled 

proton and electron transfers. In the dissociate mechanism the O-O bond 

breaking occurs during the initial adsorption of O2: 
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½O2(g) + * →  *=O                        3.2 

The individual *=O intermediates are then reduced to H2O separately using an 

electron and a proton transfer. 

*=O + H++e- → *-OH                        3.3 

*-OH + H++e- → * + H2O                        3.4 

To convert a full O2 molecule requires 4 electron and protons as shown in 3.2-

3.4. 

In the associative mechanism the O-O bond splitting is separate from the initial 

binding of O2. Instead, a proton is adsorbed forming a peroxide intermediate 

which is then attacked by a proton forming water and the *=O intermediate. 

O2(g) + H++ e-   *→  *-OOH                       3.5 

*-OOH +  H++ e-  → *=O + H2O                       3.6 

*=O + H++ e- → *-OH                                            3.7 

*-OH + H++ e- → * +H2O                          3.8 

The associated binding energies of *-OH, *=O and *-OOH can be calculated using 

the computational hydrogen electrode: 

𝐺𝑂𝐻 = 𝐺∗ + 𝐺𝐻2 𝑂 − ½𝐺𝐻2
                                       3.9 

𝐺𝑂 = 𝐺∗ + 2𝐺𝐻2 𝑂 − 𝐺𝐻2
                                     3.10 

𝐺𝑂𝑂𝐻 = 𝐺∗ + 3
2⁄ 𝐺𝐻2 𝑂 − 𝐺𝐻2

                                     3.11 

If the binding energies of the intermediates are calculated using the same 

reference surface. The individual reaction energies can be obtained: 

∆𝐺1 = 𝐺𝑂𝐻                                           3.12 

∆𝐺2 = 𝐺𝑂 − 𝐺𝑂𝐻                       3.13 

∆𝐺3 = 𝐺𝑂𝑂𝐻 − 𝐺𝑂                       3.14 

∆𝐺4 = 𝐺𝑂2
− 𝐺𝑂𝑂𝐻                       3.15 
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For the ORR the overpotential is then the equilibrium potential (1.23 eV) minus 

the minimum of the individual reaction energies.  

This relatively simple approach correctly observed Pt, Pd and Ir that are good 

catalysts for the ORR which is also observed experimentally. The correlation 

between theoretical and experimental findings verifies the procedure and this 

marked the beginning for the describing oxygen electrocatalysis using DFT [42].   

Even the best catalysts for the ORR have an overpotential associated with them 

limiting the overall activity. The cause of the overpotential was later attributed 

to the a constant offset of 3.2 eV between the binding of *OH and *OOH which is 

universal for metals, alloys [43] and oxides [37] with a single active site as seen in 

Figure 3.1. This universality of the linear scaling relations in electrocatatalysis is 

also present in heterogeneous catalysis and can also limit the activity of 

heterogeneous catalysts in various reactions [44].   

 

Figure 3.1: Scaling relation for the binding of *OH, *O and *OOH as a function of the binding of 

*OH for numerous materials. The squares represent binding energies found on metals and 

alloys [43]  and the circles represent binding energies found on oxides [37] . Here GOOH = GOH + 

3.2eV = and GO = 2GOH relative to H2O and O2. 

The lines in Figure 3.1 are estimations of the binding energies of *=O and *-OOH 

using the assumptions that GO = 2GOH and GOOH = GOH + 3.2eV.  As all the energies 

are calculated as a function of the binding of GOH for each electrocatalyst a single 
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catalyst is represented by three horizontal data points which ideally should be 

found on the lines. While there are some scatter from the first assumption the 

second assumption is more reasonable. As there are two coupled proton and 

electron transfers between these two intermediates the ideal value would be 

2.46 eV as the thermodynamic equilibrium potential for the water formation 

from hydrogen and oxygen gas is 1.23V.  The linear scaling relations between *-

OH and *-OOH is as observed 3.2 eV which means that an overpotential of 

around 0.4V is seemingly unavoidable for both the ORR and the OER due to the 

linear scaling relations.  For the ORR the offset means that the potential limiting 

step in most cases is either the initial binding of O2 forming *-OOH or the final 

step which is the second release of H2O. The theoretical overpotential is 

determined by taking the equilibrium potential of 1.23 V and subtracting the 

binding energy of the potential limiting step. These linear scaling relations 

between intermediates involved in a catalytic reaction are a fundamental and 

universal property of materials. The implications of the linear scaling relations 

between intermediates should not be undervalued as they are a major source of 

the overpotential which limits the efficiency of oxygen electrocatalysis and its 

use in more sustainable energy production and conversion. The linear scaling 

relations between intermediates are not only relevant for this work but for 

heterogeneous and electro catalyst design in general[44], [45].  

The scaling relations between intermediates give the simple approach of using 

DFT calculations to determine the binding energies of energies predictive power 

in oxygen electrocatalysis without having to consider other effects of the 

electrochemical interface. Recently it has been demonstrated that these linear 

scaling relations are more accurately described by DFT than the individual 

binding energies by utilising the error estimations capability of the BEEF-vdW 

exchange-correlation functional for ammonia synthesis  [46].  

The binding energies of different intermediates on an active site on metal 

surfaces can be correlated to the local electron density using d-band model [47].  

The d-band model can also be used to explain the increase in activity of platinum 

alloy nanoparticles why there is a difference in activity of bulk Au which is noble 

and small Au nanoparticles which are more reactive [48] and why kinks and steps 

sites on metal surfaces binds stronger than the active sites on terraces  [49].  

Pt based alloys with more reactive metals such as Y  [50], Ga [51], Cu [52] Co and 

Ni [53] that dealloy under ORR conditions. This result in either a platinum skin or 

skeleton structure with a compressed lattice [54]. As a result of the compressed 

lattice the d-band centre will be shifted downwards giving a weaker binding of 
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intermediates which is required for a better ORR catalyst [50].  Ligand effects 

(neighbouring atoms being different elements) can also be explained using the d-

band model [55]. However, the ligand effect have not been directly coupled to 

the increase in activity of ORR catalysts but it is an important factor for other 

catalysts for different reactions such as the binding of CO on overlayers of Pd on 

Ru surfaces[56] and Pt on Au [57].  The ligand and stress effects can be difficult 

to decouple unless, as in the case of the Pt skin structure on Pt alloy 

nanoparticels, the overlayers are quite thick which makes the ligand effect much 

less likely to be important for catalytic activity.  

Core-shell nanoparticles are interesting candidates for the ORR. It lessens the 

amount of precious metal required and also induces strain. A Pt-alloy with a 

more reactive metal such as Cu or Ni is dealloyed which form a core-shell 

nanoparticle with a strained Pt shell that covers the remaining bimetallic alloy 

and offer some protection from further dealloying. Using different compositions 

of the initial alloy and different preparation methods the lattice strain of the 

core-shell nanoparticle can be tuned to some extent [52][58]. 

Oxides are also considered as potential candidates for the ORR but currently they 

are less investigated than metals. When studying the oxides for the ORR activity 

the studies are mostly performed in alkaline solution. IrO2[59] and RuO2[60] has 

been investigated and found to a have a similar activity as Pt (onset potential of 

0.8V vs. RHE for IrO2 in acidic conditions in a more recent study[61]) . However, 

they are more expensive than Pt.  

Perovskites have also been investigated as ORR catalysts[62] although the 

primary focus was OER.  LaMnO3 was identified as a near optimal catalyst for the 

ORR using the eg electron filling as a descriptor. Other oxide systems such as 

spinels[63], [64] and pyrochlores[65] have been tested experimentally for their  

ORR activity. However, there have so far been no attempts to determine the 

binding energies of intermediates by DFT of the previously mentioned oxides. 

An alternative to metals and metal oxides are more bioinspired catalysts based 

on porphyrines. Porphyrines are a class of heterocyclic organic compounds which 

can function as a ligand for a metal ion.  The single metal in the porphyrine is 

coordinating to 4 N atoms in the porphyrine. The use of porphyrines and similar 

materials as ORR catalysts could be seen as an attempt to mimic nature. For 

instance the heme group in haemoglobin is a Fe porphyrine which is used to 

transport O2 in the blood. In the ORR some porphyrines with Ir[66] and Co[67] 

are considered as potential candidates to replace Pt but compared to metallic 

nanoparticles they are less investigated. While Ir is more expensive than Pt the 
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single site nature of the porphyrines allow for maximum utilisation of the 

precious metals unlike nanoparticles where only the surface is active thus 

minimising the amount of precious metal required. 

Computational studies using DFT studied porphyrine based molecules[68] and 

have been shown to have similar issues with the scaling between intermediates 

as metal and metal oxides as the binding of *-OH and *-OOH was seen to have a 

constant offset of around 3.  A Co based porphyrine was observed to have an 

almost near the apex of the volcano for the ORR.  

A periodic system with porphyrine like character has also been explored with 

DFT[69]. The study concluded that the best of these systems dubbed 

functionalised graphitic materials are based on Ir, Co and Fe. Porphyrines have 

also been investigated as potential H2O2 producing catalyst[70]. The single site 

nature of these catalysts is proposed as reason for not reducing O2 fully to H2O 

combined with a good binding *-OOH for optimum efficiency[71].  

The problem with the porphyrine based catalysts is synthesis however 

porphyrine like active sites have been on carbon nanotubes and such a structure 

carbon nanotube decorated with a porphyrine active site coordinating with Fe 

have been reported to have a lower overpotential and better stability than Pt/C 

with the only product being H2O [72]. 

 

3.2 Oxygen evolution reaction 

The OER or water oxidation is in principle the ORR run in reverse. However, 

catalysts which are excellent for the ORR are not great OER catalysts. It should 

also be noted that the potential required for OER is higher than ORR so many 

ORR catalysts are not stable in the potential region in which oxygen evolution 

occurs.  

While metals have been investigated for the oxygen evolution reaction[73][74] 

and found that Ir and Ru are amongst the best catalysts it is generally accepted 

that they will form thin surface oxides [75][76] due to the large potential 

required for OER which are responsible for the catalytic activity. Theoretical 

studies have shown that even the most noble metal, Au, is oxidised under 

oxygen evolution reaction conditions and it is a surface oxide of Au which 

decomposes to form O2 [77]. 

DFT studies [37] have shown that the 110 surface of rutile oxides, the noble 

oxides RuO2 and IrO2 are amongst the most active OER catalysts and located near 
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the apex of the OER volcanos shown on Figure 3.2 due to near optimal binding 

energies. The observation that RuO2 and IrO2 are excellent catalysts for the OER 

is in excellent agreement with experimental findings as RuO2 and IrO2 together 

with TiO2  are part of the catalyst material on the commercial DSA® 

(dimensionally stable anode) [78]. This catalyst is one of only stable catalysts for 

the OER in PEM water electrolysers. Here the descriptor selected is the 

difference in binding energies between *O and *OH, i.e. the energy of the 

second coupled proton electron transfer in the OER mechanism.  Due to the 

scaling relation between *OH and *OOH this single descriptor is able to describe 

oxides where the potential limiting step is breaking bonds to the surface, *O 

→*OOH, and oxides where the potential limiting step is forming bonds to the 

surface *OH →*O. At the same time it describes the limits set by the scaling 

relations and shows that the optimal reaction free energy of the second reaction 

step is about 1.6 eV which is significantly higher than the 1.23 eV it would be, if 

there were no scaling between intermediates. The overpotential is determined 

by first finding the potential limiting step which in this case of the OER is the 

largest of the reaction energies and then subtracting the equilibrium potential of 

1.23V.  

 

Figure 3.2: Volcano plots for the oxygen evolution reaction. A) displays rutile and anatase 

denoted by an (a) oxides. The structure of PtO2β is a slightly distorted rutile. The b means that 

the catalytically active site is a vacancy in the bridging row. B) displays perovskites and a few 

other oxides. The figure is adapted from [37] 

The cause of the minimum theoretical overpotential as seen on the volcanos in 

Figure 3.2 is due to the linear scaling relations between the intermediates. The 

theoretical overpotential has the same magnitude for the ORR as the same 

intermediates are involved. The data for the OER catalysts are somewhat 

B A 
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scattered around volcano plots since the binding energies of some catalysts does 

not obey the linear scaling relations between intermediates as seen in Figure 3.1. 

However, the trends in activity amongst oxides is well predicted and the 

theoretical overpotential is linearly correlation with the actual observed 

overpotential [37].  

Oxides, unlike metals which follow the trend that GO = 2GOH, have a larger degree 

of uncertainty associated with the binding of O to the surface. This can be 

explained in terms of oxidation states. In DFT, an unlikely or unstable oxidation 

state will result in a higher than expected binding energies and very stable 

oxidation state will result in lower binding energy. Two examples are NiO and 

CrO2 which are displayed in Figure 3.3. These two compounds are highlighted as 

an examples of compounds that deviate considerably from the GO = 2GOH 

assumption.   

 

Figure 3.3: Scaling relations for GOH, GO and GOOH for two select oxides, NiO and CrO2 to 

highlight two examples of the uncertainty in the binding of O to the surface. 

For NiO the binding of O is weak compared to the scaling relation while the 

binding of OH and OOH follow the linear scaling relations. However, the binding 

of O to NiO result in an unstable oxidation state which result in a higher than 

expected binding energy.  

Ni based catalysts are great catalysts for the oxygen evolution in alkaline 

solution. High activity of amorphous Ni, Co and Fe oxides has been reported[79] 

and of their hydr(oxy)oxides [80].  
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CrO2 is a very poor catalyst for the OER as predicted with DFT and there are no 

experimental studies reporting any activity towards the OER for this system. It is 

very likely unstable as the Cr is very oxophilic in the rutile structure which is seen 

by the strong binding of O compared to the scaling relations in Figure 3.3 

meaning that Cr will probably oxidise further and dissolve. 

Oxides, nitrides and sulfides have a similar linear scaling relationship for 

adsorption energies as metals [81]. This is seen in Figure 3.1 which has data from 

both metals and oxides.  This seems to suggest that a modified d-band model 

could exist for oxides. A modified d-band model has been proposed for transition 

metal carbides, however this has only been done for a single type of crystal 

structure in the NaCl structure [82].  There is still need much work to be done 

before we can obtain a general model to correlate the binding of adsorbates on 

oxides with the electronic structure. 

As mentioned previously, RuO2 and IrO2 are amongst the only catalysts that are 

suitable for water electrolysis in acidic solution[76] since they have close to 

optimal activity approaching overpotentials of 0.4 V and are somewhat stable, 

especially IrO2. In alkaline solution, perovskites and double 

perovskites[62][83][84] and other cheaper oxides such as NiO and Co3O4 have 

similar activities as noble metal oxides. For the perovskites the trends are well 

reproduced with DFT however the absolute activities can be debated. Another 

observation is that there seem to be no volcanic trend for the perovskites as all 

the decent catalysts with a theoretical overpotential lower than 1V are found on 

the left side of the volcano. Experimental work on perovskites[85] show that a  

perovskite (Ba0.5Sr0.5Co0.8Fe0.2O3-δ) can be designed specifically for high activity 

towards oxygen evolution and outperform all other perovskites considered using 

molecular orbital theory and the eg electron filling as a descriptor. The trends in 

activity is preserved but a simple relation between the eg electron filling and the 

binding energies obtained from DFT has not been identified. For the double 

perovskites the descriptor for activity was the O p-band relative to the Fermi 

level and identified the double perovskite Pr0.5Ba0.5CoO3-δ as excellent OER 

catalysts in alkaline solution.  

The perovskite and the rutile structure have well-defined and not too 

complicated surface terminations which is great for DFT calculations. Oxides such 

as Fe2O3, Co3O4 and NiO have a more complicated structure under OER 

conditions.  While NiO is simulated as the rocksalt structure by [37] a much more 

complicated structure based on NiOOH is supposed to be more accurate and 

proposes an active surface with a reasonable overpotential which can lowered 

even further by Fe doping [86]. This doping effect also works in reverse as 
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hematite, a crustal structure of Fe2O3, can be improved slightly by Ni and Co 

doping [87]. Cobalt oxides has also been investigated in greater detail using a 

CoOOH structure based on a calculated Pourbaix diagram and it was found that 

the activity was overestimated using standard DFT with the RPBE exchange-

correlation functional [88],[89].  

The three studies mentioned above all used DFT+U [90] which is a method that 

introduces a parameter Ueff to explicitly localise electrons to avoid the self-

interaction error. The U correction is usually applied to systems with for unfilled 

d and f orbitals as valence d and f electrons are notoriously difficult to treat with 

standard DFT.  However, care must be taken when selecting the Ueff parameter. 

Usually the Ueff parameter is selected to match a bulk property such as  formation 

energies of varies relevant oxides as suggested by Ceder and others[91] or it can 

be determined from linear response theory[92] but there is no real consensus on 

how to select Ueff. In principle the Ueff will depend on the oxidation state and the 

local environment which makes adsorption energies particularly tricky to 

calculate with DFT+U and interpret. Using different Ueff for different oxides 

means that you also are using a different functional for each oxide system and in 

that case DFT loses it predictive power. 

Theoretical design of catalysts makes no sense without predictive power and 

there is even reason to doubt the experiments as well. First of all there has been 

a lack of proper benchmarking which makes comparison of different catalysts 

problematic until the community decides to use a proper benchmarking 

procedure which is cumbersome [93].  What further complicates activity studies 

is the lack of focus on stability and although these two properties are certainly 

entangled and difficult to decouple. It has been proposed that the dissolution 

from the initial sweep from 1.23V to a potential where a current density of 5 

mA/cm2 is reached should be used as a stability descriptor [53]. With such a 

procedure OsO2 was proposed as the best catalysts for the OER in terms of 

activity alone, however OsO2 lacks the stability and RuO2 and IrO2 was identified 

as the best compromise between activity and stability. 

Another and possible better descriptor for the stability could be to monitor the 

mass loss during the OER using a electrochemical quartz crystal microbalance to 

monitor the mass loss of the catalysts with inductively coupled plasma mass 

spectrometry which measured the content of the electrolyte. It is concluded that 

stability tests based on electrochemical measurements are insufficient [94].   

The stability-activity-cost relation is key for designing any potential new OER 

catalyst. To reduce cost, one tactic could be to reduce the loading of the 
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expensive OER materials while retaining activity. Very recent studies suggest that 

nanoparticles of RuO2 can be stabilised using a proper pre-treatment such as 

thermal oxidation. This enables smaller particles to be effective catalysts. 

Interestingly, not only were the nanoparticles stabilised but gained a 45-fold 

increase in activity [95].  

IrO2 is more stable than RuO2 but also more expensive however core-shell 

nanoparticles or other high surface area structures could lessen the amount of 

iridium needed for making a sufficiently stable and active oxygen evolution 

catalyst. This approach is not as developed as the Pt core-shell nanoparticles for 

the ORR but core-shell nanoparticles of IrOx have been synthesised recently [96]. 

Ir and Ru based catalysts are hardly cost-efficient no matter how active they are. 

In this respect core-shell nanoparticles with a shell of Co3O4 encasing Au seem 

promising [97]. 

Another approach could be to increase the active site density as observed on 

rutile RuO2 and IrO2 when comparing the 100 and 110 surface. The 100 surface 

has a higher density of active sites but is not the thermodynamically stable 

surface. It is sufficiently stable to be synthesised and to work as an oxygen 

evolution catalysts in alkaline medium [98]. 

While stability is important for designing proper oxygen evolution catalysts it is 

beyond the scope of this thesis to understand corrosion processes under OER 

conditions. 

The ideal OER catalysts would not consists of IrO2 and RuO2 and would be stable 

and active in acid solution using only abundant materials. Plants and other 

organisms convert sunlight into energy and use it to reduce CO2 to hydrocarbons. 

In this process water oxidation is the other half reaction and as plants are limited 

to abundant materials it is of particular interest that the active site of 

photosystem II the so-called, oxygen evolution center (OEC), contains a cluster of 

four manganese and a calcium atom [99].  A striking feature compared to most 

catalysts is its ability to oxidise water in neutral pH.  However, millions of years of 

evolution has not been able bypass the overpotential limit set by the universal 

scaling relation as the overpotential for photosystem II is reported to be around 

0.3-0.4V towards OER [100][101].   

Mimicking plants may not be a viable option for industrial water electrolysers 

due to stability issues. While the water oxidation occurs at the OEC the 

surrounding protein ligands which hold the Mn4Ca cluster in place get 

photodamaged and have to be replaced as frequently as every 30 min for some 

organisms meaning that the plants have to reinvest a lot of energy to repair 
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photosystem II which limits the overall efficiency [102]–[104].  Biomimetic 

inorganic catalysts for OER have been reported but the catalysts are more aimed 

at photochemical water oxidation [105]–[107]. While there are many identical 

challenges for photochemical and electrochemical water oxidation comparing 

the catalysts activity is not trivial but there is common ground if one adjusts to 

the fields terminology  [108]. 

With a self-healing mechanism unstable catalysts might be relevant for oxygen 

evolution. Several catalysts have been found to have regenerative properties. In 

these catalysts such as nickel borate [109], CoPi, which is a cobalt phosphate 

catalyst [110], the self-healing process is due to interchangeability of anions in 

the catalysts and the same type of anions in the electrolyte during potential 

cycling. Here it is possible perform the OER while slowly dissolve the catalysts. 

The potential can then be decreased to facilitate the regenerative mechanism 

restoring the catalyst.  It also enables the inherently unstable MnOx can function 

in acid if a redeposition is introduced at potentials below the potential at which 

OER occur [111].  

3.3 Consequences of the linear scaling relations 

The fundamental problem of the overpotential being limited by the universal 

scaling relations is still an issue that has to be addressed. This is especially 

important when discussing the so-called bifunctional catalysts which are 

designed to function for both the ORR and the OER.  The linear scaling relations  

between the three intermediates, *-OH, *=O and *-OOH makes it impossible for 

a single active site to catalyse both the ORR and the OER efficiently as the 

binding energies of intermediates cannot be tuned individually.  This is illustrated 

on Figure 3.4 where the binding energies of the intermediates in ORR and OER of 

Pt, the best pure metal for ORR, and binding energies of the same intermediates 

for rutile RuO2 which is one of the most active oxide for OER, together with the 

binding energies of two hypothetical catalysts which has the best possible 

binding energies for the ORR and the OER respectively and still obeys the scaling 

relations GO = 2*GOH and GOOH = GOH + 3.2. For the ORR the optimal ORR catalyst 

have a binding of *-OH equal to 1.23-0.37 = 0.86 eV and the optimal OER catalyst 

has a binding of *-OH equal to 1.23+0.37 = 1.6 eV. The 0.37 eV represent the 

excess energy obtained from the theoretical overpotential due to the linear 

scaling relation between intermediates. This positions the best possible ORR and 

OER catalysts far away of the hypothetical ideal catalyst which is not limited by  

scaling relations between intermediates. This catalysts will have no overpotential 

meaning all coupled proton and electron transfers (G1,G2,G3,G4) equal 1.23 eV. 
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Figure 3.4: The theoretical linear scaling relations between GOH, GO and GOOH for selected 

catalysts. Here Pt and RuO2 is compared to the hypothetically optimal ORR and OER catalysts 

which still obeys the linear scaling relations. The ideal catalyst is shown for comparison which 

for an active site which obeys the scaling relations is not possible. 

The linear scaling relations between intermediates are responsible for the fact 

that the same active site cannot be optimal for both ORR and OER. However 

many oxides systems have the possibility of having different adsorption sites for 

intermediates and/or different surface compositions at different potentials . As 

an example the spinels have been investigated as bifunctional catalysts  [63]. 

These catalysts are reported to have defects and the number of defects and 

oxygen vacancies probably varies with the potential. And these defects have 

different O2 binding energies calculated with DFT so in principle different defect 

sites could be responsible for OER and ORR. This could also be the case for other 

complicated oxide systems such as the double perovskites[83]. However the 

catalysts investigated so far as bifunctional have not reported significantly better 

activities than Pt for the ORR and RuO2 or IrO2 for the OER and usually the 

bifunctional catalysts have a superior activity towards  either ORR or OER 

[63][112][113].  
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4 Beyond the scaling relations 

This section here summarised the effort made in paper 1 and paper 2 which are 

part of this thesis. The results obtained in the papers are two concrete examples 

of how the universal scaling relations for the intermediates in the OER [37] can 

be avoided.  The first part deals with the concept of the H transfer mechanism on 

RuO2 modified with either Ni or Co as a proof of concept.  The second part 

details how the H transfer can explain the beneficial interaction between Au and 

transition metal oxides such CoOx and MnOx which result in higher OER activities 

compared to the bare oxides. 

4.1 Ni and Co modified RuO2 

The OER mechanism is investigated on Ni and Co modified RuO2. The mechanism 

for the OER that is considered is the associative mechanism which involves the 

formation of the peroxide intermediate (*-OOH) described previously in section 

3.1 assuming acidic conditions.  

* + H2O→ *-OH + H++ e-                        4.1 

*-OH      → *=O + H++ e-                        4.2 

*=O + H2O     → *-OOH + H+ + e-                                                4.3 

*-OOH → *+O2(g) + H++ e-                         4.4 

For RuO2 the potential limiting step is the 3rd step (equation 4.3) [37] which is the 

formation of the peroxide intermediate.  In principle many ways of stabilising the 

*-OOH intermediate relative to the *-OH could be investigated. One idea is to 

functionalise the surface so that the larger *-OOH can reach an electronegative 

region of the catalyst for increased stability. In the extreme case the *OOH could 

split into O2 and H which adsorb on two different sites. A secondary site on an 

oxide surface which can fully adsorb hydrogen from the peroxide intermediate 

splitting the *-OOH into. In this case the scaling relations between *-OH and *-

OOH can be avoided entirely.  

Experimental work with RuO2 demonstrated that introducing Ni or Co into the 

rutile RuO2 matrix did not change the overall structure of the catalyst too much 

as NiO forms clusters within the rutile RuO2 matrix or lines of NiO if the molar 

concentration of Ni is above 0.1 thus forming a clear phase separation between 
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the two oxides. A proposed structure based on Extended X-Ray Absorption Fine 

Structure (EXAFS) studies is shown in Figure 4.1.  

 

Figure 4.1: A model of the mixed Ru Ni oxide which shows the non-mixing of RuO2 and NiO 

Figure is obtained from[114]. 

The activity towards OER on the modified RuO2 is increased compared to the 

bare RuO2 [115][116][114]  which contradicts the volcano analysis based on the 

universal scaling relations in the oxygen evolution reaction which places RuO2 at 

the very top with little to no possibility for improvement in terms of 

overpotential [37].   

To model the influence on Ni insertion into the matrix of RuO2 using density 

functional theory a model system of sufficient simplicity was created. The 110 

surface of rutile RuO2 was selected as it is the most stable surface of rutile 

structure and has been used in previous studies [37]. The surface consists of two 

distinctly different types of surface sites. The coordinatively unsaturated sites 

(cus) which are the active sites as they only coordinate to five O atoms instead of 

the six in bulk RuO2. The bridge sites are called so due to the bridging O atoms 

which are exposed on the surface which only coordinate to two Ru atoms instead 

of three which is what is found in the bulk. A slab was created from a 1x3 

supercell which were 4 atomic trilayers thick. To understand the influence of the 

Ni and Co insertion in RuO2 two atoms of Ru on the surface was replaced with Ni 

or Co.  One Ni/Co was placed in the cus position and one Ni/Co just below a 

bridging O creating the modified RuO2 model system. Vacuum was added to this 

slab to avoid interactions between periodic images.  
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This doped system is used as a model system for the experimentally prepared Ni 

and Co modified RuO2 catalysts. A model of the system is shown in Figure 4.2. At 

potentials relevant to oxygen evolution the RuO2 will be covered by O and the Ni 

in the cus position is assumed to be inert. The binding energies from the 

conventional RuO2 are obtained from literature [37]. The structure of 

conventional RuO2 has identical thickness and surface orientation as the model 

system of Ni and Co modified RuO2 however the supercell is only 1x2. For the 

modified RuO2 the calculations were spinpolarised by providing an initial 

magnetic moment for Ni or Co and allowing the magnetic moments to relax 

during optimisation. 

 
 

Figure 4.2: Model system of the Ni modified RuO2. An identical model system for Co modified 

RuO2 was used. Color code: Blue - Ru, Green - Ni, O - red.  

In order to break the constant scaling of 3.2eV between the two key 

intermediates OH and OOH in the mononuclear mechanism the binding of one 

intermediate must be drastically different than the other. The two bridging O 

near the Ni in the bridge position are highly active and reducible and in 

combination with the cus Ru creates a local structure with high activity due to a 

change in mechanism. The cus Ru atom is the usual active site for rutile oxides. In 

Ni and Co modified RuO2 the cus Ru adsorbs O containing species and the 

bridging O next to the transition metal (either Ni or Co) adsorbs H. In this case 

*OH and *OOH never form on the surface and instead O and O2 form on the Ru 

cus site and H adsorbs on the bridging O and this is cause for the increas e in 

activity compared to conventional RuO2 as the scaling between *-OH and *-OOH 

is bypassed by never forming these species on the surface. The one site 

mechanism with the * denoting the Ru cus site (associative mechanism) is shown 

below and is compared the new mechanism based on two active site the Ru cus 

site for O containing species *, and bridging O for H containing species denoted 

x. 
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* +H2O             → *-OH + H++ e-                              4.5 

* x + H2O          → *=O x-H + H++ e-                             4.6 

*-OH                   →  *=O + H++ e-                                4.7 

*=O x-H             →  *=O x + H++ e-                         4.8 

*=O + H2O       → *-OOH + H++ e-                        4.9 

 *=O + H2O      → *-O2  x-H +  H++ e-                      4.10 

*-OOH                 → *+ O2(g) + H++ e-                        4.11 

*-O2  x-H             → * x +O2(g) + H++ e-                        4.12 

This two site mechanism based on the activated bridging O next to either Ni or 

Co was proposed based on the calculations of the binding energies of the 

intermediates in each reaction step. The results are collected in Table 4-1 using 

two different DFT implementations; Dacapo and GPAW. All energies are 

referenced to water and a reference oxide surface. This reference serves is 

covered with O on the cus and bridge sites except the vacancy on the active site.  

which serves as the active site for oxygen containing intermediates in the OER 

mechanism.  In order to stay consistent with literature[37], [117] only the 

binding energies for Dacapo will be used for further analysis. 

Table 4-1: Adsorptions energies for regular RuO2 and Ni and Co modified RuO2 with 

determination of the potential limiting step and the associated theoretical overpotential with 

two different DFT implementations, Dacapo and GPAW. 

 Energies calculated using  

Dacapo 

Energies calculated using GPAW 

 RuO2 Ni 
modi. 

RuO2 

Co 
modi. 

RuO2 

RuO2 Ni modi. 
RuO2 

Co modi. 
RuO2 

∆𝐺𝐻#∗ (eV) -- -1.33 -1.23 -- -1.19 -1.18 

∆𝐺𝐻#𝑂∗(eV)  -- 1.26 1.33 -- 1.01 0.96 

∆𝐺𝐻𝑂∗(eV) 1.37 1.37 -- 1.25 1.24 1.09 
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The key to reduce the binding of *-OOH by such a large degree is the almost 

ideal binding energy of H on the bridging O next to the Ni and Co. In order to 

maximise the efficiency of the hydrogen transfer mechanism the adsorption of H 

should be around the equilibrium potential of the reaction in consideration and 

the H adsorption or desorption should be potential limiting. Ideally, this will 

change the potential limiting step, in this case from the formation of *-OOH to 

another step in the reaction mechanism. This will reduce the adsorption energy 

considerably depending on the remaining reaction energies. In this particular 

case the H adsorption energies are found to be 1.33 eV and 1.23 eV for Ni and Co 

modified RuO2 respectively. This is also seen in Table 4-1 by removing the 

contribution from O2 (4.92eV) for the ∆𝐺(𝐻#∗+𝑂2(𝑔)) binding energy.  

The reaction mechanism for Ni and Co modified RuO2 is very similar to the RuO2 

the only difference being that *-OH and *-OOH do not form on the surface. 

Instead, these intermediates split into *=O and *-O2 and an H which adsorb on a 

bridging O forming x-H. The mechanism is visualised on Figure 4.3 starting from a 

clean surface S0, adsorbing OH from H2O which splits into *=O and x-H in S1, 

removing the proton from the bridging O in S2, adsorbing another H2O forming *-

O2 and x-H in S3. The O2 desorbs which is not an electrochemical step forming S3a 

after which the H is removed completing the catalytic conversion of 2 H2O into 

O2. Since there are issues with O2 in DFT the S3 state might be a concern. In this 

∆𝐺𝑂∗(eV) 2.73 2.75 2.59 2.34 2.29 2.19 

 Energies calculated using  

Dacapo 

Energies calculated using GPAW 

 RuO2 Ni 
modi. 
RuO2 

Co 
modi. 
RuO2 

RuO2 Ni modi. 
RuO2 

Co modi. 
RuO2 

∆𝐺𝐻#𝑂𝑂∗(eV)  -- 3.57 3.62 -- 3.68 3.61 

∆𝐺(𝐻#∗+𝑂2(𝑔))(eV)  3.59 3.69  3.73 3.74 

∆𝐺𝐻𝑂𝑂∗(eV) 4.38 4.45 --- 4.11 4.27 4.06 

Potential  

limiting step 

O ∗  

→  HOO ∗ 

H# O∗ 

→  O ∗ 

# ∗ 

→  H#O∗ 

O ∗  

→  HOO∗ 

O ∗  

→  H# OO∗ 

O∗  

→ H# OO∗ 

Theoretical  

overpotential (V) 

0.42 0.26  0.54 0.16 0.18 
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case it is not, as the binding energies of the states, S3 and S3a plus the free energy 

of an O2 molecule are very similar as seen in Table 4-1 (3.59 eV vs. 3.69eV). 

A free energy diagram displaying the binding energies of the four intermediate 

steps for the oxygen evolution for conventional RuO2, Ni and Co modified RuO2 is 

shown in Figure 4.4. This diagram clearly shows the cause of the reduction of the 

overpotential and the violation of the scaling relations between *-OH and *-OOH 

as the *-OOH intermediate on conventional RuO2 is stabilised by around 0.8 eV 

due to the H-transfer on the Ni and Co modified RuO2 but the *-OH intermediate 

is almost unchanged. 

 

 

 

 

 

S0               S1              S2               S3             S3a             S4 

Figure 4.3: A visualisation of the 110 surface of modified RuO2 and the OER reaction mechanism on this system.  

Each st ate S0, S1, S2 and (S3 and S3a) and S4 represents a coupled proton and electron transfer in the OER mechanism. 

S0 is the initial binding. S1 is the binding of *-OH however it splits into *=O and x-H due to the activated bridging O. 

S2 is displays the *=O. S3 corresponds to the *-OOH which splits into *-O2 and x-H. S3a is S3 with desorped O2 which is 

considered as the DFT energy of O2 is associated with large  deviation from experimental values. S4 is the same as S0 

completing the catalytic cycle. 
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Figure 4.4: Free energy diagram for the perfect catalyst - green, RuO2 - black, Ni doped RuO2 - 

magenta, and Co doped RuO2 - blue. It should be noted that for the S2 state of RuO2 and Ni 

doped RuO2 lines overlap and all the lines collapse at the S0 and S4 state. 

There are several implications of these results which could have large impact on 

future design and synthesis of OER catalysts. Rutile RuO2 is a metallic conductor 

which can also be extracted from the information and therefore the binding 

energies should not change by the Ni or Co insertion on the surface since it is not 

possible to dope a metal. The only reason for the change in binding energies is 

due to the change in mechanism. In Table 4-1 it can be seen that the binding of 

*=O is largely unchanged by the surface Ni and Co. This is not true for 

semiconductors as observed with transition metal doped TiO2 [118] and Ni doped 

hematite [87] where the binding of the O intermediate can change due to the 

doping of ions which have a different number of valence electrons . Subsurface 

doping of Ni in RuO2 was also performed to further support this claim and 

compared to two other rutile oxides IrO2 and MnO2 in Figure 4.5 

 

Figure 4.5: Effect on the free binding energy of O on 110 surface of rutile oxides with metallic  

conductivity RuO2 and IrO2 and a semiconductor MnO2.  

∆G 

∆G = ∆GO pure oxide - ∆GO doped oxide 
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The influence of doping in RuO2 and IrO2 with either a +2 ion (Mg2+), a 3+ ion 

(Sc3+), or a 5+ ion (Ta5+) is much smaller when compared to a semiconductor such 

as MnO2. A 4+ ion such as Hf4+ has almost no change on the binding energies for 

all considered oxides. When replacing a Mn4+ with a lower valent ion either 1 (in 

the case Sc3+) or 2 electrons are removed (in the case of Mg2+) the oxide surface 

is slightly deactivated resulting in a higher binding energy when compared to the 

pure oxide surface and a negative ∆G in Figure 4.5. When adding an electron to 

an oxide the reverse is the case. The oxide surface is activated giving a stronger 

binding compared to MnO2. This is within the standard error associated with DFT 

calculated binding energies which is around 0.1eV. When this is taken into 

account it can be seen that RuO2 and IrO2 is almost not affected by doping of any 

of the elements considered except Ta5+. For MnO2 only doping with Hf results in 

an unchanged binding energy which is not surprising as Mn and Hf have the 

same number of valence electrons. However, subsurface doping with ions should 

not influence the constant scaling between *-OH and *-OOH as the bonding of 

these two intermediates is of the same character and the catalyst considered still 

have a single active site. This is also what is observed for doping of TiO2 [118]. 

The volcano plot based on the linear scaling relations with the two violations of 

the scaling relations, Ni and modified is shown in Figure 4.6 using the binding 

energies from Table 4-1. 
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Figure 4.6: The volcano plot for  the oxygen evolution with data for selected oxides (rutile, 

anat ase (denoted by an a) and PtO2β ) obtained from literature[37] using the descriptor GS2 –

GS1. Ni and Co modified RuO2 are well above the apex of the volcano. The green star represents 

the thermodynamic perfect catalyst. 

Ni and Co modified RuO2 are positioned well above the apex of the volcano. The 

theoretical overpotential of Co modified RuO2 is calculated to only 0.1 V. Ni 

modified RuO2 has a slightly higher overpotential of around 0.3V. This is in 

contrast to experiments which show that Ni modified RuO2 is more active than 

Co modified RuO2. 

Ni and Co modified RuO2 does not obey the linear scaling relations between *-

OH and *-OOH. If they did the binding energies would place the catalysts around 

the same level as conventional RuO2 as it is the linear scaling relations between 

*-OH and *-OOH that position *-OOH at a too high energy compared to an ideal 

catalysts which limits the overpotential. Ni and Co modified is not limited by the 

linear scaling relations and that is the reason for the increased activity beyond 

what is predicted by the previous analysis[37]. 

Experiments also show an increase in activity of Ni and Co modified RuO2 

compared to conventional RuO2 with Ni modified RuO2 having a larger impact on 

the activity (current density) than Co modified RuO2 as seen in Figure 4.7 

However, DFT predicts Co modified RuO2 to have the better activity than Ni 

modified RuO2 due to a lower theoretical overpotential.  

G
S2

-G
S1 (eV) 

ηthe (V) 
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Figure 4.7: Experimental measurement of the total current at different potential in 0.1 M 

HClO4. Notice the difference in scale showing that Ni modified RuO2 has a higher current 

density than Co modified RuO2. 

The difference between experimental and theoretical results demonstrates 

another key point when dealing with catalytic activity on catalysts which have a 

special locally improved active site on the surface. While the RuO2 110 surface is 

catalytically active towards OER the special active sites are even more active.  In 

this case the special active site is a local structure which consists of a cus Ru site 

with a bridging O which is activated by the Ni or Co modification in the 

immediate vicinity.  

However the analysis done with the DFT calculations are a per site analysis and 

the overpotential is per special active site whereas the experiments measure the 

total current density of the catalysts which include special active sites and other 

cus Ru sites. So in order to compare theoretical and experimental results directly 

the experimental measurements of the current density has to be normalised to a 

per site activity.  

In this particular case, the lone cus Ru sites also contribute to the activity. The 

current density per special active site can obtained using two current density 

measurements, one for the modified RuO2 denoted J(RuMex), and one for a pure 

RuO2 denoted J(Ru) measurement. By subtracting these two currents and 

adjusting for the concentration of Ni or Co denoted x the current per site is given 

by: 

𝐽(𝑅𝑢𝑀𝑒𝑠𝑖𝑡𝑒) =
𝐽(𝑅𝑢𝑀𝑒𝑥 )−(1−𝑥)𝐽(𝑅𝑢)

𝑥𝑦
                     4.13 
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The correction parameter y accounts for different cluster orientations with 

respect to the 110 surface for Ni and Co modified RuO2.  For the Co modified 

RuO2, the correction factor is 1/3 for all concentrations. For Ni modified RuO2 the 

correction factor varies with the concentration of Ni which equals 1/3 for the low 

stoichiometry of 0.05 and 3/5 for the higher stoichiometry of 0.1 based on EXAFS 

studies. The need for the correction factor can be seen in Figure 4.8 where the 

current per site with and without the correction factor. Co modified RuO2 (red 

and green symbols) are indeed independent of the concentration X whereas the 

Ni modified RuO2 is not before the cluster shape correction factor. This analysis 

agrees with the DFT results and shows the superior activity of Co modified RuO2 

per site however the total current density is greater for the Ni modified RuO2 due 

to the creation of more active sites. 

 

Figure 4.8: Comparison between the site normalised oxygen evolution activity of Ni and Co 

modified RuO2 as a function of the Ni and Co content, X, without site cluster shape correction 

(blue and green squares) and with cluster shape correction (red and black squares. 

Ni and Co modified RuO2 demonstrates that the scaling relations between 

intermediates can be bypassed by introducing a special active site. In this 

particular case a hydrogen acceptor functionality is added to surface in the form 

of an activated bridging O next to either Ni or Co. The theoretical overpotential 

of the Ni and Co modified RuO2 is lower than what previously thought possible.  

These catalysts are not suitable for large scale industrial applications due to 

scarcity of Ru and the instability of RuO2 at OER potentials. The modification with 
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Ni and Co oxide only makes the catalyst more unstable in acidic solution. 

However, the concept might be transferable to more suitable OER catalysts.  

4.2 The beneficial interaction of Au with Mn and Co 

oxides 

The beneficial interaction between Au and transition metal oxides such as CoOx 

and MnOx which enhances the activity towards the oxygen evolution reaction 

has been observed experimentally [119]–[121]. The increase in activity can be 

seen in the Tafel plot displayed in Figure 4.9 with the pure oxides in dashed lines 

and oxides with Au in full lines.  

 

Figure 4.9: Experimental data summarised in a Tafel plot , showing recent reports of OER 

activity enhancements due to the presence of Au. For MnOx/Au and MnOx the data is taken 

from[120]. For CoOx on Au and on bulk Co the data is from[122], and for Au in mesoporous (m-) 

Co3O4 and Co3O4 the data is from [121]. 

The concept of the H transfer mechanism can be used to explain why Au 

improves the activity of MnOx and CoOx towards oxygen evolution. In fact the H 

transfer mechanism could improve any catalysts which is limited by the 

formation of the *-OOH intermediate. In this particular case when providing an 

explanation for the beneficial interaction between MnOx and CoOx with Au an 

oxidised Au atom on the Au nanoparticle act is the hydrogen acceptor. As with 

the modified RuO2 system the key concept is that the *-OOH intermediate does 

not form on the surface as it is split in *-O2 and x-H. 

*=O + x-Oacceptor → *-O2  + x-OHacceptor                                    4.14 
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Here the * denotes an active site for O containing species on the either MnOx 

and CoOx and x is the oxidised Au atom on an Au nanoparticle. 

Two stoichiometries of Mn and Co oxides were considered. For MnOx the chosen 

stoichiometries were MnO2 and Mn2O3. For CoOx, Co3O4 and β-CoOOH with 

different surface orientations were selected. 

Rutile MnO2 was modelled using a 2x1 supercell. The thickness of the slab was 

two atomic trilayers and the bulk side was terminated with *-OH species to 

model the bulk oxidation state of +4. The Mn2O3 used a slightly modified unit cell 

which only contains two subunits of Mn2O3. This structure have been used with 

success in literature [123].  A two monolayer slab was created and terminated in 

such a way that all Mn ions were in the +3 oxidation state. No termination with 

*-OH was required as were done with the rutile MnO2. 

For Co3O4 and CoOOH the binding energies of the intermediates was obtained 

only from literature  [88].  

The effect of Au was investigated using two different approaches. The first 

approach was to substitute a bridging Mn on rutile MnO2 110 surface with Au in 

a bigger 3x1 supercell which actives a bridging O for H transfers much like the 

modified RuO2 structures. The other approach was to assume that a specific site 

on the Au nanoparticle has an oxidised Au atom which has a hydrogen transfer 

energy (reduction potential) of 1.4eV.  The choice is based on a calculation done 

on the 111 surface of Au with a coverage of 1/3 [124]. This may be a crude 

approximation as nanoparticles will have many different binding energies 

depending on the facet and coordination number of the Au atoms on the 

nanoparticle. However, the single hydrogen transfer energy of 1.4 eV can be 

used to illustrate the decrease in overpotential towards the OER of MnOx and 

CoOx due to introduction of the Au nanoparticle hydrogen acceptor. An 

illustration of the splitting of *-OOH due to the Au H acceptor functionality for 

direct insertion into MnO2 or by a nearby Au nanoparticle is displayed in Figure 

4.10. 
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Figure 4.10: Some of the possible  incorporations of the H acceptor functionality from Au either 

in the form of insertion into the bridging row of MnO2 (in the front) or by a nearby Au 

nanoparticle (in the back). Color code: Mn - purple, blue - non active O, red - highlighted O, 

Yellow - Au.  

The binding energies of the *-OH, *=O and *-OOH or *–O2 and -OHacceptor for the 

OER on Mn2O3, MnO2, CoOOH and Co3O4 with and without the effect of Au at 

zero applied potential are shown in a free energy diagram in Figure 4.11.  

 

Figure 4.11: Free energy diagrams for  the OER on MnO2, Mn2O3 and CoOx with no applied 

potential. The dotted line on all subfigures displays the perfect catalyst. a) Modified Mn2O3 

with color code: Green – no H transfer, red – with H transfer, and purple - H transfer at a Au 

nanoparticle . b) rutile MnO2 with same color code as supfigure a including blue – H transfer to 

a bridging O next to Au. c) CoOx with 3 orientations including Co3O4 and the H-transfer to an Au 
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nanoparticle for all considered surfaces. Color code: Green – (0112), red (0114), purple – 

(0001), red – Co3O4, and black – H-transfer to an Au nanoparticle. 

The one site mechanism for the oxides always result in a higher binding of the *-

OOH intermediate for MnO2 and Mn2O3 and the different orientations of CoOOH 

as seen on the green curve on figure 4.11a, 4.11b and green, red, purple curve in 

figure 4.11c. 

The H transfer denoted by the red lines in figure 4.11a and b refers to an H-

transfer to an adjacent Mn=O site. This is a clear stabilisation compared to the *-

OOH intermediate for both MnO2 and Mn2O3 compared to the mononuclear 

mechanism. However the adjacent sites themselves are involved active sites for 

the OER so they are probably not available for H transfers. It should also be 

mentioned that the correlation between the theoretical overpotential and the 

actual measured overpotential support the one site mechanism[37] and the fact 

that MnO2 is less active OER catalyst than RuO2 which is not the case assuming 

the H transfer to an adjacent Mn=O site. 

The H transfer mechanism in all the considered oxides lowers the energy of the 

stoichiometric adsorption of the state corresponding to the *-OOH adsorption. 

For catalysts that binds *-OOH too weakly this will reduce the overall 

overpotential for the oxygen evolution reaction. The addition of the Au 

nanoparticle which acts as a hydrogen acceptor should ideally change the 

potential limiting step from third reaction energy which is the second water 

adsorption (*=O  to *-OOH see eq. 4.3) to the deprotonation of –OH which is the 

second reaction energy. (*-OH to *=O see eq. 4.4).   

A volcano sketch displaying the influence of adding the hydrogen transfer energy 

of 1.4eV is shown in Figure 4.12.  The green curve depicts the volcano curve for 

the mononuclear mechanism and the green data points  are the theoretical 

overpotential towards OER for the various oxides assuming the mononuclear 

mechanism. The black curve depicts the volcano curve of the binuclear 

mechanism using an Au=O site as an H-acceptor for the third reaction step. The 

black points show the theoretical overpotential obtained with this H-acceptor for 

the various oxides considered. 
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Figure 4.12: In green the theoretical volcano for the OER using a mononuclear mechanism. The 

green data points show the theoretical overpotential for oxides using this mechanism. This 

mechanism is limited by the scaling between *-OH and *-OOH.  The effect of the H acceptor 

functionality of Au is shown in black for theoretical volcano. The overpotential is now limited 

by the reduction potential of the oxidised Au on the Au nanoparticle which set to 1.4V. The 

black data points show the theoretical overpotential of the oxides using the Au nanoparticle 

site as an H acceptor. 

As seen in Figure 4.12 using the Au nanoparticle as a H acceptor during the OER 

mechanism the minimum achievable theoretical overpotential has effectively 

been halved. The scaling between *-OH and *-OOH have been eliminated since 

*-OOH does not form on the surface and the lowest achievable theoretical 

overpotential is now limited by the reduction potential of the oxidised Au on the 

Au nanoparticle since the reduction potential is not ideal (1.4V vs. 1.23V which 

would be ideal).  

 The black data points roughly correspond to limits set by the theoretical 

volcano. However, it is interesting that MnO2 and β-CoOOH (0001) is not 

improved much by the H-transfer mechanism.  This is due to the fact that it is 

neither the second reaction energy (*-OH to *=O) or the third reaction energy 

(*=O  to *-OOH)  is potential limiting. For the β-CoOOH (0001) the final release of 

the hydrogen from the acceptor site is potential limiting and for MnO2 the initial 

binding of *-OH becomes potential limiting. This may have been avoided with a 

more complicated descriptor but it was chosen to be consistent with previous 

work on modified RuO2 (see section 4.1). 

Without any H-transfer mechanism MnO2 and β-CoOOH (0114) are close to the 

limit of 0.4V set by the limits of constant offset between *-OH and *-OOH [37]. 

The introduction of Au as a H acceptor shift the optimal reaction energy of the 
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formation of the *=O intermediate from 1.6 eV which is the apex of the volcano 

assuming a mononuclear mechanism to reaction energies of the region of 1.2-1.4 

eV which is the range that Mn2O3 and Co3O4 have reaction energies. As a 

consequence the introduction of Au has the largest change in theoretical 

overpotential for Mn2O3 and Co3O4. 

While MnO2 is the most stable phase at potentials relevant for oxygen evolution 

there is evidence that a Mn has a lower oxidation state in the vicinity of Au 

according to ex-situ XAS[120]. This suggests that near the vicinity of an Au 

nanoparticle Mn could exist in a Mn2O3 like structure and be responsible the OER 

activity. Without the gold the Mn2O3 is quite inert towards oxygen evolution with 

an overpotential of 1V, however, with the introduction of Au reduces the 

overpotential to only 0.2 V.  

The binding energies either obtained from literature [88], [123], [124] or 

calculated for this work are listed in Table 4-2. The energies listed are free 

energies meaning that zero-point energies and entropy corrections obtained 

from literature[37] have been added to obtain the free energies. 
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Table 4-2: Binding energies for MnOx, CoOx oxides and Au(111) calculated using DFT with no 

applied potentials and at standard conditions with reference to H2O and H2. The data marked 

by * have been obtained from literature [88], [123], [124]. 

System ∆GOH [eV] ∆GO [eV] ∆GOOH [eV] ηthe [V] ηthe [V] 
with 

Au(111) 

*Co3O4 1.43 2.79 4.40 0.38 0.2 
*β-CoOOH(0112) 1.94 3.82 4.75 0.76 0.76 

*β -CoOOH(0114) 0.82 2.36 3.98 0.48 0.33 
*β -CoOOH(0001) 0.20 1.75 3.69 0.70 0.54 

MnO2 1.59 3.09 4.82h 0.56 0.36 
Mn2O3 0.86 2.08 4.30 1.05 0.21 

*Au(111); q*=O = 

1/3 

1.15 2.85 4.39 -  

 

It can be difficult to compare the effect when comparing theoretical predicted 

activity towards OER and the actual measured OER activity. At the interface of 

the Au and MnOx or CoOx a special active site is created which is highly active 

towards OER. However, there will be a dampening effect since not all the sites 

will be activated by Au and without a detailed count or estimation of these 

special active sites it is not possible to estimate the exact increase in OER activity 

and how much is due to the special active sites. However the increase in activity 

is observed experimentally as shown in Figure 4.9  can at least conceptually be 

understood using the concept of special active sites and the following analysis.  
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5 Oxygen reduction on RuO2 and 

modified RuO2 

This section here summarise the effort made in paper 3 regarding oxygen 

reduction on RuO2 and modified RuO2 with Co, Ni and Zn as well as the influence 

on the local structure and the selectivity between the two reduction products of 

the ORR, H2O and H2O2. 

H2O2 is another possible product from oxygen reduction besides H2O. The 

reaction mechanism for both reactions is shown below. The selectivity between 

the 2-electron pathway to H2O2 and the 4-electron pathway to H2O is where the 

second proton adsorbs. To form H2O2 the *-OOH the proton needs to attack the 

O closest to the surface: 

O2(g) + H++ e-   *  → *-OOH                       5.1 

*-OOH + H++ e-  → * + H2O2                                              5.2 

If the O furthest away from the surface is protonated a release water will follow 

leaving *=O intermediate on the surface and continue along the 4-electron 

pathway forming two water molecules is shown below: 

*-OOH + H++ e-   
 

→ *=O + H2O                                              5.3 

*=O + H++ e-        →  *-OH                       5.4 

*-OH + H++ e-       → * + H2O                       5.5 

Selectivity between the reaction 5.2 and 5.3 is key to understanding the oxygen 

reduction on RuO2 and modified RuO2 which is not typically captured using only 

thermodynamic reaction energies as the reaction barrier will determine 

selectivity. However, a thermodynamic approach to the problem have proved a 

valuable tool for understanding H2O2 production on metal alloys[71]. 

The bulk and surface structure of nanocrystalline RuO2 and modified RuO2 with 

Ni, Co and Zn were observed to be rutile using X-ray diffraction patterns. All 

patterns of the modified RuO2 resemble the rutile RuO2 and SEM images verify 

an enrichment of the inserted metal on RuO2 surface especially for Zn.  
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The activity of the RuO2 was assessed using a rotating disk electrode setup in 

alkaline solution. The rotating disk electrode setup can used to distinguish 

between current contribution from the overall oxygen reduction and the 

contribution from H2O2 production as seen on Figure 5.1. It is observed RuO2 and 

Zn modified RuO2 show a larger overall ORR activity as seen on the higher disk 

current compared to the Ni and Co modified RuO2 samples as seen in the bottom 

plot in figure 5.1. However, Ni and Co modified RuO2 have a higher ring disk 

current as seen in top of Figure 5.1 meaning that Ni and Co modified RuO2 

favours the 2-electron pathway more than RuO2 and Zn modified RuO2. 

 

Figure 5.1: Polarisation curves for oxygen reduction on RuO2 and modified RuO2. The top 

displays the current contribution from the ring current (iR) and the bottom the current 

contribution from the disk (iD).  

Figure 5.2 displays the potential dependence of the average number of electrons 

transferred during the oxygen reduction for conventional RuO2 and modified 

RuO2. This estimated using the Koutecky-Levich equation[125] : 

1

𝑖
=

1

𝑖𝐾
−

1

0.62𝑛𝐴𝐹𝐷𝑂2
2/3𝑣−1/6𝐶𝑂2

∗ 𝜔1/2                                 5.6 

The currents consist of two terms; one containing iK which is the current without 

mass-transfer effects and the second term is the diffusion limited current. In the 

diffusion limited current n is the number of electrons, A is the geometric area of 
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the electrode, D is the diffusion constant, F is the Faraday constant, v is the 

kinematic viscosity and C is the bulk concentration of the analyte (O2) in the 

electrolyte and ω is the angular rotation rate of the rotating ring disk electrode. 

The Koutecky-Levich equation can then be used to correlate the potential to the 

average number of electrons transferred during ORR using the polarisation 

curves.  

 

Figure 5.2: Potential dependence of the average number of electrons transferred during oxygen 

reduction on RuO2 and Zn, Co and Ni modified RuO2. Data is calculated using the Koutecky-

Levich equation. 

At relatively low overpotentials Ni and Co modified RuO2 has a more pronounced 

tendency to follow the 2-electron pathway and at high overpotentials the 

average number of electrons seems to converge to around 3 as seen in Figure 

5.2. For RuO2 and Zn modified RuO2 at relatively low overpotentials both the 2-

electron and the 4-electron pathway is possible and the as the potential 

increases the 2-electron pathway is blocked. 

Based on these results, RuO2 and Ni modified RuO2 nanoparticles was modelled 

using the 110 surfaces for both conventional and modified RuO2 are the same as 

described in section 4.1 with two Ni atoms on the surface of 1x3 supercell with a 

slab thickness of 4 atomic trilayers and smaller slab for conventional RuO 2. The 

theoretical analysis is based on binding energies calculated using DFT with 

GPAW. The active site for the ORR mechanism is still a Ru cus site on the surface. 

The hydrogen transfer mechanism is not valid for the potentials at which ORR 

occurs on RuO2 which means that only the mononuclear mechanism is 

considered.  

To assist the experimental finding the binding energies are computed for three 

different potentials; 0V, 0.5V and 0.8V versus the computational standard 



53 
 

hydrogen electrode and illustrated on Figure 5.3. Three active sites are 

considered, the cus site on conventional RuO2, the Ru cus site on Ni modified 

RuO2 and the Ni cus site on the Ni modified RuO2. These active sites are chosen 

to investigate the observed difference between Ni modified RuO2 and 

conventional RuO2. To simulate the binding energies on Ni cus site of RuO2 all Ru 

cus sites needs to blocked otherwise the intermediates on the Ni cus will migrate 

to the Ru cus sites during structure optimisation.  So the Ru cus sites are covered 

with *-OH. 

 

Figure 5.3: Free energy diagram at three different potentials for the oxygen reduction reaction 

on three active sites. Ru cus site on conventional RuO2, the Ru cus site on the Ni modified RuO2 

and the Ni cus site on the Ni modified RuO2. 

The free energy diagrams in Figure 5.3 shows that there is basically no difference 

between the binding energies of *-OOH, *=O and *-OH on the Ru cus site 

whether it is on RuO2 or Ni modified RuO2. This is not surprising as it was 

observed for the OER described in section 4.1 as well. For Ni cus site on modified 

RuO2 all energies are shifted up especially for the *=O intermediate which almost 

approaches the equilibrium potential between O2 and H2O2. The potential 

difference between *-OOH and H2O2 can be used as a descriptor for the 

preference between forming H2O2 and H2O. For a catalyst to be an efficient 

catalysts toward the formation of H2O2 the binding of *-OOH should be between 

the O2 and the H2O2 and ideally the *=O intermediate should be above the 

energy of H2O2. The Ni cus site on Ni modified RuO2 almost satisfies both 

conditions both require high overpotentials to be activates .  
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This analysis of the three active sites on RuO2 and Ni modified RuO2 agrees with 

the experimental observations in Figure 5.2 that at high overpotential the Ni 

modified RuO2 nanoparticles approaches an average number of electron of 3 

meaning there is equal tendency to form H2O or H2O2. Co modified RuO2 behaves 

like Ni modified RuO2.  For RuO2 the average number of electrons approaches 

four meaning that they produce H2O. Zn and RuO2 behave similarly which is most 

likely due to Zn not being redox active. A double volcano as Figure 5.4 can be 

used illustrate the difference in behaviour between the two classes of catalysts 

based on the binding *-OOH similar to literature[71].  

 

Figure 5.4: Theoretical volcanos for the 4-electron (red) and the 2-electron oxygen reduction 

reaction to H2O and H2O2 respectively assuming a mononuclear mechanism. The binding energy 

of *-OOH as a descriptor. It should be noted that the binding GOOH = GOH + 3 .2 eV due to the 

linear scaling between these intermediates in the mononuclear mechanism. 

Based on the binding of *-OOH to the surface the cus Ru site should favour the 4 

electron pathway. The Ni cus site there is no thermodynamic preference for 

either 2 or 4 electron pathway. This is not entirely what is observed in the 

experimental work as the thermodynamic analysis based on binding energies 

obtained from DFT fails to predict the hydrogen peroxide formation at low 

overpotentials. This apparent formation of H2O2 for all RuO2 surfaces could occur 

from metastable intermediates due to relatively short timescales of the rotating 

ring-disk electrode experiments and thus oxides fail to reach the thermodynamic 

equilibrium which is simulating by the DFT calculations. 

This study also validates the model used to simulate the Ni modified RuO2 for 

both the OER and the ORR.  The OER activity was promoted by either Ni or Co 

positioned in the bridge site and the H2O2 production at high overpotentials is 

explained by Ni or Co positioned in the cus position both of which was included 

in the model system. 



55 
 

6 Unifying oxygen electrocatalysis 

Unlike a simple catalytic reaction where the catalyst increases the rate of the 

reaction in both directions by lowering the activation energy of the reaction, this 

is not the case for oxygen electrocatalysis.  As mentioned in the section 3.3 the 

linear scaling relations between *-OH, *=O and *-OOH prevents the design of a 

single active site which is active towards both the OER and the ORR. So far this 

work has only dealt with oxide catalysts  for either ORR or OER.  Here another 

catalyst group is chosen to demonstrate the potential benefits of having an 

organic hydrogen acceptor in the vicinity of a transition metal atom embedded in 

a 2d graphene sheet. These transition metal doped graphene sheets have been 

studied for use in the ORR both experimentally[126]–[130] and theoretically 

using density functional theory on modified graphene sheets [69] or molecular 

compounds[68]. 

The special active site concept is explored on pyrrolic (5-membered N containing 

ring) and pyrridinic (6-membered N containing ring) modified graphene sheets 

with different transitional metals incorporated. The hydrogen acceptor 

functionality is explored separately using different organic functional groups that 

could be added to graphene. The two systems which for future reference will be 

termed functionalised graphene that will be used to model the OER and ORR are 

shown on figure 6.1 

 

Figure 6.1: Model systems for the pyrrolic (left) and pyrridinic (right) embedding of transition 

metal ions. The systems are with periodic boundary conditions. Color code: Gray – carbon, blue 

– nitrogen, orange – transition metal in this case Fe. 

The hydrogen transfer mechanism can be enabled in two different ways. Either a 

nearby identical active site can serve as the hydrogen acceptor or donor or a fully 
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independent functional group such as an amino, a carboxylic acid, an alcohol 

group or a pyrridinic or pyrrolic site with no transition metal formed on the 

graphene support during synthesis could serve the role. Two different sites for 

the functional group are considered the edge position and an “on top” position 

as seen in Figure 6.2. The R-COOH in the “on top” position is omitted the C-C 

distance is so long that it is desorbed.  

 

Figure 6.2: Functionalised graphene sheet considered as hydrogen transfer candidates. A) R-

COOH on edge B) R-NH2 on edge C) R-H2 on edge D) R-OH on edge E) R-OH on top F) R-NH2 on 

top. 

For the functional groups positioned on the edges a small nanoribbon 

terminated with H is used with sufficient vacuum to avoid interaction with the 

periodic images. The hydrogen transfer potential or oxidation potential is listed 

in Table 6-1 for the different functional groups and positions together with 

oxidation potential for a pyrridinic or pyrrolic site with no transition metal in 

functionalised graphene. 

  

A B C 

D E

D

F

D
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Table 6-1: Oxidation potential for selected hydrogen transfer candidates with different 

positions on the graphene sheet. 

Free Pyrridinic Graphene 

System Position ∆Gox (eV) 

Pyridine-H4 Centre -0.40 

Pyridine-H3 Centre -0.48 

Pyridine-H2 Centre 1.91 

Pyridine-H  2.16 

Free Pyrrolic Graphene 

System Position ∆Gox (eV) 

Pyrrole-H4 Centre 0.69 

Pyrrole-H3 Centre 0.59 

Pyrrole-H2 Centre 1.97 

Pyrrole-H Centre 2.59 

Other Organic Hydrogen Donors 

System Position ∆Gox (eV) 

R-OH On top 1.65 

 Edge -0.60 

R-NH2 On top 2.52 

 Edge 0.56 

R-COOH Edge 1.05 

R-H2 Edge 1.14 

 

GPAW was used for calculating the oxidation potentials and the binding energies 

using the model systems. The parameters for the calculation were a grid-spacing 

of 0.15 Å and a Monkhurst-Pack2x2x1 was used for sampling the Brillouin zone. 

Spin was treated explicitly for all systems and allowed to relax during the 

convergence of the wave function. The geometries were optimised using the 

BFGS algorithm. The zero-point energy correction are obtained from literature  

[117]. 
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As seen with the Ni and Co modified RuO2 and the Au/MnOx and Au/CoOx system 

the scaling relations between *-OH and *-OOH can be bypassed and using a 

special active site with two different sites one for O containing species and one 

for H containing species.. This means that the volcano description of the OER and 

ORR based on a mononuclear mechanism which has these scaling relations is no 

longer are sufficient to describe the catalyst activities studied in this part. The 

reaction mechanism considered includes the possibility of a hydrogen transfer to 

a hydrogen acceptor group in the vicinity.  

*+ x + H2O        ⇌ *-OH + x + H++e-                       6.1 

∗ −OH                ⇌ ∗= O + x +  H+ + e-                            6.2 

*=O + x + H2O ⇌* + O2+ x-H + H++ e-                      6.3 

* + x-H                ⇌ * + x+ H++ e-                         6.4 

The associated binding energies for these reactions are called G1, G2, G3 and G4 

respectively. The only difference from the mononuclear mechanism is the 

hydrogen transfer during the third reaction step is which means that *-OOH does 

not form on the surface. The *-OOH intermediate is more flexible and should be 

more likely to position itself so the H can transfer to an adjacent hydrogen 

acceptor group . The *-OH could potentially also be available for a H transfer to 

the an adjacent hydrogen acceptor group but at least for the case of the Ni and 

Co doped RuO2 this particular transfer did not make a large difference since the 

binding energies of *-OH and *=O x-H are very similar and within the normal DFT 

error of 0.1 eV.  

To simplify the theoretical understanding of the influence on the hydrogen 

acceptor groups on the catalytic activity of the functionalised graphene sheets 

three approximations are made: 

 The first and second reaction energies are identical meaning that GO = 

2*GOH 

 The hydrogen transfer only occurs as an alternative to the formation of *-

OOH 

 There is no barrier for the hydrogen transfer 

With these three approximations the energy landscape for OER and ORR s shown 

on Figure 6.3 using the reaction energies of G2 (eq. 9.2) and G3 (eq. 9.3) as 

descriptors. For any given G2 and G3 the remaining reaction can be found as G2 

equals G1 which is the only constraint used. G4 is determined since the sum of 
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reaction energies equals 4.92eV. For the OER the largest of the reaction energies 

gives the potential and for the ORR the smallest of the reaction energies gives 

the potential.  A double pyramid is created with this analysis as seen in Figure 

6.3.  

 

Figure 6.3: The theoretical volcano pyramids for the minimum overpotential for oxygen 

electrocatalysis using only the constraint that GO = 2*GOH as a function of G2 and G3.The ORR 

energy landscape is shown in blue and the OER  energy landscape is shown in green. The red 

plane is with the additional constraint that GOOH = 3.2 + GOH. 

The two volcanos in Figure 6.3 meet in a single point (1.23,1.23,1.23), 

demonstrating that an ideal catalyst indeed could be designed if the three 

approximation stated above are valid.  The scaling relations between *-OH and *-

OOH effectively limits this energy landscape to a plane where the catalyst with a 

mononuclear mechanism is positioned. The plane cutting through the two 

pyramids is seen to the right of Figure 6.3. 

The catalysts which have a mononuclear mechanism and therefore constant 

offset of 3.2 eV between the *-OH and *-OOH are visualised in figure 6.4 with 

the volcanos for the ORR and OER. The data collected from literature for metals, 

metal alloys and oxides [37], [43] considered for oxygen electrocatalysis. The 

data obtained from the transition metal doped graphene sheets  in this work is 

included as well assuming a mononuclear mechanism. It is important to note 

that while the catalysts are limited by the universal scaling relations the ORR and 

OER catalysts do not have the same descriptor for the volcanoes since the 

potential limiting step is typically G2 or G3 for oxygen evolution catalysts and G1 

or G4 for the oxygen reduction catalysts. This is the reason for the scatter in the 

data obtained from the functionalised graphene calculations which is largest in 
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lower right section in Figure 6.4 which illustrate the ORR volcano. This is because 

G2 is not good descriptor for ORR when dealing with functionalised graphene and 

in literature G1 [68], [69] has been used for these systems. The metals follow the 

volcanic trend almost ideally since they follow the assumption that G1 = G2 to a 

satisfactory level.  

 

Figure 6.4: 2d cross section represented by the red plane in figure 6.3 with the green ORR 

volcano in the bottom and the blue OER volcano on the top using G2 as the descriptor. The 

potential limiting for each legs of the volcanos are labelled. The horizontal dotted line illustrate 

no overpotential for oxygen electroctalysis. The other dotted line connects the two volcanos 

and the ideal cat alyst with no overpotential is positioned at the intersect. The data illustrating 

the trends are obtained from literature. Gray – ORR dat a of metal and alloys[43]. Black – OER 

data from oxides[37] Red – functionalised graphene considered for both ORR and OER.  

G1 could have been chosen as a descriptor in Figure 6.4 as well however the 

oxides considered the assumption that G1 = G2 is not valid as seen in Figure 6.5. 

The choice of G2 as a descriptor is a compromise and is selected since the metals 

uphold the assumption of G1 = G2 better than the oxides. For the functionalised 

graphene either descriptor could have been used with equally accuracy.  

G1 = G2 G4 

G1 = G2 
G3 
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Figure 6.5: 2d cross section represented by the red plane in figure 6.3 with the green ORR 

volcano in the bottom and the blue OER volcano on the top using G1 as the descriptor. 

Otherwise, the volcano is a replica of previous figure. 

The principle of the double volcano has been illustrated before in literature with 

similar systems although in molecular form [68] and based on molecular orbital 

theory [62] for perovskites as illustrated in Figure 6.6. While the eg electron filling 

must somehow be connected to the binding energies to the surface the 

correlation is not straightforward. The analysis of the OER and ORR on 

porphyrines and perovskites show that based on a single descriptor it is not 

possible to have a functional active site that has optimal catalytic activity 

towards both ORR and OER. This is due to the linear scaling relations between 

intermediates that shift the apex of the volcanoes for the OER and ORR away 

from the thermodynamic equilibrium potential (1.23eV) of oxygen 

electrocatalysis. 

G2 = G1 

G4 

G2 = G1 
G3 
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Figure 6.6: Overpotentials at 50μA/cm
2
 as a function of the eg electron filling on various 

perovskites investigated. A) as OER catalysts  B) as ORR catalysts. Figure originate from [62] 

and is reprinted with permission from the authors. 

The binding energies for the Fe, Co and Mn doped graphene in a pyrrolic (Me-

pyrr) and pyrridinic environment (Me-pyri) is listed in table 6-2 assuming the 

mononuclear mechanism. The influence of an addition ligand coordinated to the 

transition metal in the form of NH3 and NH2 are included as well denoted Me-

pyr-NH3 and Me-pyr-NH2. 

Table 6-2: Binding energies of intermediates GOH, GO and GOOH, reaction energies of the 4 steps 

in the reaction mechanismm G1,G2,G3 and G4 assuming a mononuclear mechanism for the test 

set of functionalised graphene. 

System GOH [eV] GO [eV] GOOH [eV] G1 G2 G3 G4 

Fe-pyrr 1,34 2,04 4,54 1,34 0,7 2,5 0,38 

Co-pyrr 1,58 3,02 4,49 1,58 1,44 1,47 0,43 

Mn-pyrr 1,3 1,87 4,69 1,3 0,57 2,82 0,23 

Fe-pyri 0,88 1,49 3,83 0,88 0,61 2,34 1,09 

Co-pyri 1,33 2,82 4,26 1,33 1,49 1,44 0,66 

Mn-pyri 0,89 1,25 3,9 0,89 0,36 2,65 1,02 

Fe-pyrr-NH2 0,77 1,69 3,8 0,77 0,92 2,11 1,12 

Co-pyrr-NH2 1,43 3,12 4,4 1,43 1,69 1,28 0,52 

Mn-pyrr-NH2 1,25 2,24 4,37 1,25 0,99 2,13 0,55 

Fe-pyri-NH2 0,78 1,47 3,78 0,78 0,69 2,31 1,14 
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System GOH [eV] GO [eV] GOOH [eV] G1 G2 G3 G4 

Co-pyri-NH2 1,32 2,95 4,32 1,32 1,63 1,37 0,6 

Mn-pyri-NH2 0,95 1,6 3,99 0,95 0,65 2,39 0,93 

Fe-pyrr-NH3 1,29 2,61 4,44 1,29 1,32 1,83 0,48 

Co-pyrr-NH3 1,76 3,37 4,76 1,76 1,61 1,39 0,16 

Mn-pyrr-NH3 1,38 2,57 4,5 1,38 1,19 1,93 0,42 

Fe-pyri-NH3 1,55 2,63 4,6 1,55 1,08 1,97 0,32 

Co-pyriNH3 1,7 3,3 4,72 1,7 1,6 1,42 0,2 

Mn-pyriNH3 1,1 2,3 4,29 1,1 1,2 1,99 0,63 

 

Table 6-3: The theoretical overpotential for OER, OverOER and ORR, OverORR for the test set of 

functionalised graphene. 

System OverOER OverORR 

Fe-pyrr 2,5 0,38 

Co-pyrr 1,58 0,43 

Mn-pyrr 2,82 0,23 

Fe-pyri 2,34 0,61 

Co-pyri 1,49 0,66 

Mn-pyri 2,65 0,36 

Fe-pyrr-NH2 2,11 0,77 

Co-pyrr-NH2 1,69 0,52 

Mn-pyrr-NH2 2,13 0,55 

Fe-pyri-NH2 2,31 0,69 

Co-pyri-NH2 1,63 0,6 

Mn-pyri-NH2 2,39 0,65 

Fe-pyrr-NH3 1,83 0,48 

Co-pyrr-NH3 1,76 0,16 

Mn-pyrr-NH3 1,93 0,42 

Fe-pyri-NH3 1,97 0,32 

Co-pyriNH3 1,7 0,2 

Mn-pyriNH3 1,99 0,63 

 

The energies are obtained with DFT within the GPAW code using the RPBE 

functional [12]. A 2x2x1 k-point set with a 0.15 Å grid spacing was employed.  

The DFT calculation were spinpolarised system by providing an initial magnetic 

moment provided on the transition metal which was allowed to relax during 

optimisation using the BFGS algorithm.  

To obtain the free energies the zero-point energies and entropy corrections are 

taken from literature [124]. It should be noted that for the calculation of the GO 

energy an additional correction of 0.2 eV is added to the stability of the *=O 

intermediate. This is done to correct for the change in the number of possible 

hydrogen  bonds from three for the *-OH and *-OOH intermediate to two for the 

*=O intermediate done in literature [69] for these types of systems.   

The influence of a hydrogen transfer to an organic functional group is explored 

using the same test-set. Since the hydrogen transfer is assumed to only influence 
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G3 the choice of descriptor (G1 or G2) is irrelevant. The transition metal doped 

graphene sheets and the hydrogen acceptor groups are treated as separate 

systems. There might be barriers associated with transferring hydrogens 

between the hydrogen acceptor groups and the transition metal placed in the 

functionalised graphene but they are not considered.  

The three functional groups are selected to illustrate the influence of hydrogen 

acceptor on the OER and ORR mechanism. R-OH in the “on top” postion has a 

too high oxidation potential of 1.65 V, R-NH2 in the edge position has a too low 

oxidation potential of 0.56 V and finally the R-COOH in the edge position which 

has a oxidation potential of 1.05 V.  

The hydrogen transfer is assumed to only occurs in the third reaction step and 

only if the hydrogen transfer gives a lower energy when compared to the *-OOH 

intermediate. This true if sum of the oxidation potential of the functional group 

Gox and GO is lower than GOOH 

The effect of two of the functional groups R-NH2 and R-OHis visualised in Figure 

6.7 and 6.8 respectively. It is clearly seen that the addition of the functional 

group only improves the catalysts that are either limited by G3 or G4. 

 

Figure 6.7 The effect of R-NH2 in the edge  position on the overpotential for  functionalised 

graphene and the theoretical volcanoes for OER and ORR. The dashed lines display the 

theoretical volcanoes assuming the mononuclear mechanism and the continuous lines the 

theoretical volcanoes assuming the H transfer to the hydrogen acceptor groups. 

 

R-NH
2
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Figure 6.8: The effect of R-OH in the “on top” position on the overpotential for functionalised 

graphene and the theoretical volcanoes for OER and ORR. The dashed lines display the 

theoretical volcanoes assuming the mononuclear mechanism an d the continuous lines the 

theoretical volcanoes assuming the H transfer to the hydrogen acceptor groups.  

The overpotential for the oxygen reduction reaction can be improved by 

increasing the potential of the smallest reaction energy which explains the 

shoulder on the R-NH2 volcano in Figure 6.7 as it enters the region where the 

oxidation potential of R-NH2 of 0.65 eV becomes potential limiting instead of G3 

as seen by the dashed versus the continuous line. The low oxidation potential 

prevents overpotentials lower than the lowest predicted by the scaling relation. 

In the case of the R-OH displayed in Figure 6.8 the oxidation potential equals 

1.65 eV. Here the new minimum overpotential achievable for the ORR is 1.09 V 

which is the case when the remaining binding energies G1,G2 G4 are potential 

limiting.  

For the oxygen evolution reaction another trend is observed since the 

overpotential since the largest binding energy in the reaction mechanism 

determines the overpotential. The lower oxidation potential from R-NH2 gives a 

new minimum overpotential of 1.45V which is found when all the remaining 

three binding energies are potential limiting. The oxidation potential of the R-

NH2 almost equals the minimum overpotential dictated by the scaling relations 

for OER. This creates a very large range of G2 (almost 1 eV) in which catalysts has 

a moderate overpotential.   

For a more ideal oxidation potential the R-COOH positioned on the edge has an 

oxidation of 1.05 eV is shown in figure 6.9. This gives a much lower possible 

overpotential and the possibility for creating bifunctional catalysts. Pyrrolic Fe 

R-OH 
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with an additional NH3 ligand with only  a 0.1 V overpotential for ORR and a 0.2 V 

overpotential for the OER.  

 

Figure 6.9: The effect of the oxidation potential of the R-COOH on the edge position on the 

overpotential for the functionalised graphene sheets. The dashed lines display the theoretical 

volcanoes assuming the mononuclear mechanism and the continuous lines the theoretical 

volcanoes assuming the H transfer to the hydrogen acceptor groups. 

This analysis show that existing catalysts can be improved by the addition of a 

functional group which enables hydrogen transfers at a given potential , it also 

provides some interesting design options. The ideal catalyst could be achieved 

using by designing a functional group with the optimal oxidation potential of 

1.23 eV. This would require a catalyst with optimal binding energies of G1, G2 and 

G4 which might not be possible. It was assumed that G1 equal G2 is not always 

true so achieving the perfect catalyst might not be possible. 

Another option could be to find a functional group like the R-OH for the oxygen 

evolution reaction which activates a large range of catalysts to a moderate 

overpotential, due to the large tolerance in changes to the binding energies. It 

also lessens the requirements for the accuracy in determining the binding 

energies. DFT only have a limited accuracy and more advanced methods would 

be required design the ideal catalyst. The functionalised graphene sheets offer 

some flexibility in design and could be a promising class of materials for the ORR 

and possibly the OER as well since they offer the possibility for insertion of 

functional groups during synthesis. This creates a special active site which 

effectively bypasses the scaling relations observed in the mononuclear 

mechanism. Stability is still something that needs to be investigated to truly 

replace noble metals and noble metal oxides for oxygen electrocatalysis.  

R-COOH 
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It seems possible that photosystem II would be able to use H acceptors to tune 

the activity of centre Mn4Ca cluster beyond the scaling relations, based on 

experimental measurements for the states YzS0, YzS1, YzS2, YzS3 [131] which 

thermodynamically corresponds to the adsorption energies of *, *-OH, *=O and 

*-OOH. The energy level are shown in Figure 6.10 at pH = 7 which is the 

physiological pH and pH = 0 to better compare with other inorganic OER 

catalysts. The conversion between pH levels is done using the Nernst equation. 

At pH = 7 the offset between the states YzS1 and YzS2 corresponding *-OH and *-

OOH, equals 3.1 eV is also observed for photosystem II. The binding energy 

between YZS2 and YZS1 corresponding to the energy between GO and GOH equal 

1.5 eV. This result in overpotential of 0.33V which is a little above the apex of the 

theoretical volcano for the mononuclear mechanism. 

 

Figure 6.10: The energy levels for OER corresponding to *, *-OH, *=O, *-OOH and O2. The 

adsorption energies compared to the reference state are at pH = 7, 0 .86 eV, 1.95 eV and 3 .1 eV 

and at pH = 0, 1 .26 eV, 2.78 eV and 4.34 eV. The offset between *-OH and *-OOH or YzS1 and 

YzS3 is 3.1 eV. Data based obtained from literature[131]. 

Photosystem II, at least according to the analysis done here and the observed 

overpotentials [100] of around 0.4-0.5V, obeys the scaling relations between *-

OH and *-OOH. This means that Photosystem II does not utilise a hydrogen 

transfer mechanism to increase the efficiency of OER beyond what is possible by 

the mononuclear mechanism. This is despite of the nearby surroundings with all 

the functional sidegroups of the amino acids around the active site [132]. To 

compare this analysis show that a Mn ion in a pyrrolic environment with an 

addition ammonia ligand using a carboxylic acid as a hydrogen acceptor could 

have an overpotential for OER  as low as 0.1 V.  

Functionalised graphene have been investigated as another class of catalysts that 

could be used for the ORR and OER. The 3.2 eV offset between *-OH and *-OOH 
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can be bypassed using a hydrogen acceptor functional group which in principle 

should be able to be synthesised directly on the graphene sheet. Despite the 

catalysts similarity to proteins and Photosystem II, Photosystem II does not seem 

to have an activity improved by functional groups.  

Based on the work on functionalised graphene sheets some design rules have 

been proposed for future catalyst design. In order to improve the theoretical 

overpotential of oxygen electrocatalysis the oxidation potential should be lower 

than 1.23V to improve the ORR and higher than 1.23 V to improve the OER. The 

optimal for both OER and ORR is exactly 1.23 V. In principle, a catalyst could be 

designed with exactly the right binding energies to achieve this . Another option 

is to have a hydrogen acceptor potential like R-OH for the OER.  Using R-OH as a 

hydrogen acceptor does not give overpotentials lower than the 0.4 but enables 

several catalysts with reaction energies in a large potential range in this case of 

0.6-1.6 eV to achieve reasonable overpotentials. 
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7 Conclusion and outlook 

In this thesis it has been demonstrated that the constant offset of 3.2 eV 

between the *-OH and *-OOH intermediate can be bypassed by the use of 

specially designed active sites. A local structure motif containing an active site for 

O containing species and a site which can accepts H nearby creates the possibility 

for H transfers during OER or ORR. This changes the reaction mechanism from a 

mononuclear mechanism to a binuclear mechanism. The binding of *-OH and the 

binding *-OOH is decoupled since the *-OOH intermediate is never formed on 

the surface. This decoupling enables the design of catalytically active sites that 

have a theoretical overpotential below 0.4 V which was previously believed to be 

lowest achievable overpotential. 

As a proof of concept, the systems; Ni and Co modified RuO2 and MnOx and CoOx 

in the vicinity of Au was investigated. Experimental work showed an 

improvement towards OER and the H acceptor functionality nearby the active 

site was proposed as the reason for the increased activity towards OER.  

The special active site concept have also been shown to explain the preference 

for producing H2O2 at high overpotential on Ni and Co modified RuO2 compared 

to conventional RuO2, further supporting the validity of the model system used 

in the DFT calculations. 

The addition of the H acceptor functionality not only increases the OER activity it 

also shifts the ideal binding energies. Based on the scaling relations the ideal 

reaction energy for the formation of the *=O intermediate from the *-OH 

intermediate is 1.6 eV. This is unfortunate as it is the rare catalysts materials 

such as RuO2 and IrO2 have binding energies in that region. The addition of a H-

acceptor functionality allows catalysts with lower binding energies to become 

activated towards oxygen evolution which raises prospect of designing a cheap, 

abundant and highly active OER catalyst in the near future. The principle might 

even be transferable to other electrocatalytic reactions such as CO 2 reduction. 

Further work should focus on promoting special active sites with a very high 

activity towards OER or ORR on the surface relative to the bulk to further 

improve the overall activity of catalysts. In the case of Ni and Co modified RuO2 

the overall activity was shown to be governed by the number of these special 

active sites on the surface. 
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Beyond the volcano limitations in electrocatalysis –
oxygen evolution reaction†

Niels Bendtsen Halck,a Valery Petrykin,b Petr Krtil*b and Jan Rossmeisl*a

Oxygen evolution catalysis is restricted by the interdependence of adsorption energies of the reaction

intermediates and the surface reactivity. The interdependence reduces the number of degrees of

freedom available for catalyst optimization. Here it is demonstrated that this limitation can be removed by

active site modification. This can be achieved on ruthenia by incorporation of Ni or Co into the surface,

which activates a proton donor–acceptor functionality on the conventionally inactive bridge surface sites.

This enhances the actual measured oxygen evolution activity of the catalyst significantly compared to

conventional ruthenia.

Introduction

Electrocatalytic energy conversion and storage have gained in
importance recently mainly in connection with the growing role
of renewable energy sources.1 Fundamentally, the underlying
electrocatalytic reactions are redox processes of multi-electron
nature and can be perceived as a sequence of single electron
charge transfer steps. These processes are also – as a rule –
kinetically hindered and require a substantial energetic driving
force to proceed at technologically acceptable rates.

Regardless of the nature of the electrocatalytic process,
it has to follow through surface confined reaction intermediates.
This means that the driving force can be minimized and the
catalyst activity thereby optimized if the binding of the reaction
intermediates is matched. The ideal catalyst is showing appre-
ciable activity at virtually zero driving force. Such an ‘‘ideal
electrocatalyst’’ needs to have equidistant distribution of the free
energy in each individual charge transfer step of the whole
reaction sequence. Rational catalyst design, therefore, can be
viewed as an attempt to fine-tune the energetics of the charge
transfer reactions to achieve the equal distribution of the free
energy in all steps of the reaction sequence.2 This is equivalent to
optimization of the relative strength of the intermediate(s) bond-
ing to the catalyst surface, which can be theoretically assessed
using density functional theory (DFT).3 Consequently DFT can be

used to estimate the driving forces needed in each individual
charge transfer step. This represents the thermodynamic limit of
the overall reaction kinetics. The catalyst design is, therefore,
reduced to finding a material featuring optimal binding of all
intermediates and consequently an optimal activity.

The real catalyst’s design is, however, hindered by the inter-
dependence of two or more reaction steps. The binding of the
intermediates tends to show the same linear scaling with the
catalyst’s reactivity, which reduces the number of degrees of
freedom (tuneable parameters) available for the catalyst’s opti-
mization. The reactivity which is the only tuneable parameter
can therefore be used as an activity descriptor. Because only
one tuneable parameter is available one can doubt the possi-
bility to design catalysts approaching the thermodynamic limit.

This conceptual restriction, often described as the universality
of the scaling relationship, has been verified for various electro-
catalytic processes including oxygen evolution,4 oxygen reduction,5

and methanol oxidation6 as well as for various classes of the
electrocatalytic materials including metals,7 oxides (sulfides,
nitrides),8 and molecular catalysts.9 Therefore it seems to be an
inherent limit of the rational design of electrocatalysts for
the multiple electron redox processes. Breaking the scaling
relationship(s) allowing for independent binding energy optimi-
zation of the reaction intermediates represents in this respect a
major challenge for both theoretical and synthetic chemistry.
It also represents the only way for qualitative improvement of the
catalytic performance beyond the state of the art. The most
intuitive approach to break the scaling relationships is to modify
the active site by changing it from a surface catalyst to a three
dimensional active site.4 However, so far none of the suggestions
has been successfully realized.

The oxygen evolution reaction (OER) serves as a suitable
model system. It combines sufficient simplicity with practical
importance as OER represents the limiting process in the
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generation of hydrogen in electrochemical or photo-electrochemical
water splitting.10

The oxygen evolution process is a four electron oxidation
process driven by a transfer of 4.92 eV per oxygen molecule, i.e.,
1.23 eV per electron. Experiments identify the second or third
electron transfer as the rate limiting step regardless of the
nature of the electrode material.11 The theoretical analysis of the
problem concurs with the experimental assessment. The free
energy required for the second charge transfer step is identified
as an universal single descriptor of the oxygen evolution process.4

The definition of the descriptor reflects the fact that the inter-
mediates obtained in the first and third charge transfer step show
the same scaling with the surface reactivity.

Regardless of the catalyst, the free energies of the *OH and
*OOH intermediates show a constant difference of approxi-
mately 3.2 eV.4,12 This constant difference is ca. 0.8 eV higher
than the desired 2.46 eV of an ideal catalyst with equidistant
free energy steps. This defines the smallest theoretically con-
ceivable over-potential needed to drive the oxygen evolution to
approximately 0.4 V. Although the theoretical description in
principle allows for catalyst design and optimization, the 0.4 V
penalty represents a limitation applicable to all the catalysts
considered so far.4,13,14 It needs to be stressed that the studies
reported so far on the rational design (i.e. a combination of the
theoretical prediction and targeted synthesis) to optimize the
electrocatalytic activity in oxygen evolution remain within this
paradigm and utilize combinatorial screening to optimize
a single descriptor of the surface reactivity. The resulting
materials – although offering a variability of the catalysts’
electronic structure – cannot break the limitation put forward
by the scaling relationship described above and their activities
are summarized in the volcano curves.

Restricting the considerations to rutile type oxide catalysts,
which represent industrial benchmark materials for OER, one
may confine the actual activity to the so-called coordination
unsaturated sites (cus) present on the surface.15 The cus sites
can be identified with surface metal cations which form (n � 1)
bonds with oxygen (where n is the number of oxygen bonds
formed by the given cation in the bulk). Only cus sites allow
for formation of reactive ‘‘atop’’ positions essential for the
formation of strongly adsorbed intermediates.15 Of the rutile
oxides ruthenia (RuO2) is known to be particularly active in the
oxygen evolution as the theoretical analysis also confirms
which places this oxide close to the top of the volcano. It was
reported that even in the case of ruthenia based catalysts the
activity is improved by a controlled incorporation of the hetero-
valent cations.16 It may be envisaged that the cus site archi-
tecture may be artificially modified by the incorporation of
heterovalent cations. This communication elaborates the
possible effects of the local structure modifications on the
resulting oxygen evolution activity and presents a general
approach capable of breaking the universal scaling relationship
of the OER. The general nature of this approach is demon-
strated by a DFT based theoretical analysis of the OER activity
of modified ruthenia catalysts combined with their experi-
mental behaviour.

Methods

Ni and Co incorporated nanocrystalline ruthenia catalysts
were prepared by co-precipitation of alcohol based solution of
ruthenium(III) nitrosyl nitrate with a stoichiometric amount of
Ni(NO3)2 or Co(NO3)2 by tetramethylammonium hydroxide. The
precipitate was aged in a PTFE lined autoclave at 120 1C for
24 hours. The resulting precursor was filtered, dried and annealed
at 4001 for 3 hours to obtain crystalline catalysts. Details of the
synthesis and characterization can be found in ref. 17 and 18. The
reference samples of IrO2 and MnO2 were prepared by hydro-
thermal synthesis from iridium(III) acetylacetonate (Alfa Aesar)
and potassium permanganate (Aldrich), respectively. The electrodes
for electrochemical experiments were prepared from synthesized
materials by sedimentation of nanocrystalline powder from a water
based suspension (5 g L�1) on Ti mesh (open area 20%, Goodfellow)
to obtain the surface coverage of about 1–2 mg cm�2 of active
oxide. The deposited layers were stabilized by annealing the
electrodes for 20 min at 400 1C in air. The electrocatalytic
activity of the prepared materials with respect to oxygen evolu-
tion was studied in potentiostatic experiments in a 0.1 M HClO4

solution. All experiments were performed in a home-made
Kel-F single compartment three-electrode cell controlled by a
PAR 263A potentiostat. Pt and saturated calomel electrodes
(SCE) were used as auxiliary and reference electrodes, respectively.
All potentials shown in the text are recalculated and quoted with
respect to RHE.

The model structures used in DFT calculations were based
on the local structure as obtained by the refinement of extended
X-ray absorption fine structure (EXAFS) functions processed
from the X-ray absorption spectra (XAS) measured on Ru, Ni
and Co K absorption edges. Details of these experiments are
given in ESI.†

The DFT binding energies are calculated using a software
program in which the valence electronic states are described
by a plane wave basis and the core–electron interactions with
Vanderbilt ultrasoft pseudopotentials.19 For all surfaces the
exchange–correlation functional Revised Perdew–Burke–Ernzerhof
(RPBE) was used.20 The planewave basis used a cutoff of 350 eV
for the kinetic energy and a 500 eV cutoff for the density. A 4 �
4 � 1 Monkhorst–Pack grid was used to sample the Brillouin
zone of the system. The conventional rutile ruthenia {110} sur-
face is modelled using a 1 � 2 supercell with 4 atomic trilayers
as described in the literature.4 The Ni modified {110} surface is
modelled using a larger 1 � 3 supercell with 1 Ni in the bridge
row and 1 Ni in the cus row as shown in Fig. 1 together with
other possible local arrangements. The calculations are spin
polarized.

Results and discussion

The Ni17 and Co18 incorporated ruthenia conforms apparently
to a single phase rutile structure featuring an uneven distribu-
tion of the structure incorporated cation. EXAFS based struc-
tural studies prove that the Ni and Co cations show a strong
tendency to form clusters coordinated along the (111) direction
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of the rutile structure rather than distribute homogeneously in
the ruthenium rich oxide framework. Despite the apparently
intact translational order of the Ni and Co modified oxides, the
cation introduction alters the local structure of the catalyst in
the way shown in Fig. S1 (ESI†). Regardless of the nature of the
incorporated cation, the mechanism compensating for the lower
charge of the Ni and Co cations suppresses the clustering of
cations along the (001) direction. Assuming a surface structure
conforming to this constraint one can construct three principal
arrangements shown in Fig. 1. These may feature isolated
heteroatoms in either cus or bridge position (Fig. 1A) separated
by cationic sites occupied by Ru atoms. Alternatively one may
assume the presence of short chains of the heteroatoms (2–3)
stacking along the (001) direction in either bridge or cus position
forming an isolated island in the surface (Fig. 1B and C).17

The functionality of these principal arrangements is visua-
lized in the DFT calculations assuming the smallest unit cell
featuring all needed local arrangements (see Fig. 1A). The overall
energetics of the oxygen evolution process on the Ni modified
ruthenia (see Fig. 2) shows a significant deviation from that of
conventional ruthenia. The potential controlling step that
requires the highest driving force has changed from the third
electron removal for conventional ruthenia to the second electron
removal for the Ni modified ruthenia and the first electron removal
for the Co modified ruthenia. The biggest free energy step amounts
to 1.49 eV and 1.33 eV for the Ni and Co modified ruthenia,
respectively, (see Fig. 2) as compared to 1.65 eV for conventional
ruthenia. This allows us to estimate the thermodynamic limit of the
overpotential of the whole process to B0.3 V for Ni modified
ruthenia and B0.1 V for Co modified ruthenia. These overpotentials
are significantly lower than the minimum overpotential of 0.4 V
predicted previously4 which is mainly due to lowering of the energy
of the S3 state compared to conventional ruthenia as shown in Fig. 3.
In the experiments (see Fig. 4) cation modified ruthenia materials
show a greater activity compared with conventional ruthenia.21

The results of the DFT modelling rationalize the effect of the
introduction of Ni or Co on the ruthenia surface. The presence
of Ni or Co at the cus positions has only negligible effect on the
binding properties of the predominantly Ru composed surface.
The binding energy of oxygen on the catalytically active Ru cus
site is 2.75 and 2.59 eV for Ni and Co in the bridge site,
respectively, while for conventional ruthenia the binding of O
in the same position is 2.73 eV (see Table S1, ESI† and Fig. 3).

In this way the presence of Ni or Co in the cus site cannot be related
to the observed increase in the oxygen evolution activity of Ni or Co
modified ruthenia. The available bridge positions generally deemed
non-participating in the oxygen evolution process get activated by
the presence of Ni or Co, which allows for simultaneous electron–
proton transfer at the potential close to the standard potential of the
oxygen evolution reaction. The activation of the bridge site as a
proton donor–acceptor effectively introduces a second tuneable
parameter of the oxygen evolution process as the bridging O adsorbs
hydrogen from the *OH in S1 and *OOH species in S3 (Fig. 2) which
lowers the energies of these states compared to conventional
ruthenia. The reactivity of the surface cus sites and the bridge site
proton donor–acceptor potential are still weakly correlated via a
hydrogen bond, which affects the oxidation potential of the bridge
site if oxygen is present on the adjacent cus site. For Ni and Co
modified ruthenia the potential for removing the proton from the
bridging oxygen with oxygen present on the ruthenium cus site is
1.33 V and 1.49 V, respectively, and without oxygen on the cus site
the potential for removing the proton is 1.23 and 1.33 V respectively
(see Table S1 in ESI†). An improvement in the oxygen evolution
related catalytic activity in hematite with Ni and Co doping has also
been reported but the observed effect is rather moderate which is
likely due to the semiconducting nature of hematite.22

The DFT calculations show that the Ni and Co modified
ruthenia still do? lag behind the performance of an ideal catalyst.
It is essential to stress, however, that the activation of the bridge
sites removes the problem of the same free energy scaling of
different intermediates providing the necessary degree of freedom
to approach a global optimum via a new reaction pathway. Note
that an adjustment of the donor–acceptor levels of the introduced
cation is prerequisite for the oxygen evolution enhancement.
Fig. 5 shows that the apex of the ‘‘volcano curve’’ based on the
scaling relationship appears at 1.6 eV, i.e. at somewhat higher
descriptor value than that of the ideal catalysts (1.23 eV). The
theoretical activity predicted for Ni and Co modified ruthenia
appears significantly above the apex of the conventional ‘‘volcano
curve’’. These catalysts apparently being to the weak binding leg of
the volcano, which depicted by the dashed line in Fig. 5, despite
their descriptor belonging to the strong binding region.

This situation can be rationalized keeping in mind that the
proton/acceptor functionality represents an additional descrip-
tor not reflected in Fig. 5. Fig. 5, therefore, represents a one-
dimensional reduction of a two dimensional volcano surface. In
this two-dimensional approach the predicted catalytic activities
would form the surface of a pyramid where the base is described
by the reactivity of the surface cus sites and the bridge site proton
donor–acceptor potential forming the x and y axes. In practical
terms the introduction of the second parameter as seen for the
oxygen evolution on Ni modified ruthenia, essentially outlines the
simplest multi-dimensional approach allowing us to improve
the electrocatalyst’s behavior beyond the limitations of a single
descriptor ‘‘volcano curve’’.

Although the experimental results do reflect an increase of
the oxygen evolution activity upon modifying ruthenia with Ni
or Co the observed effect (see Fig. 4) seems to be less significant
than the theoretical predictions.

Fig. 1 Three possible schematic representations of the modified oxygen
evolution active site in the Ni modified ruthenia with different placements
of Ni on the rutile ruthenia {110} surface: (A) one bridge and one cus Ni,
(B) two bridge Ni and (C) two cus Ni. The structures were based on EXAFS
refinement.4 Representation A was used for the DFT calculations. Color
coding of the atoms: Ru – blue, Ni – green, and O – red.
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This discrepancy can be qualified realizing the conceptual
difference between real catalysts and their model representa-
tion in the DFT calculations. While the DFT calculations are
created by periodic replications of the modified active site
(see Fig. 1) the real catalysts feature only a limited number of
the modified active sites diluted in the ruthenia matrix.
A correct correlation in such a case can be obtained if one uses
the measured current density per active site which is corrected
for the contribution of the regions containing no dopant.

These current densities can be calculated using a simple
formalism anticipating that the presence of each dopant atom
in the bridge or cus site is proportional to the total dopant
concentration. In this case the site normalized current for
cobalt modified ruthenia can be written as:

J RuMesiteð Þ ¼ J RuMexÞ � ð1� xÞJðRuð Þ
x

(1)

where x stands for the Ni or Co fraction, J(RuMex) and J(Ru)
represent experimentally measured current density for modified

and conventional ruthenia, respectively, and J(RuMesite) stands
for the site normalized current density.

While the site normalized current densities of the Co
modified catalysts calculated for different overall Co content
according to eqn (1) are independent of concentration, the site
normalized current densities of the Ni modified materials
remain concentration dependent as shown in Fig. 6. This
behavior is caused by the concentration dependence of the Ni
local environment. In the particular case of modified ruthenia,
the Co modification forms a cluster structure which is inde-
pendent of concentration whereas the Ni modified ruthenia
tend to form clusters protruding preferentially in the {110}
surfaces with increasing Ni content.

This clustering tendency violates the assumption expressed
in eqn (1) since the probability of Ni entering the activated
bridge position increases above the proportionality if the total
Ni content x exceeds 0.05. The deviation from the proportion-
ality may be corrected if the structure of the cluster is taken into
account. EXAFS based cluster structures applicable to Co and

Fig. 2 Reaction mechanism of the oxygen evolution reaction on conventional rutile ruthenia and Ni and Co modified ruthenia on the {110} surface. The
Gibbs free energies obtained from DFT calculations for each of the reaction steps are included. For Ni and Co modified ruthenia the first and third step
deviate in energy due to the activating bridging O atom which binds the proton. Color coding of the atoms: O – red, Ru – blue, Ni or Co – Cyan, and
H – white. Below is a schematic figure of the role of the two binding sites for ruthenia and Ni modified ruthenia. The green row represents the cus row
and the blue row represents the bridge row and the red color indicates intermediates.
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Ni modified structures are shown in Fig. S1 of the ESI.† While
the structure shown in Fig. S1a (ESI†) applies to all Co modified
ruthenia, it only applies for the modified structures with low Ni
content (x = 0.05). The structure shown in Fig. S1b (ESI†) is
valid for Ni modified ruthenia with higher Ni content (x = 0.1).
The cluster size can be conservatively estimated to be 3 and 5 Ni
atoms, respectively. The orientation of the clusters with respect
to the {110} surface of the nanoparticles sets a correction factor
y complementing eqn (1), which reflects the fraction of the
cluster atoms possibly residing in the {110} oriented surface.

J RuNisiteð Þ ¼ J RuNixð Þ � ð1� xÞJðRuÞ
xy

(2)

This correction factor is equal to 1/3 and 3/5 for the structures
shown in Fig. S1a and b (ESI†), respectively. The site normalized
current densities reflecting the structure of the Co or Ni clusters
are shown in Fig. 6 (blue and green symbols). The correction for

the size and shape suppresses the concentration dependence of
Ni clusters’ site normalized activity. It needs to be noted that the
site normalized activity of the Co modified materials remains
higher than that of the Ni counterparts, although this difference
decreases with increasing concentration of the dopant.
Superiority of the Co modified materials – particularly at low
x – generally agrees with the results of the DFT calculations.

DFT predicted thermodynamic limits to the overpotentials
are often compared with the parameters used to describe the
electrode kinetics – e.g. current density at the chosen electrode
potential. It has to be borne in mind that DFT does not provide
overpotential values that directly can be compared to experi-
ments. Only the trends in results should be compared. This
fact can be explored to compare the theoretically limiting

Fig. 3 Free energy diagram based on DFT calculations for conventional,
Ni and Co modified ruthenia and the perfect catalyst for the four steps in
the oxygen evolution reaction mechanism. The modified ruthenia catalysts
have significantly stronger binding in S3 which is the potential limiting step
for ruthenia.

Fig. 4 The current density of oxygen evolution on Ni and Co modified
ruthenia in 0.1 M HClO4. The data were extracted from potentiostatic
experiments 40 s after potential application.

Fig. 5 Volcano curve of the theoretical overpotential for oxygen evolu-
tion processes based on the DFT calculations described in the literature4

using the second charge transfer reaction as a descriptor. The star marks
the position of an ideal catalyst, the magenta circle corresponds to Ni
modified ruthenia and the blue circle to Co modified ruthenia.

Fig. 6 Site normalized oxygen evolution activity of Ni and Co modified
ruthenia Ru1�xNixO2 as a function of the Ni and Co content with (blue and
green squares) and without cluster shape correction (red and black squares).
The term log denotes the base 10 logarithm.
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overpotentials with the experimental current densities taken for
different catalysts at the same electrode potential. Provided that
electrode reaction on all compared electrode materials follows
the same reaction mechanism one should reasonably assume
the experimental current density to be an exponential function
of the DFT predicted limiting overpotential which is shown in
Fig. 7 where the dependence of the experimental current density
at 1.6 V (vs. RHE) of several known oxide electrocatalysts on the
limiting activation barrier is compared. The significant increase in
the site normalized oxygen evolution activity, however, also sug-
gests rather low stability of the catalyst namely in the acid media
which is indeed confirmed by the spectroscopic measurements.17

Regardless of the low stability of the Ni or Co modified ruthenia,
these catalysts are the first examples of circumventing the limita-
tions set by the scaling relationship. In this respect it needs to be
accentuated that the observed phenomenon (introduction of proton
acceptor–donor sites), although being an intrinsic catalyst property
in this particular case, can in principle also be triggered by alter-
native mechanisms like, e.g. by anion23,24 or CO25,26 adsorption.
This fact allows for a transfer of this approach to other electro-
catalytic processes in aqueous media like, e.g. oxygen reduction27 or
CO28 and CO2 reduction,29 if the electronic properties of the
modified active site are fine-tuned with respect to the standard
potential of the overall process. It also gives a clear indication
that the rational design of the catalysts should aim at modifying
the local structure of the catalytically active materials which is
likely to result in metastable structures rather in stable ones
which were in the center of exploration, so far.

Conclusions

Theoretical analysis of the oxygen evolution on Ni and Co
modified ruthenia catalysts shows that the proton donor–acceptor
functionality of the bridge site can be optimized independently of

the surface reactivity at the cus sites, which results in a
significant reduction of the theoretical overpotential compared
to the conventional ruthenia which is also reflected in the
experimental work as Ni modified ruthenia is observed to be
far more active than conventional ruthenia beyond which the
scaling relationship predicts.

The addition of a proton donor–acceptor functionality to the
oxygen evolution reaction represents a simple multidimensional
optimization of multi-electron electrocatalytic processes in aqueous
media. This principle can be likely extended to other electro-
catalytic processes and may represent a general concept of the
rational catalyst design.

The comparison between experimental and theoretical work
on modified ruthenia is complicated by the structural differ-
ences between Ni and Co clusters formed in the ruthenia matrix
which is why the per site normalization and the cluster correc-
tion are needed to be applied before the experimental results
can be compared to the per site activity obtained from DFT
calculations.
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Introduction

The sustainable production of hydrogen is a promising route
for intermittent energy sources such as wind and solar
power.[1] The electrochemical splitting of water is facilitated in
electrolyzers, in which hydrogen is evolved at the cathode and
oxygen at the anode. The overall efficiency of such cells is se-
verely hindered by losses at the anode,[2, 3] at which the compli-
cated oxygen evolution reaction (OER) introduces a large over-
potential. This process has been the focus of many studies,
both theoretical[4–10] and experimental,[11–17] but despite the
keen attention, the state-of-the-art OER catalysts still exhibit
large overpotentials. In OER, four electrons and protons are re-
moved from two water molecules. The proton and electron
most difficult to remove determine the overpotential. The four
reaction steps are shown in Equations (1)–(4).

*�OH2 ! *�OHþ Hþ þ e� ð1Þ

*�OH! *¼Oþ Hþ þ e� ð2Þ

*¼Oþ H2O! *�OOHþ Hþ þ e� ð3Þ

*�OOH! * þ O2 þ Hþ þ e� ð4Þ

in which * represents an active surface site. This reaction path-
way is valid for acidic solutions but changing to an alkaline en-
vironment does not change the thermodynamic analysis pre-
sented herein. The potential-determining step indicates the
potential needed to have all steps downhill in free energy.
From a thermodynamic point of view, the potential for remov-
ing protons and electrons is given by differences in free
energy between reaction intermediates.[18] Therefore, minimiz-
ing the overpotential is firstly a matter of binding the reaction
intermediates with the right strength to the catalyst surface,
making the largest free energy difference for any oxidation
step as small as possible. Unfortunately, the binding energies
of the different intermediates cannot be varied independently
from each other; in general binding energies of similar inter-
mediates scale with each other.[19–21] This phenomenon has
been established for reaction intermediates such as SHx, NHx,
and OHx on a variety of surfaces including metals, sulfides, ni-
trides, and oxides and is known as scaling relations. The two
OER intermediates *�OH and *�OOH therefore interact in
a similar way with any catalyst surface, which limits the activity
of even the best performing catalysts. For the OER (proceeding
via *�OH and *�OOH intermediates), a minimal overpotential
of 0.3–0.4 V is needed owing to a constant difference in free
energy of 3.2 eV for the 2 e�/H+ oxidation from *�OH to
*�OOH.[9, 10] The minimum overpotential can be found from the
energy difference of 3.2 eV by dividing with two elementary
charges and subtracting the equilibrium potential for oxygen
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if gold is added to the surface or used as substrate. We pro-

pose an explanation for these enhancements based on a hydro-
gen acceptor concept. This concept comprises a stabilization
of an *�OOH intermediate, which effectively lowers the poten-
tial needed for breaking bonds to the surface. On this basis,
we investigate the interactions between the oxides and gold
by using DFT calculations. The results suggest that the oxygen
evolution reaction overpotential decreases by 100–300 mV for
manganese oxides and 100 mV for cobalt oxides.

[a] R. Frydendal, E. A. Paoli, Prof. I. Chorkendorff
Center for Individual Nanoparticle Functionality
Department of Physics
Technical University of Denmark
DK-2800 Kongens Lyngby (Denmark)

[b] Dr. M. Busch, N. B. Halck, Prof. J. Rossmeisl
Center for Atomic-Scale Materials Design
Department of Physics
Technical University of Denmark
DK-2800 Kgs. Lyngby (Denmark)
E-mail : jross@fysik.dtu.dk

[c] Dr. P. Krtil
Department of Electrocatalysis
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evolution at standard conditions of 1.23 V.[9] Thus, the two
proton–electron transfers both proceed at 1.6 V, equivalent to
an overpotential of 0.37 V. By changing from one catalyst to
another and thereby changing the binding strength, there is
little hope to break this fundamental limitation for OER. For
catalyst surfaces that bind too strongly (which is the situation
on Mn, Co, Ir, and Ru oxides), the overpotential originates from
breaking a bond between the intermediates and the surface
[Eq. (3)] .

For surfaces that bind too weakly, such as NiO or TiO2, the
overpotential is related to bonds forming to the surface
[Eqs. (1) or (2)] . This simple relationship between catalytic ac-
tivity and binding of intermediates illustrates the Sabatier prin-
ciple.[22] For the OER a suitable descriptor for the activity is the
reaction energy of the second step [Eq. (2)] , DG*=O�DG*�OH.
Through the linear scaling relation between *�OH and *�OOH,
this single descriptor can describe the potential-determining
step for both strong and weak binding catalysts towards the
OER.[10]

For catalyst surfaces on which reaction (3) is potential-deter-
mining, the activity could be enhanced by stabilizing the
*�OOH intermediate relative to *=O and *�OH, as reaction (3)
would then require a lower potential. A strategy and example
on this concept have recently been demonstrated for mixtures
with RuO2 and either Co or Ni.[23] The idea is to introduce a hy-
drogen acceptor on the RuO2 surface, in this case an oxygen
atom, near Co or Ni so that *�OOH forms a strong hydrogen
bond to this acceptor or even donates the hydrogen, forming
*�OHacceptor and O2 on the surface rather than the *�OOH inter-
mediate. Experimentally, several studies have reported activi-
ties that oxides based on Ru�Co or Ru�Ni mixtures are more
active than pure RuO2.[24–26]

Decoupling the *�OOH binding energy from the *�OH bind-
ing makes it possible to tune the catalytic properties by vary-
ing the hydrogen acceptor. Reaction (3) is therefore changed
into reaction (5):

*¼Oþ H2Oþ *¼Oacceptor ! *�O2 þ *�OHacceptor þ Hþ þ e� ð5Þ

In this case the thermodynamic restrictions owing to the
linear scaling relationships between *�OH and *�OOH binding
no longer hold, that is, formally the OER may proceed at po-
tentials closer to the thermodynamic limit.[23] The desirable
property of the acceptor site is a suitable potential at which
*=Oacceptor!*�OHacceptor can proceed and regenerate. For
oxygen evolution, the optimal potential for this hydrogen ac-
ceptor process would be near 1.23 V.

Manganese and cobalt oxides have been studied extensively
in recent years[6–8, 13, 27–31] as alternatives to the commonly used
Ru or Ir-based catalysts.[11] Besides being abundant and benign
elements, they have been proven active in the OER[32–35] and,
in the case of MnOx, also in the oxygen reduction reaction.[36, 37]

It has recently been shown that the activity of MnOx nanoparti-
cles towards oxygen evolution can be drastically increased in
the presence of Au.[38] From those results, a combination of
MnOx and Au nanoparticles showed a 20-fold increase in turn-
over frequency at 400 mV overpotential. The enhanced activity

was also obtained by adding Au as H[AuCl4] to the electrolyte.
A similar effect was found earlier by El-Deab, Mohammad et al.
by using Au as substrate for nano-MnOOH, reducing the over-
potential by more than 200 mV compared to that found on Pt
or glassy carbon substrates.[39, 40]

Similarly, for CoOx it has been found that depositing
0.4 monolayers of CoOx on Au results in a higher activity than
pure CoOx.

[41] It was even shown that Au-supported CoOx was
more active than Pt, Pd, and Cu-supported CoOx. From those
results the authors suggested that the effect of the metal sup-
port was related to the electronegativity affecting the binding
to oxygen.[41] Another interpretation could be that the metal
support was directly involved in the OER mechanism, as the
effect was most pronounced for submonolayer films. Further-
more, in a recent study Au nanoparticles embedded in meso-
porous Co3O4 were found to enhance the activity towards
OER.[30] In Figure 1, the experimental observations from[30, 38, 41]

have been summarized in a Tafel plot. For MnOx nanoparticles,
the decrease in overpotential due to presence of Au varied
from 100 to 150 mV, whereas for CoOx the decrease varied
from 20 to 100 mV.

In this work we propose an explanation for these activity en-
hancements on the basis of the recently proposed hydrogen
transfer from *OOH to an adjacent acceptor site.[23] By using
DFT, the binding energies to the OER intermediates have been
calculated on both rutile MnO2 and Mn2O3 and the effect of Au
interaction is explored. These two oxides are chosen due to
their stability at OER relevant potentials.[27, 42] Data for CoOx are
taken from Ref. [43] .

Results and discussion

First, we focus on MnOx and later extend the conceptual un-
derstanding to CoOx. Water oxidation on pure Mn2O3 (and
Co3O4) via *�OOH is thermodynamically limited by the forma-
tion of the *�OOH intermediate, as seen in the free energy dia-
gram in Figure 2 a. The free energy diagrams in Figure 2 are all
shown at 0 V and depict the energy levels for each reaction

Figure 1. Experimental data summarized in a Tafel plot, showing recent re-
ports of OER activity enhancements due to the presence of Au. For MnOx/
Au and MnOx the data is taken from Ref. [38] . For CoOx on Au and on bulk
Co the data is from Ref. [41] , and for Au in mesoporous (m-) Co3O4 and
Co3O4 the data is from Ref. [30] .
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step [Eqs. (1)–(4)] with and without the hydrogen transfer
mechanism. The overpotential for Mn2O3 is estimated to be
1.0 V, rendering this oxide inert for water oxidation. The over-
potential is lowered significantly with a rutile-type MnO2 cata-
lyst, the surface Mn atoms of which are more oxidized. This
weakens the Mn=O bond so that it breaks more easily on for-
mation of the Mn�OOH intermediate, thus, the related overpo-
tential decreases (see Figure 2 b). Even in this case the forma-
tion of Mn�OOH remains potential-determining but the critical
Mn=O intermediate is significantly destabilized, lowering the
potential required to form the O�O bond to 1.7 eV. This corre-
sponds to an overpotential of 0.5 V.

In both cases a stabilization of the *�OOH would result in
a decrease of overpotential. Such an effect may be obtained
by a hydrogen transfer from *�OOH to an adjacent acceptor
site.[23] The hydrogen transfer could occur either to a Au=O ac-
ceptor site at an adjacent nanoparticle or, assuming the possi-
bility of incorporating Au into the surface, to a Mn�O�Au site.
Notably, the *�OH binding energy for a Au nanoparticle is
modelled by the binding energy to Au(111). A visualization of

these effects can be seen in Figure 3, with the hydrogen trans-
fer to a nearby Au nanoparticle shown at the top and the in-
corporated Au site at the bottom. Additionally, the possibility
of hydrogen transfer to a Mn=O unit needs to be considered.
The latter situation may also be present in pure MnO2.

Including hydrogen transfer to an adjacent Mn=O site on
MnO2 in the reaction mechanism results in the free energy dia-
gram shown in Figure 2 b (c). There is a clear stabilization of
the Mn�OOH binding, the energy of which becomes 3.5 eV. At
this point, only 0.3 eV is required to facilitate O�O bond forma-
tion. Correspondingly, the oxidation of water to a hydroxide
[Eq. (1)] becomes potential-determining, resulting in a decrease
in the overall overpotential to only 0.4 V. Although the as-
sumed hydrogen transfer is thermodynamically favorable, it
would likely be blocked under the reaction conditions as the
required adjacent Mn=O sites are involved in the OER and thus
unavailable.

This is in contrast to the case with Au=O and Mn�O�Au
sites, which are both inactive for water oxidation[39] but show
favorable energetics as hydrogen acceptors. The cost for recov-
ery of Au=O species, assuming an *=O coverage of 1/3 at
a face-centered cubic (111) surface was reported to be
1.4 eV.[4] In fact, there is likely a variety of different sites avail-
able on Au nanoparticles that could act as hydrogen acceptors,
however, treating a full Au nanoparticle is outside the scope of
this investigation. Correspondingly, the binding energy of the
*�OOH species decreases to 3.5 eV, rendering the initial forma-
tion of *�OH [Eq. (2)] potential-determining. Again the overpo-
tential is lowered to 0.4 V. Incorporation of Au into the MnO2

lattice, depicted in the lower highlight in Figure 3, can result in
the formation of a Mn�O�Au site. In such a configuration the
Au is located in a bridging position.[10] Assuming hydrogen
transfer to a Mn�O�Au site again renders the oxidation of
water to Mn�OH potential-determining by lowering the bind-
ing energy of Mn�OOH to 3.5 eV. Therefore, reaction (1) deter-
mines the theoretical overpotential, which becomes 0.4 V.

Figure 2. Free energy diagrams for the OER at zero applied potential.
a) Mn2O3 without H transfer (c), with H transfer (c), and with H transfer
to an adjacent Au=O site (c). b) Rutile MnO2 without H transfer (c),
with H transfer (c), with H transfer to an adjacent Au=O acceptor (c),
and with H transfer to an Mn�O�Au site (c) ; blue and purple lines coin-
cide. c) CoOOH (0 11 2) (c), (0 11 4) (c), and (0 0 0 1) (c) surfaces,
Co3O4 (c), and Co3O4 with H transfer to a Au=O acceptor (c). CoOOH
data are taken from Ref. [43] . g : Energy levels for an ideal catalyst.

Figure 3. Model showing two different pathways for hydrogen transfer
during OER on a rutile (11 0) MnO2 surface. *: Au, *: Mn, *: lattice O,
*: reacting O, and *: H atoms. In the first pathway (upper highlight), the
hydrogen transfer is facilitated by an adjacent Au nanoparticle. In the
second pathway (lower highlight), the Mn�O�Au site functions as hydrogen
acceptor, requiring Au to be incorporated into the MnO2. A similar situation
is possible for Co3O4 or the (0 11 4) facet of b-CoOOH, which both benefit
from Au=O as hydrogen acceptor.
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In the case of Mn2O3 the binding to all the intermediates are
stronger, resulting in a close to ideal binding of the *O and
*OH intermediates. Upon assuming hydrogen transfer to an
adjacent Au=O site at a Au nanoparticle, the overpotential is
lowered to only 0.2 V. Here the recovery of the hydrogen ac-
ceptor unit and the O�O bond formation step require approxi-
mately the same potentials. Further improvements are only
possible with a more ideal hydrogen acceptor. This analysis is
summarized in Figure 4, which includes the volcano plot show-
ing the activity dependence based on a single descriptor,
DG*=O�DG*�OH. This volcano arises from limitations of the scal-
ing relations that result in an overpotential of 0.3–0.4 V at the
peak, as described in the Introduction. Pure Mn2O3 is predicted
to be less active than pure MnO2, but with Au as hydrogen ac-
ceptor the order shifts as more ideal binding energies are
available for reactions (1) and (2) on Mn2O3.

Thermodynamically it is expected that MnO2 is the most
stable phase at OER-relevant potentials, at which a Mn2O3 sur-
face would be oxidized.[27, 42] For Mn2O3, reaction (3) is poten-
tial-determining and essentially corresponds to a reduction of
the active site. However, as the binding energy to *�OOH is so
weak, the lowest potential path for OER on Mn2O3 is through
an oxidation to MnO2. In the presence of Au (hydrogen accept-
ors), the lowest potential would instead occur in the OER on
the Mn2O3 site itself. This suggests that during OER the Mn2O3

sites near Au could exist simply because they can perform the
reduction of the catalytic site. This reducing effect agrees with
the indication from ex situ X-ray absorption spectroscopy that
a lower oxidation state of Mn forms in the vicinity of the Au.[38]

It also indicates that a very small subset of improved sites are
responsible for the overall increase in current, meaning that
these special sites must be very active. Unfortunately, it is diffi-
cult to assess the quantity of sites with improved catalytic ac-

tivity due to the presence of Au, which complicates estima-
tions of the real decrease in overpotential.

Extending the concept to CoOx, Co3O4 binds the intermedi-
ates similarly to MnO2, which results in a very similar reaction
profile. Due to some scatter in the binding energies, the over-
potential for the reaction proceeding via Co�OOH becomes
only 0.3 eV.[10] This is lowered to 0.2 V on assuming a hydrogen
transfer to Au=O. Under OER conditions the most stable phase
for CoOx is b-CoOOH and the most active of the facets is
(0 11 4).[43] Despite significant structural differences between
these cobalt oxides and hydroxides, the redox potentials for
the different oxidation steps are very similar, that is, an overpo-
tential of 0.40 V is found on assuming a Co�OOH intermediate.
This is lowered to 0.3 V when considering the possibility of hy-
drogen transfer to Au=O. Similar results are also found for the
(0 0 0 1) facet. In case of (0 11 2) the oxidation of water to *O is
potential-determining. Correspondingly, no improvements can
be achieved by stabilizing the *OOH intermediate.

Similar to CoOx and MnOx, improvements from using a Au
support have also been reported for nickel oxides.[44] For NiO
and NiO2, which lie on the weak binding side of the volcano
plot, reaction (2) is potential-determining. Thus, stabilization of
the Ni�OOH intermediate through a hydrogen acceptor no
longer results in a lower overpotential. Instead, an improve-
ment could originate from the same property of Au, that is,
the oxidation potential at which a Au site forms Au=O. Alterna-
tively, Au can act as an electron sea so that reaction (2) can
proceed at a lower potential. This would be similar to the
effect of doping in, for example, TiO2.[45]

Conclusions

We propose that hydrogen transfer to an adjacent site signifi-
cantly improves catalytic activity in the oxygen evolution reac-
tion (OER) on Mn and Co oxides. Such an effect can explain
the beneficial interactions between Au and the oxides report-
ed experimentally. The absolute values of potentials described
here may not be directly transferable to the experimental con-
ditions, however, the trends indicate enhancements in overpo-
tential in the order of 100 mV for MnO2 and 300 mV for Mn2O3.
For both Co3O4 and CoOOH the enhancement is approximately
100 mV. These trends are qualitatively consistent with the ex-
perimental results. As an unknown fraction of the total amount
of sites is affected by the addition of Au it is complicated to
compare these results directly to experimental work. It is likely
that, since a small subset of sites is improved, the experimental
enhancement is dampened in comparison to what the theoret-
ical calculations suggest. Potentially, the OER sites on Mn and
Co oxides close to Au approach the thermodynamic limit for
OER just like the special sites that have an increased OER activ-
ity due to the Ni and Co incorporation on Ni and Co-modified
RuO2.[23] Therefore, a huge challenge remains in increasing the
density of these special catalytic sites and stabilizing the
surface.

Figure 4. The theoretical volcano plot obtained for OER proceeding via
*�OH and *�OOH (c) by using the difference in binding free energies be-
tween the *=O and the *�OH, established in Ref. [10] as a descriptor for the
theoretical overpotential in [V]. a : Potential of a Au=O hydrogen acceptor
that is also the lower limit for overpotentials obtained from interaction with
such a site. *: Theoretical overpotential without a hydrogen acceptor, *: over-
potential including the hydrogen acceptor. Mn2O3 (&/&), MnO2 (*/*), and
Co3O4 (^/^) are placed on the strong binding branch of the volcano. For b-
CoOOH only the (0 11 4) facet (!/!) is on the strong binding, for which an
effect of Au interaction can be expected.
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Computational Data

All MnOx were modeled by using periodic boundary conditions.
The calculations were performed with the GPAW[46, 47] DFT code
(version 0.9.0.8965) at the generalized gradient approximation
level of theory. DFT using the revised Perdew–Burke–Ernerhof
functional[48] in combination with a finite difference grid (grid spac-
ing: 0.15 �) and 2 � 2 � 1 k point set were employed. For the Au
doped system the k point set was reduced to 2 � 1 � 1 owing to
a larger unit cell and a set containing only the gamma point was
used for the considered molecules. The inner electrons were ap-
proximated by projector augmented wavefunctions[49] (ver-
sion 0.9.9672). Spin was treated explicitly by assuming a high spin
electron configuration with ferromagnetic coupling between the
Mn ions. A similar procedure has been employed for a number of
systems.[6, 8, 14] Geometries were relaxed by using the Broyden–
Fletcher–Goldfarb–Shanno algorithm as implemented into
ASE 3.6.0.[50] Convergence of the structure was assumed complete
if the forces were below 0.05 eV ��1. Zero-point energies and en-
tropy effects were included by adding constant corrections as de-
scribed previously.[10] All adsorption energies were calculated by
following the procedure described by Man et al. under standard
conditions (pH 0 and T = 283.15 K).[10]

MnO2 was modeled by using a 2 � 1 unit cell for the non-Au-doped
case and a 3 � 1 unit cell for the Au-doped case of the (11 0) sur-
face combined with a 2 monolayer (ML)-thick slab. In agreement
with previous work[27] the surface was assumed to be fully oxidized,
that is, all surface manganese atoms had a formal oxidation state
of + 5. The slab was terminated on the “bulk” side by *�OH species
to model the bulk + 4 oxidation state. Convergence of the slab
was ensured by comparison with a 3 ML slab. No significant differ-
ences were found.

The Mn2O3 model was constructed by employing a slightly simpli-
fied Mn2O3 unit cell similar to that used by Su et al. containing
2 Mn2O3 units.[27] The 2 ML slab was cut in the (11 0) direction and
terminated such that all “bulk” manganese atoms were in a formal
oxidation state of + 3. Again, no differences with the results ob-
tained on a 3 ML Mn2O3 slab were found.

All binding energies used are shown in the Supporting Information
with the zero-point energy and entropy corrections. From the cal-
culated free energies, predictions of overpotentials were made by
using a previously reported method.[4, 5, 18] The basis of this method
was to set the reference potential to that of the standard hydro-
gen electrode and model the electrode potential (U) by shifting
the energy levels by �eU. The lowest theoretical overpotential was
then the difference between U, with all steps downhill in energy,
and the equilibrium of water oxidation, 1.23 V.
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Oxygen reduction on nanocrystalline ruthenia –
local structure effects†

Daniel F. Abbott,ab Sanjeev Mukerjee,b Valery Petrykin,a Zdeněk Bastl,a

Niels Bendtsen Halck,c Jan Rossmeislc and Petr Krtil*a

Nanocrystalline ruthenium dioxide and doped ruthenia of the composition Ru1�xMxO2 (M¼ Co, Ni, Zn) with

0 # x # 0.2 were prepared by the spray-freezing freeze-drying technique. The oxygen reduction activity

and selectivity of the prepared materials were evaluated in alkaline media using the RRDE methodology.

All ruthenium based oxides show a strong preference for a 2-electron oxygen reduction pathway at low

overpotentials. The catalysts' selectivity shifts towards the 4-electron reduction pathway at high

overpotentials (i.e. at potentials below 0.4 V vs. RHE). This trend is particularly noticeable on non-doped

and Zn-doped catalysts; the materials containing Ni and Co produce a significant fraction of hydrogen

peroxide even at high overpotentials. The suppression of the 4-electron reduction pathway on Ni and

Co-doped catalysts can be accounted for by the presence of the Ni and Co cations in the cus binding

sites as shown by the DFT-based analyses on non-doped and doped catalysts.

Introduction

The fuel cell related electrocatalytic processes based on
controlled hydrogen oxidation and oxygen reduction have
recently gained importance mainly in connection with the
increasing utilization of renewable energy sources. Despite
efforts devoted to the optimization of existing systems, the
performance of real fuel cells still lags behind the expectations
and the cathodic oxygen reduction is seen as the performance
limiting process. The electrochemical fuel cell reactions can
also be generally employed in the energy storage mode using
the excess electricity or solar energy to generate energetically
useful hydrogen (produced along with the oxygen), leading to
the introduction of the regenerative fuel cell concept.1,2 It also
needs to be stressed that the regenerative fuel cell applications
have sparked extensive catalyst development primarily for the
oxygen evolution/reduction processes.

Oxygen electrochemistry, including oxygen evolution as well
as reduction, represents the simplest example of multiple
electron charge transfer processes which have been extensively
studied both experimentally as well as theoretically.3,4 In
contrast to the development of suitable catalysts for

independent oxygen evolution (OER) or oxygen reduction
(ORR), the catalysts' application in regenerative fuel cells faces
signicant restrictions in terms of minimizing the energetic
barriers of both kinetically irreversible processes. The fact that
the oxygen evolution reaction proceeds solely on oxide covered
surfaces disfavors the use of metal catalysts which are reported
to be of superior activity in oxygen reduction. The oxide activity
in the oxygen evolution was investigated in both acidic as well as
alkaline media on various systems based on oxides of ruthe-
nium,5–8 iridium,5,7–9 cobalt5,10 or manganese.5 Oxygen reduction
studies on oxides are less frequent and are generally restricted
to alkaline media. Oxygen reduction has been studied on
rutile,11,12 spinel,13,14 perovskite15 and pyrochlore16,17 structural
types based on ruthenium, manganese, nickel, cobalt and
iridium oxides. The investigated oxide catalysts were the subject
of electrochemical characterization which was phenomenolog-
ically analyzed in order to explain the possible reaction path-
ways leading to both 4-electron and 2-electron oxygen reduction
processes. In contrast to the studies of oxygen evolution, no
detailed investigations aiming at the role of the catalyst struc-
ture, including the local structure of the oxygen reduction active
site, have been reported so far.

The theoretical approach allowing for the generalization of
oxygen electrochemistry on oxides based on DFT calculations
was recently reported.4,18,19 The DFT calculations identify the
active sites for oxygen activation and the charge transfer to so-
called coordination unsaturated sites (cus), the surface pop-
ulation of which is a function of the surface orientation. The cus
surface sites feature (n� 1) oxygen bonding partners, where n is
equal to number of metal–oxygen bonds present in the oxide
bulk. It is believed that only cus sites can form the atop reaction
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intermediate(s), which are essential in the oxygen electro-
chemistry. In this respect one can easily predict that the cata-
lytic activity and selectivity of oxide catalysts may be altered if
one controls the population and stacking of the cus sites at the
oxide surface. This trend has been shown for oxygen evolution
on heterostatically doped ruthenia when the incorporation of
lower valency cations, such as Ni,20–23 Co,24–27 Fe28 or Zn29,30 into
ruthenia framework resulted in changes to both the activity and
selectivity of anodic processes including oxygen and chlorine
evolution. Similar systematic studies focused on other oxide
systems are, so far, lacking.

This paper focuses on the role of the local structure of the
oxide catalysts in the oxygen reduction reaction. We report on
the ORR activity of model nanocrystalline ruthenia based cata-
lysts with local structure controlled by doping with Ni, Co and
Zn. The observed electrocatalytic activity and selectivity are
related to the actual local structures and rationalized using
DFT-based thermodynamic analysis of the oxygen reduction
process.

Methods
Material preparation

Ruthenium dioxide and doped samples of the composition
Ru1�xMxO2 (M ¼ Co, Ni, Zn) were synthesized using the spray-
freezing freeze-drying method as described in ref. 30 and 31.
Generally, an 8 mM solution was prepared by dissolving the
appropriate amount of Ru(NO)(NO3)3 (31.3% Ru, Alfa Aesar) in
100 mL of Millipore H2O. In the case of doped materials, a
stoichiometric amount of the appropriate transition metal salt
was added to the solution. Zinc-doped samples were prepared
from the acetate precursor, Zn(C2H3O2)2$2H2O (99.5% ACS
reagent grade, Fluka). Cobalt- and nickel-doped samples were
prepared from the nitrate salts, Co(NO3)2$6H2O and Ni(NO3)2-
$6H2O (99.999% trace metal basis, Sigma Aldrich), respectively.
The starting solution was then sprayed into liquid N2. The
resulting ice slurry was collected in an aluminum tray pre-
cooled with liquid N2 and quickly transferred to a freeze-dryer
(FreeZone Triad Freeze Dry System 7400030, Labconco) pre-
cooled to �30 �C. The frozen solvent was sublimated at
reduced pressure (z1.0 Pa) while the temperature was ramped
according to the following program: �30 �C (1 h), �25 �C (5 h),
�20 �C (4 h),�15 �C (6 h), 30 �C (4 h). Aer drying, the resulting
powder was annealed in air at 400 �C for 1 hour.

XRD, XPS and SEM characterization

The crystallinity of sample powders was characterized using a
Rigaku Miniex 600 powder X-ray diffractometer with CuKa
radiation operating at 40 kV and 15 mA. The average sample
compositions were evaluated with X-ray energy dispersive
spectroscopy using a Hitachi S4800 scanning electron micro-
scope (SEM) equipped with a Nanotrace EDX detector (Thermo
Electron). Sample compositions did not deviate signicantly
from the projected ones. Particle size was evaluated by
analyzing SEM images and averaging the size of 300 randomly
chosen particles. The X-ray photoelectron spectra (XPS) of the

prepared materials were measured using a modied ESCA 3
MkII multitechnique spectrometer equipped with a hemi-
spherical electron analyzer operating in the xed transmission
mode. Al Ka radiation was used for electron excitation. The
binding energy scale was calibrated using the Au 4f7/2 (84.0 eV)
and Cu 2p3/2 (932.6 eV) photoemission lines. The spectra were
collected at a detection angle of 45� with respect to the macro-
scopic surface normal. The studied materials were character-
ized using survey scan spectra and high resolution spectra of
overlapping Ru 3d + C 1s photoelectrons, Ru 4s, Zn 2s and O 1s
photoelectrons. The spectra were curve tted aer subtraction
of Shirley background using the Gaussian–Lorentzian line
shape and nonlinear least-squares algorithms. Quantication
of the elemental concentrations was accomplished by correct-
ing the photoelectron peak intensities for their cross sections
and for the analyzer transmission function. The typical error of
quantitative analysis by XPS is �10%.

Electrochemical measurements

The electrochemical oxygen reduction activity of the prepared
materials was assessed in a three-electrode single-compartment
cell with a rotating ring-disk electrode (RRDE) setup (Pine
Instruments, USA). The potential was controlled using an
Autolab PGSTAT30 (EcoChemie, The Netherlands). Catalyst ink
suspensions were prepared by sonicating 9.8 mg RuO2 or
Ru1�xMxO2 (M ¼ Co, Ni, Zn) with 5.00 mL Millipore water, 4.95
mL isopropyl alcohol, and 50 mL of 5 wt% Naon® ionomer
solution until the suspension was well dispersed. A 10.0 mL
aliquot of the ink was drop cast on a 0.196 cm2 glassy carbon
disk electrode equipped with a platinum ring to yield a total
catalyst loading of approximately 50 mg cm�2. All experiments
were conducted at room temperature in 0.1 M NaOH prepared
from sodium hydroxide pellets (semiconductor grade, 99.99%,
Sigma-Aldrich). A platinum wire served as the counter electrode
and a saturated calomel electrode (SCE) served as the reference
electrode. All potentials reported are quoted against RHE.
Electrolyte solutions were saturated with O2 for 30 minutes
prior to oxygen reduction measurements. The measured oxygen
reduction currents were corrected for the contribution of the
capacitive current by subtracting the cyclic voltammograms
obtained under identical conditions in Ar saturated solution.
Cyclic voltammograms were recorded at a scan rate of 20mV s�1

and the potential of the platinum ring electrode was held at 1.1
V vs. RHE during all measurements. The ring collection effi-
ciency was determined to be 0.275 according to the procedure
described in ref. 32.

DFT analysis of oxygen reduction

The thermodynamic analysis of the ORR on ruthenia based
[110] surfaces was addressed using GPAW (grid-based projector-
augmented wave) a DFT based code33 together with the ASE
(atomic simulation environment).34 For all surfaces the
exchange correlation functional, revised Perdew Burke Ernzer-
hof,35 was used. The grid spacing selected was 0.18 and the
Brillouin zone was sampled using a 4 � 4 � 1 Monkhorst–Pack
grid. The two model systems, the non-doped and Ni-doped
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ruthenia [110], were approximated using a 2 � 1 and a 3 � 1
supercell, respectively, with four atomic trilayers and with the
bottom two trilayers xed. The remaining layers and adsorbates
were relaxed until the residual forces in all directions were less
than 0.05 eV Å�1. The positions of the Ni atoms were modeled
using the approach described in ref. 33. The calculations con-
taining Ni were spin-polarized.

Results and discussion
XRD and SEM characterization

X-ray diffraction patterns of all studied materials are shown in
Fig. 1. In all cases the recorded patterns conform to a single
phase tetragonal structure of the rutile type identical with that
of RuO2 (PDF le #431027). The average size of coherent crys-
tallite domains was evaluated using the Scherrer formula:

Di ¼ l

bi cos qi
(1)

where Di is the size of the crystallite domain, l is the wavelength
of the incident radiation (CuKa ¼ 1.540598 Å), bi is the width of
the diffraction peak at half maximum intensity measured in
radians, and qi is the angle of the hkl reection.

The average coherent domain size ranged between 4.3 and
5.7 nm (see Table 1). Representative SEM images of the doped
ruthenia are summarized in Fig. 2. The particle sizes evaluated
from SEM micrographs agree with the coherent domain size
values (see Table 1). Average sample compositions did not
deviate signicantly from the projected ones and are listed in
Table 1.

Surface composition of all doped samples reects the
metastable character of the materials and previous thermal
treatment which result in a dopant enrichment of the surface
layer.21,37 This effect is most pronounced in the case of the Zn
doped materials when the actual surface compositions of
both studied materials correspond to Ru0.73Zn0.27O2.43 and to
Ru0.63Zn0.37O2.23 for the materials with nominal Zn
contents of 0.1 and 0.2, respectively. It needs to be noted that
the apparent excess of the oxygen in the surface composition
can attributed to surface OH groups as well as to adsorbed
water.

Electrochemical measurements

All prepared ruthenia materials are active ORR catalysts in
alkaline media. The ORR polarization curves for RuO2 and
Ru1�xMxO2 (M ¼ Ni, Co, Zn) samples are shown in Fig. 3. The
disk current (iD) which reects the oxygen reduction shows a
pronounced peak at approximately 0.40 V to 0.55 V before
approaching a mass transport controlled region. The disk
current feature can be tentatively associated with a change in
the Ru oxidation state from Ru(IV) to Ru(III).11,36 This process is
usually connected with cation insertion into the oxide structure
to balance the charge in cationic and anionic sub-lattices.37 The
behavior giving rise to the peak in the disk current is also
manifested in the ring current, indicating a pronounced
formation of hydrogen peroxide in this potential region. The
hydrogen peroxide formation in the 0.40 V to 0.55 V interval
seems to be unaffected by the chemical composition of the
catalyst. The formation of hydrogen peroxide seems to be sup-
pressed with increasing rotation rate. The precise mechanism
of this reduction process is, however, not evident.

The overall ORR activity of the doped ruthenia catalysts is
lower than that of the non-doped ruthenia. The ORR activity as
reected in the disk currents (iD) generally decreases for the Co-
and Ni-doped samples. There is no apparent effect of the actual
dopant concentration on the oxygen reduction disc currents.
The corresponding ring currents (iR) are, however, higher than
that of the non-doped ruthenia, particularly at high over-
potentials (i.e. at potentials negative to 0.4 V vs. RHE). This
shows a pronounced tendency of Co and Ni-doped materials to
produce H2O2 namely at high overpotentials (n ranging between
3.0 and 3.4). In contrast, the Zn-doped materials show a pref-
erence for the 4-electron reduction pathway with n values
ranging between approximately 3.6 and 3.8 while the activity
remains comparable to that of the non-doped ruthenia. Also the
selectivity of the doped ruthenia in oxygen reduction is
controlled rather by the doping process itself than by the actual
dopant content.

The observed behavior reects the surface sensitivity of
oxygen reduction on oxide surfaces, which can be related to the
surface local structure. Quantitative visualization of this
behavior is shown in Fig. 4, which plots the potential depen-
dence of the average number of electrons transferred to an
oxygen molecule on different doped ruthenium dioxide mate-
rials as calculated from the Koutecky–Levich equation:38

Fig. 1 Powder X-ray diffraction patterns for nanocrystalline RuO2 and
Ru1�xMxO2 (M ¼ Ni, Co, Zn) after annealing in air for 1 hour at 400 �C.
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where F is Faraday's constant, A is the geometric area of the
electrode, D is the diffusion coefficient (1.90 � 10�5 cm2 s�1), n
is the kinematic viscosity (8.70 � 10�3 cm2 s�1), and C is the
bulk concentration of O2 (1.22 � 10�6 mol cm�3).39

It has to be stressed that in contrast to the behavior known
for metal electrocatalysts in acid media, the oxygen reduction
on ruthenia based catalysts apparently forms primarily
hydrogen peroxide, namely at low overpotentials. The observed
selectivity of ruthenia-based catalysts in ORR shows a complex
potential dependence which can be treated either by a
phenomenological or a local structure sensitive approach.

Assuming a general phenomenological model of the oxygen
reduction mechanism as proposed previously (see Fig. 5),40,41

oxygen can be reduced to water (4-electron pathway) either
directly or sequentially with H2O2 as the main adsorbed
intermediate.

In principle, H2O2 either desorbs and can be detected on the
ring or can be further reduced to water in the second 2-electron

reduction process. The measured disk current summarizes the
current contributions from the complete 4-electron reduction to
H2O and the 2-electron reduction to H2O2 while the recorded
ring current is proportional only to the amount of oxygen
reduced to H2O2. In this respect a ratio of iD/iR can be used as an
indicator of the actual mechanism which should yield a straight
line proportional to k1/k2 when plotted against u�1/2 (see
Fig. 6).40

The actual iD/iR data deviate from linearity (see Fig. 6) as can
be expected since the formalism incorporated in the scheme
depicted in Fig. 5 disregards the nature of the individual reac-
tion steps composing both 2- and 4-electron reduction pathways
and their different dependence on the electrode potential.

The individual rate constants k1, k2 and k3 were evaluated
from ORR data assuming that all three processes proceed
simultaneously and that the values of k�1, k�2, and k�3, corre-
sponding to reversed reactions, are negligible. The adsorption
of oxygen on the electrode surface is also assumed to proceed
sufficiently fast. The potential dependence of the rate constants
for all considered catalysts in the overall oxygen reduction
mechanism is shown in Fig. 7.

Table 1 Results of the analysis of the powder diffraction data for RuO2 and doped RuO2 samples

Actual composition
Coherent domain
size [nm]

Strain
[%] a [Å] c [Å] Particle size [nm]

RuO2 5.7 0.46 4.470 3.120 7.6 � 2.2
Ru0.9Zn0.1O2�z 4.9 0.61 4.526 3.108 8.9 � 2.2
Ru0.82Zn0.18O2�z 5.5 0.00 4.519 3.099 5.8 � 1.5
Ru0.95Ni0.05O2�z 5.3 0.00 4.515 3.096 7.2 � 1.4
Ru0.91Ni0.09O2�z 5.0 0.00 4.501 3.079 7.9 � 2.3
Ru0.9Co0.10O2�z 4.3 0.21 4.505 3.081 7.4 � 1.8

Fig. 2 SEM images of nanocrystalline (a) RuO2, (b) Ru0.90Zn0.10O2, (c) Ru0.80Zn0.20O2, (d) Ru0.95Ni0.05O2, (e) Ru0.90Ni0.10O2, and (f) Ru0.90Co0.10O2

after annealing at 400 �C in air for 1 hour.
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It seems that the conversion of H2O2 to H2O through the
series pathway (k3) is negligible on all electrode surfaces at high
overpotentials. It has to be noted, that although the k3 values are
negligible with respect to k1 and k2 there is a signicant
difference between k3 of the Zn-doped and non-doped samples
and those obtained for the Ni- and Co-doped samples. The
values of k3 observed for Ni- and Co-doped samples are

approximately one order of magnitude lower and seem to
correspond to decreased tendency of these materials to reduce
oxygen through the 4-electron pathway.

As follows from Fig. 7, the conversion of O2 to H2O2 appears
to be the dominant process on ruthenium based oxides at low
overpotentials. In this respect the reduction behavior of the
ruthenia differs signicantly from that of metals which prefer
the 4-electron reduction at low overpotentials. The role of the
chemical composition in selectivity of doped catalysts towards
2- and 4-electron reduction pathways can be visualized by the
potential at which the catalytic system shows the same prefer-
ence for the 4-electron and 2-electron reaction pathways, i.e.
potential at which k1/k2 ¼ 1 (see Fig. 8).

A fundamental description of the oxygen reduction on oxide
surfaces can be based on the thermodynamic analysis of the
observed trend, which highlights the enhanced tendency of the
Ni- and Co-doped materials to form hydrogen peroxide and
reects the local structure of the doped ruthenium oxides.

DFT analysis of oxygen reduction

A fundamental description of the oxygen reduction on oxide
surfaces can be based on the thermodynamic analysis of the
process utilizing the DFT modeling. Reverting to the formalism
used for the oxygen evolution reaction we can describe the
overall reduction process as a sequence of four consecutive
concerted electron/proton transfers – if one aims for the
complete 4-electron reduction – or of two consecutive electron/
proton transfers if hydrogen peroxide is considered as the
reaction product. The results of the DFT investigations of ORR
reduction on ruthenium dioxide based catalysts are summa-
rized in Fig. 9–12.

A systematic description of the stable surface structures at
different potentials represents a prerequisite step in the theo-
retical investigation of oxygen reduction on an oxide surface,
which in this case is the [110] rutile surface of ruthenia. This
procedure results in computational Pourbaix diagrams where
the stable surface at any given potential features the highest
stabilization (i.e. the most negative surface energy) of the
system (see ESI† for details of the Pourbaix diagram
construction).

Bearing in mind that the [110] oriented surface of a rutile
type oxide features the transition metal cations in two local
environments, cus and bridge, one can visualize the surface of
non-doped ruthenium dioxide as changing from the surface
structure characterized by protonated oxygen on cus sites and
deprotonated oxygens in bridge sites (region C in Fig. 9) to the
surface featuring vacant cus and protonated oxygens in bridge
sites (region A in Fig. 9). Since the ORR was not observed at
potentials positive to 0.7 V (vs.RHE) one can restrict the DFT
investigations of the oxygen reduction on conventional RuO2 to
the surface stable in the region A. In the case of doped ruthenia
(as shown in the case of the Ni doped material presented in
Fig. 10) one needs to consider the complexity arising from the
chemical composition when both types of transition metal
cations enter the cus and bridge positions. This variability in the
chemical composition also increases the number of distinctive

Fig. 3 ORR polarization curves and ring currents at 1600 rpm for RuO2

and Ru1�xMxO2 (M ¼ Ni, Co, Zn) electrodes at 20 mV s�1 in O2 satu-
rated 0.1 M NaOH. Ering ¼ 1.1 V vs. RHE.

Fig. 4 Potential dependence of the average number of electrons
transferred during oxygen reduction on RuO2 and Ru1�xMxO2 (M ¼ Ni,
Co, Zn) electrodes. Presented data were calculated using Koutecky–
Levich equation.
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oxygen atoms available at the surface, the binding energy of
which depends on their nearest neighbors. Although the elec-
trode potential dependent variability of the surface structure is
more pronounced in this case, the stable structure predicted for
the potential range in which the ORR proceeds is qualitatively
the same and corresponds to vacant cus sites complemented by
protonated oxygen atoms connecting the bridge sites (see
structure D in Fig. 10).

The DFT models predict that the entire process begins with
oxygen adsorption at coordination unsaturated (cus) cationic
sites. The behavior of both the non-doped and the doped ruth-
enia catalysts is controlled by the local structure and depends on
the nature of the cation residing in the cus site as well as on the
electrode potential. In the case that the cus site is occupied by a
ruthenium cation (which are present on all investigated catalysts)
the rst electron reduction forms a rather strongly bound *OOH
intermediate, which ismore stable than the hydrogen peroxide at
most reasonable electrode potentials (see Fig. 11). Consequently,
the further reduction of the *OOH intermediate located onRu cus
site cannot form hydrogen peroxide unless one uses an rather
strong external electric eld to weaken the *OOH binding to the
surface. The actual potential(s) at which hydrogen peroxide
formation becomes thermodynamically allowed are indicated in
the legend of the Fig. 11.

In the case that the cus site is occupied by an heteroatom, e.g.
Ni or Co, (see Fig. 11) one observes a signicantly weaker

binding of the *OOH and *O compared with the Ru occupied
cus sites. This fact decreases the potential at which the reduc-
tion on Nicus starts to contribute to the overall reduction

Fig. 5 Phenomenological mechanism of oxygen reduction according
to ref. 40.

Fig. 6 |ID/IR| vs. u
�1/2 plots for (a) RuO2, (b) Ru0.80Zn0.20O2, and (c) Ru0.90Ni0.10O2 presented data were extracted from RRDE experiments carried

out in O2 saturated 0.1 M NaOH.

Fig. 7 Potential dependence of the rate constants for the reduction of
O2 to H2O (k1), of O2 to H2O2 (k2), and H2O2 to O2 (k3) on nano-
crystalline ruthenia based catalysts. The presented data correspond to
experiments carried out in O2 saturated 0.1 M NaOH at 1600 rpm.

Fig. 8 The potential of equal rate in 2- and 4-electron reduction for
different ruthenia based catalysts.
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process. The weak interaction of the *OOH with the
heteroatom-containing cus site restricts the presence of such an
adsorbate in the potential region with low total surface
coverage, i.e. to relatively high over-potentials. It needs to be
noted though, that the formation of hydrogen peroxide from
*OOH conned on a heteroatom occurs at much more positive
potentials than in the case of *OOH conned to Ru-containing
cus sites and further reduction of the *OOH intermediate can
proceed via the 4-electron or 2-electron reduction pathway with
approximately the same probability.

Fig. 12 shows the dependence of the electrode potential
needed to drive the oxygen reduction on oxide based surfaces
either via the 4-electron (red) or 2-electron (blue) reaction
pathway as a function of the reaction descriptor – i.e. adsorption
energy of the *OOH intermediate. It needs to be noted that in a
similar manner one may describe the reaction with
the adsorption of *OH due to the interdependence of the
adsorption energies of the intermediate formed in the rst and
third charge transfer step.3,33

Fig. 10 Surface Pourbaix diagram for Ni-doped RuO2. Detailed
description of the diagram/s construction is given in the ESI.†

Fig. 11 Free energy diagrams for the reduction of O2 on three catalytic active sites, the Ru cus site on conventional ruthenia (green), the cus Ru
site on Ni doped RuO2 (magenta) and the cus Ni site on Ni doped RuO2 (blue). The dotted line represents the equilibrium potential of the
reduction O2 to H2O2. The key difference is the binding of O on the Ni cus site compared to the Ru cus sites.

Fig. 12 Volcano plot for the 2-electron (blue) and 4-electron (red)
reduction of O2 to H2O2 and H2O, respectively, using the binding
energy of OOH as a descriptor. The dotted lines represent the equi-
librium potentials for the reduction products. In the case of the Ni-
doped ruthenia the limiting over-potential for both possible reaction
sites (Rucus and Nicus) are shown along with that of conventional
ruthenia.

Fig. 9 Surface Pourbaix diagram for RuO2. Detailed description of the
diagram construction is given in the ESI.†
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Such a dual volcano plot has been used with great success
in literature.42,43 The volcano curves presented in Fig. 12
clearly show a quantitative prediction of the thermodynamic
preference of the 4-electron reduction pathway over the 2-
electron reduction on strongly adsorbing cus sites. As follows
from Fig. 11, oxygen reduction on Ni-doped ruthenia should
proceed at slightly more positive potentials compared with
the non-doped ruthenia as long as the cus sites are occupied
with Ru cations. The reduction process on Ru occupied cus
sites should show a pronounced preference for 4-electron
reduction and the formation of hydrogen peroxide should be
excluded for potentials positive of 0.14 V or 0.43 V (vs. RHE)
for non-doped ruthenia and the Ni-doped material, respec-
tively (see Fig. 11). The easier formation of hydrogen peroxide
on the Ni-doped material should be compensated by an
earlier onset of the oxygen reduction process as predicted for
Ni-doped material. In the case of weakly adsorbing sites, e.g.,
in the case of Ni cus sites – there is no apparent thermody-
namic preference for either the 4- or 2-electron reduction
pathway. The DFT model predicts the onset of the oxygen
reduction process to occur at potentials comparable with the
ORR on non-doped ruthenia. The formation of hydrogen
peroxide is possible at signicantly more positive potentials
(see Fig. 11).

Analyzing the experimental behavior of the ruthenium
dioxide based catalysts for the oxygen reduction process in
the light of the DFT results one can qualify the existence of
two classes of catalysts – one favoring the 4-electron reduction
(non-doped RuO2 and Zn-doped RuO2) and another showing
signicant activity in hydrogen peroxide production (Ni- and
Co-doped ruthenia). Realizing that the Zn present in the Zn-
doped ruthenia is itself redox inactive one can assume that
the catalysts in the rst group have all active cus sites occu-
pied by Ru regardless of the actual chemical composition. The
connement of the catalytic activity to Ru itself justies the
selectivity towards 4-electron reduction pathway as it is shown
in Fig. 4 and 8. In the case of the Co- and Ni-doped ruthenia
the signicant amount of hydrogen peroxide formed in the
process can be attributed primarily to the Ni/Co cus sites
although the Ru cus sites also contribute to the hydrogen
peroxide formation at lower potentials. In contrast to the
complementary oxygen evolution process, the Ni (or Co) ions
located in the bridge sites, which play crucial role in the
complementary anodic process,33 apparently have no effect on
the oxygen reduction activity of these materials. A different
role of the catalysts local structure in oxygen reduction is not
entirely surprising given the irreversibility of oxygen evolu-
tion/reduction.

The DFT calculations, however, fail to explain pronounced
formation of the hydrogen peroxide on all ruthenium based
catalysts at low overpotentials (0.55–0.40 V) when the hydrogen
peroxide on Ru cus sites should be thermodynamically
excluded. Given the relatively short timescale of the RRDE
experiments one may therefore suggest that the system fails to
reach the thermodynamically stable surface structure on the
experimental timescale and the hydrogen peroxide is released

from meta-stable intermediates not reected in the DFT
calculations.

Conclusions

Nanocrystalline ruthenia based electrocatalysts offer a conve-
nient model for investigating the role of the local structure in
the oxygen reduction on oxide electrodes. The oxygen reduction
related activity of RuO2 is comparable with that of the doped
ruthenia. The selectivity of doped ruthenia catalysts differs from
that of the RuO2 in which the non-doped as well as Zn-doped
catalysts prefer 4-electron oxygen reduction while the Ni- and
Co-doped ruthenia produce signicant amount of hydrogen
peroxide. The observed selectivity trends can be rationalized
using a thermodynamic analysis of the oxygen reduction
process based on DFT calculations.

The DFT based analysis connes the oxygen reduction
activity to cus sites the occupancy of which controls the selec-
tivity of the oxygen reduction process. Oxygen reduction on non-
doped ruthenium dioxide is controlled by the fourth electron
transfer. Doping the ruthenium dioxide shis the potential
control to the rst electron transfer. This trend can be attrib-
uted to decreasing occupancy of the cus sites with ruthenium.
The strong adsorption of the *OOH intermediate on the Ru cus
site steers the reaction mechanism towards 4-electron reduc-
tion pathway. Incorporation of reactive transition metal cations
into bridge sites has negligible effect on the ORR activity. A
connement of the reactive transition metal into cus sites
weakens the adsorption of the reaction intermediates and
opens the 2-electron reaction pathway at relatively low
overpotentials.
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27 V. Petrykin, K. Macounová, M. Okube, S. Mukerjee and
P. Krtil, Catal. Today, 2013, 202, 63–69.
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