
 
 
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright 
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 

 Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 

 You may not further distribute the material or use it for any profit-making activity or commercial gain 

 You may freely distribute the URL identifying the publication in the public portal 
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
  
 

   

 

 

Downloaded from orbit.dtu.dk on: May 07, 2024

Adaptive spectral tensor-strain decomposition for the construction of surrogate
models

Bigoni, Daniele; Engsig-Karup, Allan Peter; Marzouk, Youssef M.

Publication date:
2015

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):
Bigoni, D., Engsig-Karup, A. P., & Marzouk, Y. M. (2015). Adaptive spectral tensor-strain decomposition for the
construction of surrogate models. Poster session presented at SIAM Conference on Computational Science and
Engineering (SIAM CSE 2015), Salt Lake City, Utah, United States.

https://orbit.dtu.dk/en/publications/453bf212-4da1-41e9-afd7-894df2e3bf31


Adaptive spectral tensor-train decomposition
for the construction of surrogate models
Daniele Bigoni∗1, Allan P. Engsig-Karup1, Youssef M. Marzouk2
1 Department of Applied Mathematics and Computer Science, Technical University of Denmark
2 Department of Aeronautics and Astronautics, Massachusetts Institute of Technology
∗ Corresponding author: dabi@dtu.dk
PyPI: https://pypi.python.org/pypi/TensorToolbox/ (LGPLv3)

: http://www2.compute.dtu.dk/∼dabi/

Introduction
The construction of surrogate models is important as a mean of acceleration in computational methods for
uncertainty quantification (UQ). When the forward model is particularly expensive, surrogate models can be
used for the forward propagation of uncertainty [4] and the solution of inference problems [5]. An adaptive
construction is necessary to meet the prescribed accuracy tolerances with the lowest computational effort.

Problem setting
We consider f ∈ L2

μ([a, b]
d), d � 1, and x ∈ [a, b]d

to be the variables entering the formulation of a
parametric problem.
When to construct a surrogate?
• f is computationally expensive
• f needs to be evaluated many times
• the construction complexity pays off

Spectral tensor-train
Functional tensor-train approximation [1]

For r = (1, r1, . . . , rd−1, 1), let fTT be s.t.

fTT = argmin
g∈L2

μ

‖f − g‖L2
μ

g(x) =
r∑

α0,...,αd=1

γ1(α0, x1, α1) · · · γd(αd−1, xd, αd)

where 〈γk(i, ·,m), γk(i, ·, n)〉L2
μ
= δmn.

FTT-approximation convergence [1]

For f ∈ Hk
μ, k > d− 1 and RTT = f − fTT ,

lim
r→∞‖RTT‖L2

μ
= 0

FTT-decomposition and Sobolev spaces [1]

Let I ⊂ R
d be closed and bounded, and f ∈

L2
μ(I) be a Hölder continuous function with ex-

ponent > 1/2 such that f ∈ Hk
μ(I). Then fTT is

such that γj(αj−1, ·, αj) ∈ Hk
μj
(Ij) for all j, αj−1

and αj.

Let PN : L2
μ(I) → span

(
{Φi}Ni=0

)
where {Φi}Ni=0

are orthogonal polynomials:

STT-Projection

PNfTT =

N∑
i=0

ciΦi

ci =

r∑
α0,...,αd=1

β1(α0, i1, α1) . . . βd(αd−1, id, αd)

βn(αn−1, in, αn) =

∫
In
γn(αn−1, xn, αn)φin(xn)μn(dxn)

STT-Projection convergence

Let f ∈ Hk
μ(I), then

‖f − PNfTT‖L2
μ
≤D(k)r−

k+1−d
2 ‖f‖Hk

μ

+ C(k)N−k|fTT |μ,k

The construction is performed using the
tensor-train decomposition [6] of tensorized
quadrature rules, obtained through the deter-
ministic sampling algorithm TT-dmrg-cross [7],
achieving scalable O(dNr2) complexity.

Anisotropic adaptivity

Let N = (n1, . . . , nds) and M = (m1, . . . ,mds) s.t. N < M. Then

‖PNfTT − PMfTT‖L2
μ
=

√√√√ M∑
i=N

c2i =

√∑
#i=1

‖Ci‖2F +
∑
#i=2

‖Ci‖2F + · · ·

Let us define the n-th order error contribution in the j-th direction:

E
(n)
j =

(
‖Cj‖2F +

∑
#i=2
j∈i

‖Ci‖2F + · · · +
∑
#i=n
j∈i

‖Ci‖2F
)1

2

Raw
approximation

TT-dmrg-cross
Error

estimation
Tolerance

met

Grid
Refinement

FTT-projection
evaluation on new grid

Rank-2
TT-cross

DONE

NO

YESFTT-projection
construction

Numerical experiments – Modified Genz functions

Oscillatory : f1(x) = cos
( d∑

i=1

2cixi

)

Corner Peak : f2(x) =
(
1 +

d∑
i=1

2cixi

)−(d+1)

ci ∼
{
Be(2, 8) if pi < 0.5

Be(8, 2) otherwise

pi ∼ Bernoulli(0.5)

The performances are evaluated on the
Genz functions up to d = 100, and com-
pared to the results obtained with the
anisotropic Smolyak pseudo-spectral ap-
proximation [2]. The adaptivity avoids
over-fitting and under-fitting due to
discrepancy between the polynomial
order and the FTT tolerance.

Uncertain wave loads on offshore monopiles

Scalable flexible-order finite
difference of nonlinear and dis-
persive potential flow [3] for
shoaling water waves subject to
uncertain bathymetry (d = 10).

ε N.f.e. L2-err E[Load]
5× 10−1 221 3.8× 10−2 9.962× 10−2 N

1× 10−1 236 2.4× 10−2 9.866× 10−2 N

5× 10−2 260 7.3× 10−3 9.766× 10−2 N

Features
• Linear scaling w.r.t. d
• Incremental construction
•Storage and re-starting
•Parallel implementation

Outlook
• Investigation of nested rules
•UQ on 3D water waves [3] in-

teraction with structures
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