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Adaptive gaze stabilization through cerebellar internal models in a humanoid robot

Lorenzo Vannucci\textsuperscript{1*}, Silvia Tolu\textsuperscript{2*}, Egidio Falotico\textsuperscript{1*}, Paolo Dario\textsuperscript{1}, Henrik Hautop Lund\textsuperscript{2}, Cecilia Laschi\textsuperscript{1}

Abstract—Two main classes of reflexes relying on the vestibular system are involved in the stabilization of the human gaze: the vestibulocollic reflex (VCR), which stabilizes the head in space and the vestibulo-ocular reflex (VOR), which stabilizes the visual axis to minimize retinal image motion. The VOR works in conjunction with the opto-kinetic reflex (OKR), which is a visual feedback mechanism for moving the eye for moving the eye at the same speed as the observed scene. Together they keep the image stationary on the retina.

In this work we present the first complete model of gaze stabilization based on the coordination of VCR and OKR and VOR. The model, inspired on neuroscientific cerebellar theories, is provided with learning and adaptation capabilities based on internal models. Tests on a simulated humanoid platform confirm the effectiveness of our approach.

I. INTRODUCTION

One of the objectives of the human gaze stabilization mechanism is to keep the image stable on the retina. The vestibular system, combined with other sensory inputs, plays a major role in stabilizing images; this is an essential task for everyday activities. Two main classes of reflexes, which rely on the output of the inertial system, exist: 1. the vestibulo-ocular reflex (VOR), which stabilizes the visual axis to minimize retinal image motion; 2. the vestibulocollic reflex (VCR), which stabilizes the head in space through the activation of the neck musculature in response to vestibular inputs. The VOR compensates for head movements that would perturb vision by turning the eye in the orbit in the opposite direction of the head movements [1]. VOR works in conjunction with the opto-kinetic reflex (OKR), which is a feedback mechanism for moving the eye at the same speed as the observed scene. Together they keep the image stationary on the retina, with VOR compensating for fast movements and OKR for slower ones [2]. Several approaches have been used to model the VOR depending on the aim of the study.

In robotics literature we found some controllers inspired with the VOR [3], [4], [5], [6], but only Shibata and Schaal [3] replicated the OKR mechanism and showed the cooperation between ocular movements.

The VCR stabilizes the head based on the inertial input space by generating a command that moves the head in the opposite direction to that of the current headspace displacement. When the head is rotated in the plane of a semicircular canal, the canal is stimulated and the muscles are activated. Thanks to this stimulation, a compensatory rotation of the head along the same axis is produced. Each canal activation produces an appropriate reflex response. The VOR involves six extracranial muscles, each pair acts around a single rotation axis. On the other hand, the VCR controls a complex musculature that includes more than 30 muscles controlling pitch, roll and yaw rotations.

In robotics, some head stabilization models already exist. Yamada and colleagues [7] proposed a method for controlling the neck of a snake-like robot in order to stabilize the head against undulations. The controller is based on the rejection of the disturbance of the body on the head using a continuous model. The model proposed by Marcinkiewicz [8], implemented on the AIBO robot, uses a machine learning algorithm able to learn how to compensate for head rotations in the absence of stabilization mechanisms. Gay and colleagues [9] proposed a head stabilization system for a bipedal robot during locomotion controlled by the optical flow information. It is based on Adaptive Frequency Oscillators to learn the frequency and phase shift of the optical flow. Although the system can successfully stabilize the head of the robot during its locomotion, it does not take into consideration the vestibular inputs. The most close to the neuroscientific findings of the VCR are the works proposed by Kryczka and colleagues [10], [11], [12]. They proposed an inverse jacobian controller [10], [11] based on neuroscientific results [13] and an adaptive model based on a feedback error learning (FEL) [12] able to compensate the disturbance represented by the trunk rotations. All the presented models try to reproduce specific aspects of the gaze stabilization behaviour, but none of them can provide a comprehensive model of gaze stabilization, integrating eye stabilization (OKR and VOR) together with head stabilization (VCR).

A. Role of the cerebellum

Many theories about the function of the cerebellum have been proposed: i.e. it acts as a comparator in a servo-control loop, it provides a timing mechanism for sensory-motor actions, it sets control parameters, and it represents a learning machine. The latter implicates that the cerebellum is involved in learning voluntary coordinated actions or in forming predictive internal models. A basic learning mechanism could then support many cerebellar functions, including the regulation of the control parameters of the VOR reflex loop. An interesting hypothesis on cerebellar motor learning, based on an experimental study of the rabbit cerebellum, was proposed by Masao Ito [14] who followed the Marr-Albus model [15], [16]. According to Ito, the adjustment of
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the relative strengths of the direct excitatory and indirect inhibitory pathways adaptively modulates the gain of the VOR. Ito asserted that the modulation could be influenced by messages of retinal image slip and the role of the cerebellum is to store the motor memory for the changes in VOR gains. Miles and Lisberger [17] proposed an alternative model. They stated that the role of the cerebellum was not to store memories but rather to compute an instructive signal to guide the plasticity process.

In this work, with the aim of providing an efficient regulation of the gaze system, both models are combined, and a motor memory learning mechanism guided by the error signal is presented.

B. Objective and rationale

By considering the analysis of neuroscience findings in the previous section, we can conclude that in order to replicate gaze stabilization behaviors found in humans it is necessary and sufficient to be able to replicate the joint effect of VCR for the head and VOR and OKR for the eye. This work presents the first complete model of gaze stabilization based on the coordination of VCR and OKR/VOR and suitable for the implementation on a robotic platform. By inspiration on the aforementioned cerebellar theories, an adaptive learning mechanism is integrated in the model.

II. GAZE STABILIZATION MODEL

A bio-inspired feed-forward control architecture is implemented for the VOR-OKR-VCR system. It consists of a feedback or feedforward controller that generates a command to drive the system accordingly to a desired instruction. Then, an internal model is captured through a learning network in order to precisely perform the control of the system by directly referring to it. The input-output relationship of the internal model is adaptively modified by the teaching error signal conveyed by the climbing fibers (CFs). This information is integrated by the Purkinje cell (PC). The PC receives inputs from many parallel fibres (PFs), which arise from the granule cells (GCs) situated in the granular layer. Besides CFs, the other main afferent of the cerebellar cortex is the mossy fiber (MF) that makes excitatory synaptic contacts mainly with GCs. Porrill and colleagues [18] stated that both accuracy and learning speed could be greatly improved by optimizing the choice of the centres and transforming the internal sensory-motor representation to an optimal basis of receptive fields (RFs). Motivated by that, we addressed the problem embedding a machine learning approach, Locally Weighted Projection Regression (LWPR) [19], that provides an optimal input representation to the cerebellar granular layer (MF-GC). The LWPR spatially exploits localized linear models at a low computational cost through an online incremental learning. Therefore, the prediction process is quite fast allowing real-time learning. The LWPR processing engine and the cerebellum microcircuit system described here have been proposed in [20], [21]. The LWPR incrementally divides the input space into a set of receptive fields (RFs) defined by a center \(c_k\) and a Gaussian

area characterized by a positive definite distance matrix \(D_k\), as shown in Equation 1.

\[
p_k = \exp \left( -\frac{1}{2} (x_i - c_k)^T D_k (x_i - c_k) \right),
\]

where \(x_i\) is a data input point, and \(k\) is a local model.

For each iteration, the new input, \(x_i\), is assigned to the closest RF based on its weight activation, and consequently, the center and the kernel width are incrementally updated. The global output \((y)\) of the LWPR is given by the weighted mean of all the predictions \((y_k)\) of the linear local models \((k)\) created (Equation 2). The number of local models increases with the complexity of the input space.

\[
\hat{y} = \frac{\sum_{k=1}^{N} p_k \hat{y}_k}{\sum_{k=1}^{N} p_k}.
\]

Each \(p_k\) signal, driven by the 4th PF contribution, originates from the output of MFFs which is sent through the GCs that act as filters \((G_k)\). The output of these filters depends on the whole input sequence, up to the current \((\ell)th\) input:

\[
p_k = G_k (x_1, x_2, ..., x_M), k = 1, N
\]

The response of the bank of filters \(G_k\) is used to compute both the cerebellar output \(z(t) = u_c\), as defined in Equation 4, and the update of the synaptic weights (5). PC output \(z(t)\), is modelled as a weighted linear combination of the \(p_k(t)\), while the update rule is derived from [18]:

\[
z(t) = \sum_k w_k p_k(t),
\]

\[
\delta w_k = -\beta e(t) p_k(t).
\]

where \(\beta\) is a small positive learning rate and \(e(t)\) is the error signal carried out by the CF. Hereafter, we describe each learning model block in Fig. 1.

A. Head stabilization system

Inside the VCR internal model, the learning network (LWPR) generates velocity motor commands \((u_{vcr})\) for the head plant in order to achieve stabilization. \(u_{vcr}\) is the sum between the output of the VCR feedforward controller \((e_{vcr})\) and the output of the internal model \((u_{vcr})\). The VCR Feedforward Controller is implemented as a PD controller, and its output is computed as a function of the inertial readings \((In, \hat{In})\):

\[
e_{vcr} = k_p \cdot In + k_d \cdot \hat{In}.
\]

The cerebellar weights are updated by the teaching signal \(e_{vcr}\). The inputs to the LWPR are the current and desired position and velocity of the robotic head. LWPR incorporates the cerebellar output into the global internal model. In order to provide a proper reference to the VCR internal model, the current value of the external disturbance must be estimated. Using the readings coming from the inertial measurement unit and the current encoder values, the disturbance vector \((d)\) can be estimated using only direct kinematics functions, by subtracting the expected angular rotations given by the
encoder values ($\tilde{I}_n$) from the inertial readings ($I_n$), as follows:
\[ d = I_n - \tilde{I}_n, \]  
where $\tilde{I}_n = [\varphi, \theta, \psi]$ are the Euler angles for the rigid roto-translation matrix $K(\theta_h)$ from the root reference frame to the inertial frame, computed as:
\[ \varphi = \text{atan2}(-K(\theta_h)_{2,1}, K(\theta_h)_{2,2}), \]  
\[ \theta = \text{asin}(K(\theta_h)_{2,0}), \]  
\[ \psi = \text{atan2}(-K(\theta_h)_{1,0}, K(\theta_h)_{0,0}). \]  
Likewise, the same procedure can be followed in order to estimate the velocity of the disturbance:
\[ \dot{d} = \dot{I}_n - \dot{\tilde{I}}_n = \dot{I}_n - J(\theta_h) \cdot \dot{\theta}_h, \]  
where $J$ is the geometric Jacobian from the root reference frame to the inertial frame.

**B. Eye stabilization system**

The eye stabilization system is composed of OKR and VOR subsystems. The position error of the visual target $(u, v)$ and the retinal slip $(\dot{u}, \dot{v})$ enter the OKR stabilization system alongside the eye propriopceptive feedback, with the aim of keeping the image still on the retina. The target position is extracted from the camera image through colour filtering, centroid computation and a conversion from pixels to angles. After this step, the position is derived in order to find the angular velocities in the camera reference frame. On the other hand, the VOR system receives in input the head position and velocity signals, acquired through the vestibular system, and use them as reference to generate appropriate motor commands that compensate for head motion. Moreover, the output of the OKR subsystem is added to the VOR reference signal as a compensatory signal as in [3]. The OKR learning network stores the global internal model given by the sum between the output of the OKR Feedback Controller ($e_{okr}$) and $u_{okr}$. The cerebellar weights are updated by the teaching signal $e_{okr}$. The inputs to the learning network are the current and reference position and velocity of the eye, while the error for the PD feedback controller is computed from the target position and velocity $(u, v)$, $(\dot{u}, \dot{v})$:
\[ e_{okr} = k_p \cdot (u, v) + k_d \cdot (\dot{u}, \dot{v}). \]  
Finally, the learning network inside the VOR internal model incorporates the sum between the output of the VOR Feedforward Controller ($e_{vor}$) and the sum of cerebellar and LWPR contributions ($u_{vor}$). The cerebellar weights are updated by the teaching signal $e_{vor}$, computed as:
\[ e_{vor} = k_p \cdot (-\dot{I}_n) + k_d \cdot (-\dot{\tilde{I}}_n) + u_{okr}. \]  
where $\theta$ and $\dot{\theta}$ are the current eye encoder readings. The inputs to the LWPR are the eye encoders position and velocity $(\theta, \dot{\theta})$ and the angular position and velocity of the head.

**III. ROBOTIC PLATFORM**

The proposed model was implemented for the iCub robot simulator [22], a software included with the iCub libraries. The iCub head contains a total of 6 degrees of freedom: 3 for the neck (pan, tilt and swing) and 3 for the eyes (a common tilt, version and vergence), while the torso has 3 degrees of freedom (pan, tilt and swing). The visual stereo system consists of 2 cameras with a resolution of 320X240 pixels.

**IV. RESULTS**

In order to assess the effectiveness of the proposed model, tests were performed where the robot had to stabilize a target inside the camera image while a disturbance was applied on the head through a torso movement. For this purpose, three kinds of test were performed:
compensation of a single axis disturbance, with a moving target;
compensation of a two axes disturbance, performed with a static target;
compensation of disturbance which frequency increases over time (linear chirp), after an initial training phase, with a static target.

In all the following experiments the values of the PD gains were set to $k_p = 4.0, k_d = 0.1$ for the VCR, $k_p = 2.0, k_d = 0.05$ for the VOR and $k_p = 1.0, k_d = 0.025$ for the OKR. The Cerebellum module learning rate was set to $\beta = 0.005$ for all tests. The distance matrix $D_k$ for the LWPR was manually tuned. The motion control loop run at 100Hz, while camera images were processed at 50Hz. No information about the internal models was stored between trials, thus the learning phase of the LWPR and Cerebellum modules always started from scratch.

A. Single axis disturbance

In these tests, sinusoidal disturbances with peak to peak amplitude of 20deg and frequencies $f \in \{0.5, 0.75, 1.0, 1.5, 2.0\}$Hz, were applied on the pitch rotational axis, by moving the robot torso tilt, and a target was placed in front of the robot eyes. In order to see the contribution of the OKR, that stabilize the image on the eyes at low frequencies, a sinusoidal motion with a frequency of 0.25Hz and a peak to peak amplitude of 10cm was applied to the target, on the vertical motion axis.

Results for these tests can be found in Table I, where for each frequency the inertial sensor readings on the pitch axis ($I_{n_p}$ (deg) and $I_{n_v}$ (deg/s)) and the position and speed of the target on the camera image ($u$ (deg) and $v$ (deg/s)) are shown. Overlined values indicate the Root Mean Square (RMS), while non-overlined ones indicate the maximum value. In order to avoid having the results corrupted by the initial instability of the learning phase, the maximum and the RMS are computed after a fixed learning period. In particular, only the second half of a 30s trial was considered. From the results it can be observed that the system is able to compensate for the sinusoidal disturbance with a mean error lower than 4deg/s on the camera image for frequencies up to 1.5Hz. At 2Hz frequency the model does not learn fast enough to be able to properly compensate the disturbance after 15s, but the mean error on the camera image still remains under 5deg/s.

\begin{table}[h]
\centering
\caption{Results for single axis disturbance.}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
freq & $I_{n_p}$ & $I_{n_v}$ & $I_{n_p}$ & $I_{n_v}$ & $u$ & $v$ & $\overline{u}$ & $\overline{v}$ \\
\hline
0.5 & 0.00 & 0.00 & 0.00 & 0.00 & 1.23 & 3.16 & 0.95 \\
0.75 & 0.01 & 0.00 & 0.01 & 0.00 & 0.89 & 4.22 & 2.00 \\
1.0 & 0.06 & 0.00 & 0.01 & 0.00 & 0.31 & 4.53 & 1.65 \\
1.5 & 0.38 & 0.24 & 0.04 & 0.24 & 1.84 & 6.58 & 2.57 \\
2.0 & 0.50 & 0.24 & 1.33 & 5.96 & 4.45 & 2.61 & 10.99 & 4.08 \\
\hline
\end{tabular}
\end{table}

Figure 2 shows the behaviour of the model during the task at 0.75Hz frequency disturbance, in both position and velocity spaces. Values for the disturbance (torso movement), inertial readings and error on the camera image are shown. It can be observed that after an initial learning phase, the error suddenly decreases and the gaze is stable. The model continues to improve the performance over time, thus the error steadily decreases.

\begin{figure}[h]
\centering
\includegraphics[width=\linewidth]{figure2.png}
\caption{Results for gaze stabilization during a single axis disturbance, position (top) and velocity spaces (bottom).}
\end{figure}

B. Two axes disturbance

In these experiments, the same disturbances applied in the single axis case are applied on both the yaw and pitch rotational axes, by moving the torso pan and tilt, while the target remains static during the whole task.

Results for both axes can be found in Table II, where the notation used for Table I is used for the yaw and pitch rotational axes ($I_{n_p}$ and $I_{n_v}$) and camera image axes ($u$ and $v$). Compared to the single axis case, the performances decrease due the strong non-linearities of the combination of the disturbances, but the model is still able to properly stabilize the gaze up to 1.0Hz disturbance frequency. As in the previous case, only data of the second half of the trial (15s to 30s) is used to gather measurements for Table II.

Figure 3 shows results for the task at 0.75Hz frequency disturbance. As already stated, the error on the vertical axis is larger than in the previous case, due to the influence of the motion on the horizontal axis that adds additional disturbance to the whole system in a non-linear fashion. Nevertheless, the model is able to cope with this disturbance and after the initial learning phase, the gaze is stable and the error continues to decrease during the whole trial.

C. Linear chirp disturbance

This test was performed in order to assess the capability of the model to quickly adapt to different motion dynamics.
In the first phase of the trial (14s) a sinusoidal disturbance with 0.5Hz frequency was applied on both axes, with a static target. After that phase, the disturbance signal switched to a linear chirp signal with a starting frequency of 0.5Hz and a rate of frequency increase of 0.04Hz/s.

Results for the trial can be seen in Figure 4. The chirp signal starts after 14 seconds, and reaches a frequency of 1.78Hz at the end of the trial. After the initial phase, the error on the camera image remains under a maximum value of 9.05deg/s with a RMS of 3.32deg/s on the horizontal image axis and under a maximum 3.40deg/s and a RMS of 1.22deg/s on the vertical image axis.

V. CONCLUSION

In this work we present the first complete model of gaze stabilization based on the coordination of VCR and OKR/VOR and we validate it through an implementation on a simulated humanoid robotic platform. The presented learning model took advantage of the combination between a machine learning approach and a set of uniform cerebellar circuits. We exploited the LWPR features to incrementally learn and store the inverse internal models of the VCR-VOR-OKR system, and to map the adapting kernels for an efficient representation of the input-space with a limited number of them. The C-LWPR module embedded in each block of the gaze system, contributes to deliver finer and more effective corrections that lead to an optimized internal model learning. The results show that the model is able to reject the torso disturbance on a single axis at different frequencies (up to 2Hz) to stabilize the target on the image even when it is moving. The RMS error after 15 seconds remains under 4deg/s except for the 2Hz trial. For trials concerning double axis disturbance, the performance deteriorate for frequencies greater than 1Hz. In future work we will implement a mechanism to store LWPR weights after a learning time in order to reduce the learning time and we will include a stabilization mechanism also for the roll rotational axis.

The results obtained in gaze stabilization allow another important future study, concerning walking on soft ground. Walking on soft ground has different effects as shown by [23], [24], [25]. The torso perturbation as well as the head translation (mostly in the vertical plane) change in frequency and amplitude to support step adaptation and stable posture during locomotion. The gaze stabilization controller presented here can compensate for such changes and also ensures a stable head orientation and image stabilization on
soft ground, too.
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