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Longitudinal dispersion coefficients for numerical modeling of groundwater solute transport in heterogeneous formations

Jonghyun Lee\textsuperscript{1,2,*}, Massimo Rolle\textsuperscript{3}, Peter K. Kitanidis\textsuperscript{1}

Abstract

Most recent research on hydrodynamic dispersion in porous media has focused on whole-domain dispersion while other research is largely on laboratory-scale dispersion. This work focuses on the contribution of a single block in a numerical model to dispersion. Variability of fluid velocity and concentration within a block is not resolved and the combined spreading effect is approximated using resolved quantities and macroscopic parameters. This applies whether the formation is modeled as homogeneous or discretized into homogeneous blocks but the emphasis here being on the latter. The process of dispersion is typically described through the Fickian model, \textit{i.e.,} the dispersive flux is proportional to the gradient of the resolved concentration, commonly with the Scheidegger parameterization, which is a particular way to compute the dispersion coefficients utilizing dispersivity coefficients. Although such parameterization is by far the most commonly used in solute transport applications, its validity has been questioned. Here, our goal is to investigate the effects of heterogeneity and mass transfer limitations on block-scale longitudinal dispersion and to evaluate under which conditions the Scheidegger parameterization is valid. We compute the relaxation time
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or memory of the system; changes in time with periods larger than the relaxation time are gradually leading to a condition of local equilibrium under which dispersion is Fickian. The method we use requires the solution of a steady-state advection-dispersion equation, and thus is computationally efficient, and applicable to any heterogeneous hydraulic conductivity $K$ field without requiring statistical or structural assumptions. The method was validated by comparing with other approaches such as the moment analysis and the first order perturbation method. We investigate the impact of heterogeneity, both in degree and structure, on the longitudinal dispersion coefficient and then discuss the role of local dispersion and mass transfer limitations, i.e., the exchange of mass between the permeable matrix and the low permeability inclusions. We illustrate the physical meaning of the method and we show how the block longitudinal dispersivity approaches, under certain conditions, the Scheidegger limit at large Péclet numbers. Lastly, we discuss the potential and limitations of the method to accurately describe dispersion in solute transport applications in heterogeneous aquifers.
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1. Introduction

Accurate prediction of solute transport spreading and mixing is crucial for safe and reliable subsurface management applications. The fundamental processes that control flow and solute transport in geologic formations have been studied extensively both in the laboratory and through mathematical analysis. For example, in the transport of a conservative solute subject to advection and molecular diffusion, at the pore scale the solute concentration satisfies an advection-diffusion equation. The velocity satisfies the Stokes (i.e., low Reynolds number hydrodynamics) equation and diffusion follows Fick’s law. The number of pore-scale studies of solute transport has dramatically increased in recent years and these investigations have certainly contributed to improve our understanding of solute transport in porous media [e.g. 1, 2, 3, 4, 5, 6]. However, in Hydrogeologic applications, solute transport is still a formidable challenge because modeling is done at much larger scales.

Since geologic media exhibit heterogeneity at multiple scales, the variability of physical and chemical properties results in complex transport be-
haviors [7]. In current practice, flow and transport simulations are generally performed for a homogeneous medium, the approach preferred in analytical methods, or what effectively is spatially distributed homogeneous blocks, the approach followed in finite-element and finite-volume methods. The process of representing quantitatively the effect of unresolved variability in terms of resolved quantities is the problem of parameterization. For the flow problem, Darcy’s law is used, meaning the velocity is proportional to hydraulic head gradient, and its validity is seldom disputed. For solute transport, the effect of unresolved velocity in combination with unresolved concentration is much more difficult to capture [8, 9, 10, 11, 12]. However, this effect is quite pronounced when dealing with plumes hundreds of meters long and with grid spacing of the order of meters or more.

In practice, the most widely used dispersion modeling approach is the Fickian model with Scheidegger parameterization [13], where dispersion coefficients are computed from constant dispersivity coefficients, considered medium properties and independent of molecular diffusion and flow velocity. The Scheidegger parameterization was originally justified based on a random-walk model dominated by advection in macroscopically homogeneous media. This approach has been the subject of intense scrutiny.

2. Overview of Objectives and Approach

Much work has been done on dispersion in the last thirty years, which makes it imperative to explain our perspective and our approach before we embark on the analysis or show any results. Consider a geologic formation that is heterogeneous at all scales. This is modeled using a numerical model that subdivides the domain under study on the basis of a numerical grid. To fix ideas, consider that we divide the domain into blocks, each of which is modeled as a continuum with appropriate properties. For example, a block consisting of potentially different sedimentary facies is modeled as a uniform block subject to Darcy’s law with certain conductivity parameters. In principle, there is a fine-scale description, represented by a velocity that varies at the scale of micrometers, and a coarse-scale description represented by a specific discharge that varies at the scale of the grid, which may be of the order of meters. The objective is that the two descriptions should yield the same results at the scale of variability captured by the grid. In other words, whether one resolves the fine-scale variability and solves the Navier-Stokes and advection-diffusion equations or one solves the much simpler groundwa-
ter flow and transport problems with a homogeneous block, one would obtain the same results after averaging the fine-scale result to the scale of the grid.

What we just described is the basic idea underlying the continuum approach. This approach works well in making the transition from the molecular scale to the fluid-mechanical scale, where for example the fine scale may represent a very large number of interacting water molecules shifting position and the macroscopic scale is a uniform fluid with given density and viscosity. In Hydrogeology we are faced with a similar problem but we must deal with heterogeneity at many scales, from the scale of a pore to that of a formation. The practical solution already mentioned is to resolve larger-scale variability through a grid and apply the continuum approach to each block. But there are persistent challenges. Is there a manageable coarse-scale model, under what conditions is this model appropriate, and what error is to be expected from its application?

The problem we will address is that of dispersion of conservative nonreactive solutes and how to parameterize it in the context of a numerical model. The majority of papers on dispersion have examined the problem of whole-domain dispersion in formations with some regularity, such as random media [14, 15, 16], as it would apply in the transport of a large plume. Only a few works [17, 18, 19, 20, 21, 22] have studied the problem of what dispersion coefficients to assign to blocks in a numerical model and notable examples that have dealt with such problem include the approach developed by Rubin et al. [18], as well as the recent work by de Barros and Dentz [22]. The problem of block-scale dispersion is also the main focus of this study, which has the specific objectives of (i) explaining and visualizing how block-scale longitudinal dispersion originates from the velocity and concentration fluctuations within the block, (ii) investigating the interplay between advection and diffusive mass transfer rate for a range of flow velocities and permeability contrasts common in hydrogeologic applications, (iii) analyzing under what conditions the common Scheidegger method of describing dispersion is valid, and (iv) perform error quantification for this parameterization.

While previous studies have made assumptions regarding the structure, such as periodic or stationary, we present a method of analysis that does not require a specific structure for the formation as a whole or even for the individual block. And while much of recently published work deals with nonequilibrium conditions and non-Fickian transport [23, 24], this work focuses on the Fickian model. When we say Fickian, we mean at the scale of a block and we do not imply macroscopically homogeneous media, like stationary
conductivity, or Gaussian shaped plumes. One can actually model irregular plumes by resolving heterogeneity at the scale of a grid chosen for the needs of a particular application. The proposed approach is in the spirit of the times, which is to recognize the importance of heterogeneity and the ability to better resolve heterogeneity thanks to technological trends like faster computations, better sensing technologies, and the ability to invert data to estimate parameters [e.g., 25, 26, 27]. We will argue that as we can deal with increasingly finer grid, the Fickian model becomes a more accurate representation of transport because the key requirement, that of local equilibrium, is better met. Local equilibrium implies conditions sufficiently independent from an external perturbation, with gradual changes and a dynamic balance between velocity variability causing concentration fluctuations and the opposing effect of diffusion.

There have been many computational studies on dispersion [e.g., 28, 29, 30]. The majority of them, particularly the most recent and most elaborate and comprehensive of them, have been performed in a Lagrangian framework and with purpose of describing the early and late behavior of dispersion in large statistically homogeneous formations. The Lagrangian perspective focuses on following particles or the statistics of particles as they move in time and space. Landmarks in the development of this approach to study dispersion include Taylor [31], Scheidegger [13], and Dagan [32]. It appears that most informed Hydrogeologists consider the Lagrangian perspective as the most natural and useful approach for conceptualization and analysis of dispersion. By contrast, this is a computational study based on a theory developed in an Eulerian framework, which focuses on computing the contribution of a block to dispersive transport. Important steps in the development of this approach were Bensoussan et al. [33] and Brenner [34], who considered transport in an idealized periodic medium and evaluated dispersion coefficients that are properties of the formation; however, all computations boil down to solving a boundary-value problem in one block. Because of their emphasis on an idealized case and their heavily mathematical treatment, these works did not attract much attention in the Hydrogeologic literature, with a few notable exceptions [35, 36, 37]. The approach of Gelhar and Axness [38], who focused on unbounded domains, stationary media, and analytic methods, is also related to the same general methodology.

In this study we adopt an Eulerian approach which is intuitively appealing and easy to explain, at least with respect to the basic ideas. Instead of following particles, which enter and exit the block of interest, we focus on the
velocity inside the block. The velocity consists of the mean plus fluctuations about the mean. The effect of the mean velocity is captured by advective transport. The fluctuations have zero mean but if there is a concentration gradient, these zero-mean velocity fluctuations will have a net effect: they will transport mass downgradient in what is known as dispersive transport. Furthermore, this transport is proportional to the concentration gradient, which is the essence of Fickian transport. This is the essence of the analysis we carry out in the next section.

The analysis is along lines similar to those of previous Eulerian theories but with some important differences. We focus on a single block and make no assumptions about structure of heterogeneity outside of the block. This means that there is an indeterminacy from unknown boundary conditions, or the interaction with surrounding blocks, that in previous studies was assumed to vanish under restrictive conditions about structure. Our approach is not to make such assumptions but instead to perform uncertainty quantification. We show that the effect is minor for large velocity cases for which dispersion is important.

One computational advantage of the Eulerian approach for the study of dispersion is that its application requires the solution of steady transport problems, unlike the Lagrangian approach. The results do not depend on initial concentration but the velocity field and the local diffusion-dispersion coefficients. However, the theory assumes that conditions approach a state of local equilibrium and in this paper we discuss what local equilibrium means and examine the question of how rapidly local equilibrium can be achieved.

3. Method

A method to compute dispersion coefficients for a heterogeneous block starting from three-dimensional pore-scale Stokes flow and advection diffusion has been presented in Kitanidis [39]. However, solving this problem in a block of the order of 1 m$^3$ would require a tremendous computational effort and exorbitant amounts of information on the geometry of pore space, for example existing works such as Bijeljic et al. [40] are limited to a block of the order of 1 cm$^3$, so direct numerical simulation is postponed for future investigation. Here, we will derive the same result starting from the continuum-scale models of Darcy flow and advection-dispersion with local coefficients.
Under the continuity condition $\nabla \cdot \mathbf{q} = 0$, the advection-dispersion equation that is commonly used to model transport in porous media is:

$$\frac{\partial (\theta C)}{\partial t} + \nabla \cdot (\mathbf{q} C - \theta D_{\text{local}} \nabla C) = 0 \tag{1}$$

where $C$ is the point concentration in the continuum scale [-], $\theta$ is the porosity [-], $\mathbf{q}$ is the Darcy velocity (i.e., specific discharge) [L/T], and $D_{\text{local}}$ is the local dispersion tensor [L$^2$/T]. Let $\Omega$ be the heterogeneous block for which we want to compute the effective value of hydrodynamic dispersion. To keep the analysis simple, we will consider that $\theta$ is constant over this block, focusing on variability of specific discharge caused by variability in hydraulic conductivity. Starting from Eq. 1, the objective is to show that, as assumed in numerical models, the equation of mass conservation over the block $\Omega$ is given by

$$\int_{\Omega} \left[ \frac{\partial \bar{C}}{\partial t} + \nabla \cdot (\bar{u} \bar{C} - D_{\Omega} \nabla \bar{C}) \right] dV = 0 \tag{2}$$

where $\bar{C}$, $\bar{u}$ and $D_{\Omega}$ are the resolved (large-scale) concentration [-], linear velocity [L/T], and “block-effective” dispersion tensor [L$^2$/T], respectively. The finer the volume $\Omega$ is, the better the Fickian model in Eq. 2 predicts.

Using Reynolds decomposition [e.g. 41, 42, 43], the actual concentration $C(t, x, y, z)$ that satisfies the fine-scale transport equation (Eq. 1) can be modeled as consisting of two components:

$$C(t, x, y, z) = \bar{C}(t, x, y, z) + C'(t, x, y, z) \tag{3}$$

where $\bar{C}$ is the resolved concentration at the scale of $\Omega$ and $C'$ is the fluctuation around $\bar{C}$, so that $\int_{\Omega} C'dV = 0$. The concentration $C'$ represents the unresolved or subgrid variability. Under gradually varying conditions in space and time, $\bar{C}$ varies gradually at the scale of $\Omega$ while most of the variability of $C'$ is at scales smaller than the scale of the support volume so that any average of related quantities to $C'$ over $\Omega$ is negligible. Similarly we represent $\mathbf{u}$ as

$$\mathbf{u}(t, x, y, z) = \bar{\mathbf{u}}(t, x, y, z) + \mathbf{u}'(t, x, y, z) \tag{4}$$

where $\bar{\mathbf{u}}$ is the average velocity at the scale $\Omega$ and $\mathbf{u}'$ is the velocity fluctuation about $\bar{\mathbf{u}}$. As for the concentration fluctuation, also the volume average of $\mathbf{u}'$ is zero. By substituting Eqs. 3 and 4 into the fine-scale transport equation (Eq. 1) we obtain:
\[
\frac{\partial \bar{C}}{\partial t} + \frac{\partial C'}{\partial t} + \nabla \cdot (\bar{u} \bar{C} + \bar{u} C' + u' \bar{C}') - \nabla \cdot (D_{\text{local}} \nabla \bar{C} + D_{\text{local}} \nabla C') = 0
\]

(5)

Integrating Eq. 5 over the block $\Omega$ and considering that $u'$ and $C'$ are averaged out to be zero, \( \int_{\Omega} \left[ \frac{\partial \bar{C}}{\partial t} + \nabla \cdot (\bar{u} \bar{C} + \bar{u} C') - \nabla \cdot (D_{\text{local}} \nabla C') \right] \theta dV \) can be neglected with a small loss of accuracy, we eventually have

\[
\int_{\Omega} \left[ \frac{\partial C'}{\partial t} + \nabla \cdot (\bar{u} C') - \nabla \cdot (D_{\text{local}} \nabla C') \right] dV = 0
\]

(6)

We will focus on how to represent the nonzero term \( \nabla \cdot (u' C') \), which represents dispersive transport due to subgrid variability, in terms of resolved variability and constituent parameters.

Under the condition of gradual concentration changes, the resolved concentration $\bar{C}$ within the block can be approximated as [39]:

\[
\bar{C}(t, x, y, z) = A + a_1(x - \bar{u}_1 t) + a_2(y - \bar{u}_2 t) + a_3(z - \bar{u}_3 t)
\]

(7)

where $A$, $a_1$, $a_2$, $a_3$ are constants. This simplification reflects that the concentration $\bar{C}$ is varying in space in the smoothest fashion, which is linear, and satisfies the grid-scale transport equation. The slopes of the macroscopic concentration $\nabla \bar{C}$ are then the coefficients $a$:

\[
\nabla \bar{C} = \begin{bmatrix}
\frac{\partial \bar{C}}{\partial x} \\
\frac{\partial \bar{C}}{\partial y} \\
\frac{\partial \bar{C}}{\partial z}
\end{bmatrix} = \begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix}
\]

(8)

Considering the fine-scale mass conservation (Eq. 5) and substituting the approximate solution for $\bar{C}$ (Eq. 7), we find that $C'$ satisfies

\[
\frac{\partial C'}{\partial t} + \nabla \cdot (u C') - \nabla \cdot (D_{\text{local}} \nabla C') = -a_1 u'_1 - a_2 u'_2 - a_3 u'_3
\]

(9)

Since slow changes are assumed, we neglect \( \frac{\partial C'}{\partial t} \) focusing on the quasi-steady condition. We will discuss this issue in the next section.

Because of the linearity of this equation, the superposition principle holds, meaning that the solution to Eq. 9 is given by

\[
C' = -f_1 a_1 - f_2 a_2 - f_3 a_3
\]

(10)
where each of the $f$ terms satisfies

$$\nabla \cdot (u_i f_i) - \nabla \cdot (D_{local} \nabla f_i) = u_i' \quad \text{for } i = 1, 2 \text{ and } 3 \quad (11)$$

Note that if $f_i$ satisfies this equation, so does $f_i + \text{const.}$, but the solution must have zero mean, since $C'$ has zero spatial average. To finalize the solution, appropriate boundary conditions must be used and this issue will be discussed in the next section.

The dispersive flux term $u'C'$ in Eq. 6 is now written as

$$u'C' = - \begin{bmatrix} u_1' \\ u_2' \\ u_3' \end{bmatrix} \begin{bmatrix} f_1 a_1 + f_2 a_2 + f_3 a_3 \end{bmatrix}$$

$$= \begin{bmatrix} u_1' f_1 & u_1' f_2 & u_1' f_3 \\ u_2' f_1 & u_2' f_2 & u_2' f_3 \\ u_3' f_1 & u_3' f_2 & u_3' f_3 \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \\ a_3 \end{bmatrix}$$

$$= \begin{bmatrix} u_1' f_1 & u_2' f_1 & u_3' f_1 \\ u_1' f_2 & u_2' f_2 & u_3' f_2 \\ u_1' f_3 & u_2' f_3 & u_3' f_3 \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \\ a_3 \end{bmatrix}$$ (13)

As a result, the dispersion is Fickian, i.e., the dispersive flux is expressed as the product of second-order tensor and the concentration gradient (Eq. 8) (cf. [33, 34, 36, 37, 44]). Thus, Fickian behavior follows from the state of local equilibrium, which is the assumption we made in Eq. 7. Upscaled, effective dispersion coefficient over the block is given by

$$\int_{\Omega} u'C'dV = \int_{\Omega} D_\Omega \nabla C dV$$

$$= \int_{\Omega} D_\Omega \nabla \bar{C} dV$$

where the block-scale dispersion tensor $D_\Omega$ is expressed as:

$$D_{\Omega,ij} = \frac{\int_{\Omega} u_i' f_j dV}{V_\Omega}$$ (15)

The approach allows one to quantitatively assess the role of 1) structure of heterogeneity, 2) degree of heterogeneity, and 3) advection and local diffusion-dispersion processes on block dispersion. Note that the proposed approach is applicable to any heterogeneous hydraulic conductivity field and only requires the steady-state equations in Eq. 11 instead of solving the entire ADE at the local scale. If more than a single dispersion coefficient for grid blocks of a large model are considered, the steady-state equations are simply repeated efficiently for each individual grid block, which can be accelerated further by using parallel programming and reusing preconditioner matrix. Though the
approach can be used to compute all components of the tensor, we will focus exclusively on the longitudinal dispersion coefficient \( D_L \) (the term also commonly denoted as \( D_{11} \) or \( D_{xx} \)), requiring the computed \( f_1 \) from the solution of Eq. 11.

4. Computational Experiments

Consider a block with intermixed regions of coarse and fine sand, similar to the systems investigated previously in flow-through laboratory experiments [8, 45, 11]. This is a quasi 2-D flow-through chamber with dimensions of 0.86 m × 0.45 m in the \( x \) and \( z \) directions, respectively. Four different heterogeneity structures for conductivity \( K \), shown in Figure 1, are considered to study the effect of spatial heterogeneity structure on the block-effective dispersion over the entire flow-through chamber. Each configuration (Figure 1 (a) - (d)) is filled with a homogeneous coarse sand with \( K = 5 \times 10^{-3} \) m/s and several homogeneous low-\( K \) rectangular inclusions with different lengths, designed to occupy \( \sim 16\% \) of the domain. While a sand with \( K = 1.4 \times 10^{-4} \) m/s was used for the low-permeability inclusions in the original experiment, in the present work we computed results for four different \( K \) values: \( 1.4 \times 10^{-3} \), \( 1.4 \times 10^{-4} \), \( 1.4 \times 10^{-5} \), and \( 1.4 \times 10^{-6} \) m/s for the low-permeability material to study the effect of the magnitude of heterogeneity. The porosity \( \theta [-] \) of the medium is assumed to be 0.4.

Ideally, one should perform direct numerical simulation of pore-scale three-dimensional flow and transport. However, such a simulation would involve a tremendous number of grains for a block of this size. Instead, in this work an almost direct numerical simulation will be performed, in which microscopic processes are modeled at the continuum (i.e., Darcy flow and ADE transport) with a fine grid of 0.001 m in both \( x \) and \( z \). Local hydrodynamic dispersion coefficients were described according to parameterizations developed from detailed experimental investigation of dispersion in flow-through porous media [46, 47]:

\[
D_{L,\text{local}} = D_p + \frac{1}{2} ud
\]

\[
D_{T,\text{local}} = D_p + \frac{ud}{\sqrt{Pe} + 123}
\]

where \( D_p \) [m\(^2\)/s] is the pore diffusion coefficient (i.e., the aqueous diffusion coefficient \( D_{aq} \) corrected by the tortuosity of the porous medium), \( d \) [m] is
Figure 1: Hydraulic conductivity fields with (a) 135 low permeability inclusions (1.5×3 cm), (b) 135 low permeable inclusions (3×1.5 cm), (c) 13 low permeability inclusions (1.5×30 cm), (d) 7 low permeable inclusions (15×64 cm).
the grain size diameter that is consistent with the conductivity, $u$ is the mean linear velocity, and $Pe = ud/D_{aq}$ is the grain Péclet number. These parameterizations of local dispersion coefficients were selected because of their simplicity and capability to capture the longitudinal and lateral dispersion behavior observed in a large number of flow-through experiments in unconsolidated porous media. For instance, in longitudinal direction, linear (Eq. 16) or weakly nonlinear ($D_L \sim Pe^{1.1-1.2}$) equations for $D_L$ have shown good agreement with solute breakthrough data obtained in a range of flow conditions relevant for groundwater flow [e.g., 46, 48, 49]. In the lateral direction, local $D_T$ is important for the exchange of mass in heterogeneous media. The nonlinear, compound-specific description (Eq. 17) has been tested in a large number of experiments in quasi 2-D and fully 3-D setups using different tracers and porous media [e.g., 47, 50, 51, 52] and has been supported by pore-scale numerical simulations [53, 54]. An important feature of Eqs. 16 and 17 is that they allow a spatially variable representation of local hydrodynamic dispersion that can be directly linked to the spatially variable conductivity of heterogeneous porous media. Different empirical correlations have been proposed to relate the hydraulic conductivity to the grain size of unconsolidated materials; in this study we use the approximation of Hazen [55], which was adopted in previous simulations of solute transport in heterogeneous media [e.g., 56, 57], and suggests a simple square root relation:

$$d \approx c\sqrt{K} \quad (18)$$

where $c$ is an empirical constant of proportionality $[L^{1/2}T^{1/2}]$. The exact value of $c$ varies from study to study but we determined $c = 0.015$ from the actual sand properties used in Levy and Berkowitz [11] in order to find the grain sizes for various $K$ values used in this study. Here $K$ is in m/s and $d$ is in m. Table 1 lists the values of the grain sizes for the permeable matrix and for the low-permeability inclusions with different hydraulic conductivity, considered in our computational experiments.

A mixed finite element method is implemented to obtain the local velocity $u$ and a streamline-based transport simulator [58] is used to minimize numerical dispersion. The first step is to solve Eq. 11 subject to boundary conditions to compute $f_1$. The value of $f_1$ depends primarily on the velocity fluctuations $u'_1$ inside the block and to a lesser extent on conditions in surrounding blocks, through the boundary conditions. For simplicity, we will consider as basic case for boundary conditions $f_1 = constant$. After the solution is obtained, the spatial average of the solution $f_1$ is subtracted from
The values of $f_1$ obtained by Eq. 11 and we will be using the zero-mean $f'_1$ to plot results and compute the dispersion coefficient in equation (Eq. 15). The results are identical for any value of the constant we choose for the boundary condition. We will perform sensitivity analysis on the effect of different boundary conditions on the computed block-effective dispersion later.

For an initial confirmation that the results are reasonable, we compared the longitudinal dispersion coefficient determined from second central moment of a tracer plume using numerical simulations with the one computed from our method for Case 1 with low permeable inclusions of $K = 1.4 \times 10^{-4}$ m/s ($\text{var} \ln K = 1.69$). Following an experiment setup of Levy and Berkowitz [11], spike dye injection at five locations (cf. Figure 8 in Levy and Berkowitz [11]) were simulated with a constant flow rate of 6.5 ml/min ($\bar{u} = 6 \times 10^{-6}$ m/s) as in Figure 2. Based on the relationship between the spatial moments of a plume and the transport parameters [59], the longitudinal dispersion coefficient for a medium with constant porosity is computed as

$$D_L = \frac{1}{2} \frac{dm_2(t)}{dt}$$  \hspace{1cm} (19)$$

$$m_2(t) = \frac{\int_0^\infty \int_0^\infty (x - \mu(t))^2 C(x, y, t) dx dy}{\int_0^\infty \int_0^\infty C(x, y, t) dx dy}$$  \hspace{1cm} (20)$$

$$\mu(t) = \frac{\int_0^\infty \int_0^\infty x C(x, y, t) dx dy}{\int_0^\infty \int_0^\infty C(x, y, t) dx dy}$$  \hspace{1cm} (21)$$

where $m_2$ is the normalized second central moment in x direction and $C(x, t)$ is the concentration at the location $x$ and time $t$. In Figure 3, we plot the second central spatial moment of the plumes and display the dispersion coefficient. $D_L$ from two methods are $1.46 \times 10^{-7}$ m$^2$/s (from Eq. 15) and $1.60 \times 10^{-7}$ m$^2$/s (from Eq. 19), respectively. The relative difference of about 8% in these two values for the effective longitudinal dispersion coefficient is

<table>
<thead>
<tr>
<th>Hydraulic Conductivity (m/s)</th>
<th>Grain Diameter (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background coarse sands</td>
<td>$5 \times 10^{-3}$</td>
</tr>
<tr>
<td>Inclusions</td>
<td>$1.1 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>$1.4 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>$5.6 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$1.8 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$5.6 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>$1.8 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 1: Properties of the porous media tested in the simulation.
Figure 2: Illustration of numerically simulated conservative solute plumes at 3, 12, 25 hours after initial injection. The hydraulic conductivity field of Case 1 (Figure 1a) was selected for this transport simulation.
Figure 3: Normalized second central moment vs. time for longitudinal dispersion coefficient computation; the slope was computed from the time it shows a linear behavior to the time when the plume reaches the outlet. The longitudinal dispersion coefficient using the moment analysis with the transient simulation is close to the one computed from the proposed method.

Surprisingly small considering that our methodology computes the dispersion coefficient for the whole block while the result from the moments analysis are from mini-plumes that depend on initial conditions, the path they follow, and are limited to be inside the block.

Figure 2 shows the origins of the process of dispersion. At the front of the plume, where the concentration is increasing, there is more mass in the higher-conductivity background sand. In the back, the opposite is true as the concentration is higher in the low-conductivity inclusions and gradually bleeds out into the high-conductivity background. The instantaneous rate of increase of the second moment in the direction of flow depends on the distribution of mass and the velocities where there is mass.
Let us consider the computation of the longitudinal dispersion coefficient. We know that $f_1$ must satisfy Eq. 11 and that if $f_1$ satisfies this equation so does $f'_1$ that is obtained after subtracting its mean. By the way it was introduced, $C'$ has zero average over a numerical block $\Omega$, and that is why we want $f'_1$ to be zero on the average. So, our approach is to find any $f_1$ solution and then subtract the mean. Let us investigate the effect of boundary conditions. In general, $f'_1$ at the boundaries cannot be specified precisely with only grid-scale information. If advection dominates, the effect of the source terms overshadows the effects of the boundary conditions. The fluctuations $f'_i$ are expected to be primarily determined by the fluctuations of velocity when the problem is advection dominated (large Péclet number). Thus, solving with the simplest boundary condition, Dirichlet with constant value, should be adequate for such cases. To test the robustness of this approximation, we systematically investigate the influence of the boundary conditions. We considered all possible combinations of first-type and second-type boundary conditions. The model was run with either zero concentration or no dispersive flux boundary conditions ($D_{local} \frac{\partial f_1}{\partial n} = 0$) imposed on the left, right, top and bottom boundaries separately, resulting in $2^4 - 1 = 15$ combinations. Here, we will present results for Case 1 and Case 4. Boxplots of computed dispersion values with these 15 boundary conditions at different velocities are displayed in Figure 4 showing that only when groundwater is almost stagnant, the boundary conditions affect the computed longitudinal dispersion values. This is expected when we consider a large block for dispersion coefficients in Eq. 15, the covariation term $u'C'$ at the boundaries would not affect the entire dispersion.

Next, we perform additional tests to investigate whether the longitudinal dispersion coefficient as computed by our method depends on the flow direction. Previously tested flow direction is reversed while other parameters are kept same, then the longitudinal dispersion coefficients are computed for Case 1 and Case 4 as shown in Figure 5. The effect of the flow direction is from the assumed boundary condition: For an asymmetric block, the direction of flow has a small effect due to the imposition of zero advective flux on the boundary. The results show that this is small with relative difference no more than 5%, satisfying the condition that the assignment of dispersion coefficient in the numerical model should be independent of the flow direction. We do not mean to underestimate the importance of the role of boundary conditions on computed dispersion; but at least for now we have demonstrated that in the case of longitudinal dispersion and large Péclet number
Figure 4: Boxplots of $D_L$ computed with different boundary conditions for Case 1 (a) and Case 4 (b).

the effect of the boundary condition is minor.

We have also compared our method with classical first order analysis based on perturbation theory [32]. Details about such comparison can be found in Appendix A and show an excellent agreement between the values of $D_L$ computed with the two methods for the cases examined (i.e., mildly heterogeneous stationary conductivity fields with small correlation length compared to the size of the block).

Lastly, we investigate what is the relaxation time, which strictly speaking means the time for initial conditions to be forgotten and practically steady state to be achieved as assumed in Eq. 11. But what is an even more important and relevant feature of relaxation time is that changes in ambient conditions with periods much larger than the relaxation time are gradual and the time derivative can be neglected. With the numerical setup investigated earlier (i.e., Case 1 and Case 4 with $\bar{u} = 6 \times 10^{-6} \text{ m/s}$), we perform a transient simulation with initial condition $f = 0$, which is considerably different from the final solution, over the domain and compare transient solutions with the steady-state solution. Figure 6 (a) shows a relative difference between transient and steady-state solutions indicating that at about 70 (Case 1) and 150 (Case 4) hours their relative difference becomes smaller than 1 %. The time to reach the steady state is roughly equal to travel time in the entire domain.
plus diffusion time into the stagnant zones from the matrix. The travel time is \( L_x / \bar{u} \) where \( L_x \) is the length of the block and \( \bar{u} \) is mean velocity; diffusion time is \( d_{\text{low}K}^2 / D_{\text{local,low}K} \) where \( d_{\text{low}K} \) is thickness of inclusion and \( D_{\text{local,low}K} \) is local dispersion-diffusion coefficient. More importantly, as shown in Figure 6 (b), the block-effective longitudinal dispersion coefficient becomes practically the same as the one obtained from the steady-state equation after around only 20 and 100 hours for Case 1 and Case 4, respectively. This indicates that the value of the dispersion coefficient is not very sensitive to the assumption that the time derivative can be neglected. This is an important point because changes in most of the domain are bound to be gradual with periods much large than these times. Only near injection points may the conditions change rapidly and thus not conform with the assumption of local equilibrium.

It is important to clarify that local equilibrium does not mean that conditions do not change but only that the conditions change slowly enough. Using a smaller block as a consequence of using a finer grid reduces the relaxation time and thus makes the local equilibrium condition easier to achieve. Also, local equilibrium does not mean that the concentration in low-conductivity zones is the same as the concentration in high-conductivity ones. Rather the opposite is true, since dispersion originates from the fact that mass is distributed between high and low conductivity areas.
5. Results of Numerical Simulations

In this section, we apply the proposed approach to investigate the block-effective longitudinal dispersion for different geometry of the inclusions, permeability contrast, flow velocity, and local diffusion-dispersion coefficients. For illustration, Figure 7 shows the velocity fluctuation $u'_1$, normalized concentration fluctuation $f'_1$, and their product $u'_1 f'_1$ for Case 1 with var(ln $K$) = 1.69. What determines the magnitude of dispersion is the degree that velocity fluctuations correlate with higher concentrations fluctuations. The fluctuations are similar in appearance to what one sees at the front of a plume, as in Figure 2: Higher values in the high-velocity parts and low velocity in the low permeability inclusions. It is also the negative of what one sees at the back of the plume. That’s where the similarity stops, however, because for an individual plume the mean transport velocity at the front is higher than at the back; hence the fast breakthrough and long tail. In our analysis, there is no front and back because only captures a part of a larger plume. One can see that the locations responsible for the generation of dispersion are the low-conductivity inclusions because that is where both velocity and concentration fluctuations are the largest and are the most correlated.
Figure 7: Velocity fluctuation $u'_1$, normalized concentration fluctuation $f'_1$ and the covariation term $u'_1 f'_1$ for Case 1 with $\text{var}(\ln K) = 1.69$ and $\bar{u} = 6 \times 10^{-6} \text{ m/s}$.
The image of normalized concentration fluctuation $f'_1$ reveals the microstructure of velocity fluctuations. One can see that these fluctuations are determined mainly by the fluctuations in velocity and one can see how local dispersion, though it is small, may have some effect because it acts over steep slopes and over the whole domain. One can also see why higher local dispersion coefficients suppress $f'_1$ and thus lower the value of the hydrodynamic dispersion coefficient for the block.

The covariation term $u'_1 f'_1$ is plotted for the four cases investigated in Figures 8 and 9, considering mild and high heterogeneity. These maps are illustrative since they allow visualizing where the dispersion originates from, as well as the distinct features and spatial distribution of the covariation term in the domains with different geometry of the low-permeability inclusions. Positive values add to dispersive mixing and negative values subtract. All figures show that the low-permeability inclusions are closely associated with the generation of dispersive fluxes. This of course is because most mass moves with about the same velocity in the permeable background sand whereas the mass in inclusions moves more slowly. The geometry of inclusions plays an important role and higher values of the covariation term are computed for the elongated structures. If there were no local mixing, mass entering inclusions would travel the whole length through advection alone and would be more delayed compared to mass in the permeable background matrix, which would result in higher dispersion rates. At the other extreme, large transverse local dispersion would allow mass to escape from the slow flow zones, reducing dispersion rates. The pictures we see are the result of interplay between advection and diffusive mass transfer in the heterogeneous block at the fine scale (cf. [60]). In fact, in the cases with elongated inclusions (Case 3 and Case 4) mass transfer limitations between the permeable matrix and the low $K$ zones have a significant effect; the less the local mass transfer rates the higher the hydrodynamic dispersion at the block scale. The patterns of $u'_1 f'_1$ is similar for the mild and high heterogeneity setups but the magnitude is different and, with high contrast structures, more dispersion is generated due to the stronger effect of low velocity and limited mass transfer in the slow zones.

Figure 10 shows the computed block-effective longitudinal dispersion coefficient normalized by molecular diffusion for the four heterogeneous domains (Figure 1), considering a range of grid Péclet numbers ($Pe = \bar{u}l/D_{aq}$, where $l = 0.001$ m is the grid size) including groundwater flow velocities characteristic of most hydrogeologic applications. In each case, three low $K$ values of
1.4 × 10⁻⁴ (blue), 1.4 × 10⁻⁵ (red) and 1.4 × 10⁻⁶ (black) m/s were considered to investigate the effect of permeability contrast on the upscaled dispersion coefficients.

For the mildly heterogeneous (var(ln K) ≤ 1) K fields with small inclusions (Case 1 and Case 2, blue circles), effective longitudinal dispersion scales linearly with velocity almost throughout the entire range of Péclet numbers (Pe = 10⁻¹–10³), showing that the Scheidegger parameterization for the upscaled, effective longitudinal dispersion coefficient is valid in this velocity regime. The results of the numerical experiments can also be clearly visualized by plotting the normalized block-effective dispersivity as D_L/ul as function of Péclet number, which becomes constant for the advective regime (Pe ≥ 5 - 10) (Figures 11 (a) and (b)). Note that in the low Péclet number regime (∼ 10⁻¹) where the block-effective dispersivity has not yet reached a constant value, molecular diffusion is the main mechanism contributing to dispersion. For the K fields with longitudinally elongated inclusions (Case 3 and Case 4, blue circles), normalized dispersion does not become constant until Pe = 100 because of the effect of diffusion and mass transfer limitations. However, in these mildly heterogeneous domains, the Scheidegger
The covariance term $u'_{1}f_{1}$ for each case with highly heterogeneous $K$ ($\text{var}(\ln K) = 4.6$) and $\bar{u} = 6 \times 10^{-6} \text{ m/s}$.

For mid-to-highly heterogeneous ($\text{var}(\ln K) > 1$) configurations, red and black markers in Figures 10 and 11, the values of block-scale longitudinal dispersion are considerably higher. The trend of $D_{L}$ still shows the almost-linear relationship to $Pe$ for the cases with small low-permeability inclusions, (a) and (b). In fact, in these setups the stagnant flow zones are relatively small compared to the entire block length and advection is more important than diffusion, thus suggesting that the Scheidegger parameterization is still valid for these cases. The normalized longitudinal dispersivities in Figures 11 (a) and (b) are shown to be constant for $Pe \geq 50$, and for $1 < Pe < 50$, the transitional or power-law regime [61, 62] is observed where both advection and diffusion affect the effective dispersion. Dispersivity for Case 2 is less variable over the entire range of $Pe$ compared to one for Case 1 because the length of the vertical low-permeability inclusions along the flow direction is shorter so that diffusion affects the dispersion less significantly.

The observed behavior is different for the last two heterogeneous configu-
Figure 10: $D_L/D_m$ vs. $P_e$ for four example cases with different heterogeneity.
Figure 11: Normalized $D_L$ vs. $Pe$ for four four cases with different heterogeneity.
rations (panels c and d) in Figures 10 and 11. The elongated shape of the low
$K$ inclusions and their small permeability results in higher effective longitudinal dispersion and cause a deviation from the linear relationship between the computed $D_L$ and the Péclet number. In these setups high dispersion values originate from mass transfer limitation between the flowing fluid in the high permeable area and immobile pore volume in the low permeable lenses. In fact, the elongated geometry of the inclusions along the main flow direction results in diffusive mass transfer limitation over larger interfaces between the permeable matrix and the low permeable material within the inclusions. Solute in low-permeability zones is forced to move slowly, unless diffusion allows it to escape sideways; thus, diffusion plays an important role in how much dispersion will actually take place. Slow mass transfer causes considerable variability in the velocity and concentration fluctuations, which results in larger dispersion. For these configurations the effective dispersivity can approach a constant values only at very large Péclet numbers. The outcomes of the numerical experiments in the different setups clearly shows that effective dispersion is sensitive to the permeability contrast and to the structure of $K$.

We have also performed multitracer computational experiments to evaluate the influence of compound-specific aqueous diffusion coefficients on the upscaled effective longitudinal dispersion. We consider a multispecies solute transport problem with four tracers, with different aqueous diffusion coefficients ($D_{\text{aq}} = 10^{-10}, 5 \times 10^{-10}, 10^{-9}, 2 \times 10^{-9} \text{ m}^2/\text{s}$), simultaneously transported in the heterogeneous domains. Such variability of aqueous diffusion coefficients covers a representative range of aqueous solute diffusivities in groundwater transport problems [63]. The outcomes of the multitracer simulations are reported in Figure 12 as upscaled, block-effective longitudinal dispersivity, $\alpha_L$, as a function of the seepage velocity for the four configurations of heterogeneous porous media, considering small ($\text{var}(\ln K)=0.2$) and large ($\text{var}(\ln K)=4.6$) conductivity contrasts. The results show different effective dispersivity under diffusion-dominated conditions and very low flow velocity with larger values of $\alpha_L$ for the solutes with lower aqueous diffusion, particularly when a large contrast of hydraulic conductivity between the matrix and the inclusions is considered. Such behavior shows the importance of compound-specific mass-transfer limitations in which solutes with lower aqueous diffusivity undergo a more pronounced longitudinal spreading in the heterogeneous domain. When the flow regime becomes advection-dominated (i.e., higher values of seepage velocity), the outcomes are different for the
distinct cases. With small, distributed inclusions (Case 1 and Case 2) the effective dispersivity converges to a unique value, independent of the diffusion coefficient of the transported species. With elongated low-permeability inclusions (Case 3 and Case 4) the results show a distinct value of effective $\alpha_L$ for the different solutes, particularly when a large contrast of hydraulic conductivity between the matrix and the inclusions is considered. Finally, at very large velocities the effective $\alpha_L$ for the different solutes converges to a constant value as observed for the cases with small inclusions (Figures 12a and 12b).

6. Discussion

Opinions diverge in Hydrogeology regarding the topic of hydrodynamic dispersion in geologic formations. Some apparently do not even consider dispersion as a process of fundamental physical significance, but rather an artifact of how velocity is resolved. However, unless one can resolve velocity variability at the scale of millimeters or less, the effects of unresolved variability are real and indeed prominent. The heterogeneity encountered in geologic formations is both pronounced and highly structured and has major effects on the way solute plumes are conveyed and dispersed. Numerical models are increasingly used to solve flow and transport problems in such heterogeneous formations. This work has dealt with the persistent practical question then is how to capture the effects of velocity variability at scales smaller than those resolved by the grid used in the numerical method. It has re-examined the validity of the Fickian model and the Scheidegger parameterization of dispersion coefficients, which are widely used and yet widely disputed.

Plumes exhibit scale-dependent rates of spreading, irregular shapes, fast breakthrough, and long tails [64, 65], all of which seem to invalidate the Fickian model. However, whether dispersive transport at the scale of a block in a numerical model is Fickian or non-Fickian is a completely different issue [66]. The reason is simply that dispersion of plumes and dispersion in a single block are processes evolving at different scales. It is important to appreciate that the grid should be fine enough to resolve the variability of concentration at the desired level, and thus the grid size should be one tenth or even less than the smallest wavelengths of the concentration variability that must be represented. This is the case for all numerical models, even flow models like MODFLOW [e.g., 67]. Otherwise, there is significant error in representing a function by discrete values, independently of the model and parameters used.
Figure 12: Longitudinal dispersivity $\alpha_L$ vs. $\bar{u}$ for four different tracers with $D_{aq} = 10^{-10}, 5 \times 10^{-10}, 10^{-9}, \text{and } 2 \times 10^{-9} \text{ m}^2/\text{s}$. 
to solve the flow or transport problem. Associated with this requirement is that changes are not rapid, because rapid changes create spatial fluctuations, like advancing fronts, at scales smaller than those that the model can resolve. These issues are known and are the reason why the grid size must be chosen carefully [68] and variable grid size must often be employed. If a coarse grid is selected important features of heterogeneity but also variability in the concentration may be left out; in any case, one cannot hope that the model can predict at scales not resolved by the model.

The method of analysis in this work defines the problem as how to capture the effects of unresolved small-scale heterogeneity on the resolved grid-scale variability of concentration. We show that under certain conditions these effects are captured by the Fickian model. The conditions are pretty much the same as the requirements that the proper grid has been selected, i.e. gradually varying concentration. In many applications, concentration varies gradually in space and time as plumes transport and evolve over decades. For such problems, the Fickian model for block-dispersion is appropriate. In some other applications, like field experiments or at site remediation near injection points, the concentration function may change rapidly. Thus, the condition of local equilibrium conditions in a block are not met and the Fickian model may be inaccurate. In such a case, one can either select to refine the grid or to adopt a non-equilibrium model like dual domain dual porosity (DDDP). It is important to recognize, though, that the issue is not whether an equilibrium or a non-equilibrium model is right for a certain formation but how fast the changes are in relation to the relaxation time of a block. For example, even if we consider that a medium conforms to the ideal DDDP model but the imposed changes are slow in relation to the characteristic time for the two domains to equilibrate, then effectively the DDDP medium acts as a single domain medium with a certain dispersion coefficient [69, 70, 71].

The next issue we examine is whether the dispersion coefficient is a characteristic of the block and the solute and can be parameterized by using resolved quantities of velocity and concentration. The answer is mostly yes, but there is a small effect from unresolved velocity and concentration fluctuations in neighboring blocks as shown in Figures 4 and 5. The uncertainty from these effects is negligible under ideal conditions, like stationary variability with correlation length small in relation to the size of the block. Even for more unfavorable cases, the uncertainty is small, particularly for large-velocity cases, for which dispersion matters most. In this work, we chose to keep it simple and just quantify the uncertainty rather than seek better
methods to account for the effects from fluctuations in neighboring blocks.

Next, we consider the validity of the standard Scheidegger parameterization, expressed through dispersivity coefficients. We study through computational experiments longitudinal dispersion in a certain direction. The results indicate that the Scheidegger parameterization is a good approximation for stationary media, such as those with multiple small inclusions of low-permeability in a higher-conductivity background as shown by the simulation of Case 1 and Case 2 (panels a and b in Figures 10 and 11). However, geologic heterogeneity is structured, for example clay laminae with preferential orientation are much more likely than clay lumps randomly distributed. For such cases (e.g., Case 3 and Case 4), the Scheidegger limit is reached only for large $Pe$ (see panels c and d in Figures 10 and 11). For velocity values in the commonly encountered range, the effective dispersivity gradually increases over two orders of magnitude and at high velocity values can have a much larger value than the ones used in practice, equaling or even potentially exceeding the dimension of the block. Interestingly, two different solutes, with distinct molecular diffusion coefficients, experience different rates of hydrodynamic dispersion and in fact the one with lower molecular diffusion coefficient experiencing a higher dispersion rate as shown in Fig 12. These are features that are usually not included in modeling studies.

The analysis carried out in this work allowed us to investigate block-scale longitudinal dispersion in heterogeneous domains with different permeability contrast and geometry of low-permeability inclusions. Particular attention has been dedicated to explain and visualize the origin of block dispersion from velocity and concentration fluctuations, to analyze the interplay between the fundamental processes of advection and diffusion, and to investigate the important role of mass transfer limitations in determining the values of effective dispersion. The method is rigorous but, at the same time, simple enough to be appealing for both researchers and practitioners interested in modeling groundwater transport problems. As we discussed above, the method is not unconditionally valid since it is subject to the requirements of gradual changes leading to a condition of physical equilibrium. However, as we have shown in our analysis these conditions are not particularly restrictive and apply to many situations typically encountered for transport of contaminant plumes in the subsurface. Therefore, we believe that the proposed approach can represent a significant step forward to improve our capability to accurately describe solute transport in heterogeneous formations. We also hope that the method could contribute to shorten the distance between academia
and practice in a field of Hydrogeology that is inherently complex and rich of future challenges in terms of process understanding, methods’ development, and practical engineering applications.
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Appendix A. Stationary Conductivity

This section summarizes results of numerical experiments for the case of stationary conductivity with correlation length that is small compared to the size of the block. For small variance, the classical first order analysis based on perturbation theory [e.g., 32, 17] predicts that the whole-domain or large-block dispersivity in the longitudinal direction is

$$\alpha_L = \sigma_{\ln K}^2 I_{\ln K,x}$$  \hspace{1cm} (A.1)

where $\sigma_{\ln K}^2$ is the variance of the log-K field and $I_{\ln K,x}$ is the integral scale in the x direction, which concurs with the length parameter for the isotropic exponential covariance function. We will use it to compute the block coefficient and compare with our results.

First, we consider the longitudinal dispersivity using the small-perturbation method for 2-D log-normal random fields whose geometric mean is $10^{-3} \text{ m/s}$ and covariance function is exponential, $\sigma_{\ln K}^2 \exp(-\frac{r}{L})$, where $r$ is the distance between two spatial points, with scale parameter $L = 0.01 \text{ m}$ and $\sigma_{\ln K}^2 = 0.1, 0.25$ and $0.5$. From theory, their whole-domain dispersivity
is $L \times \sigma_{lnK}^2 = 0.001$, 0.025 and 0.005, respectively due to the equivalence between the integral scale and the scale parameter $L$ for the exponential covariance kernel. Then, we generate 100 realizations for each log-random $K$ field and compute the block-effective dispersivity $\alpha_L = D_L/\bar{u}$. The size of the domain we consider here is $1 \times 1$ $m$ and discretized with $dx = dy = 0.001$ $m$. A realization of ln $K$ field is shown in Figure A.13 (a). Constant head boundaries of 0.05 and 0 $m$ are imposed at $x = 0$ and 1 $m$, respectively with no-flux at $y = 0$ and 1 $m$ that creates mean flow velocity in $x$-direction of around $1.0 \times 10^{-4}$ $m/s$ for each realization corresponding to $Pe = 100$. Local dispersion parameterizations used in this study are same as those used in the previous numerical experiments, i.e., Eqs. 16 and 17 with $D_{aq} = 10^{-9}$ $m^2/s$.

In Table A.2, the block-effective dispersivity values are computed from 100 realizations for three different variance cases and compared with dispersivity obtained from the perturbation method. The results show that the proposed method yields consistent dispersivity values to the one obtained from the perturbation method.

<table>
<thead>
<tr>
<th>$\sigma_{lnK}^2$</th>
<th>dispersivity $\alpha_L$ [m]</th>
<th>perturbation theory</th>
<th>proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$1.0 \times 10^{-3}$</td>
<td>1.01 $\times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>$2.5 \times 10^{-3}$</td>
<td>2.60 $\times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>$5.0 \times 10^{-3}$</td>
<td>5.09 $\times 10^{-3}$</td>
<td></td>
</tr>
</tbody>
</table>

Table A.2: Comparison of dispersivity $\alpha_L$ from the small-perturbation theory and using the proposed method; mean block-effective dispersivity was computed from 100 realizations from multidimensional log-normal distribution with an exponential covariance kernel $\sigma_{lnK}^2 \exp (-\frac{r}{L})$ where $r$ is the distance between two spatial points, $L = 0.01$ $m$ and $\sigma_{lnK}^2 = 0.1$, 0.25 and 0.5.


Figure A.13: A realization of ln $K$ field with $\sigma_{\ln K}^2 = 0.1$. 
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Highlights

- Method to compute block-scale effective dispersion based on the Fickian model
- The origin of dispersion within heterogeneous blocks is explained and visualized
- Error quantification for the proposed method and comparison with other approaches
- Validity of classical Scheidegger parameterization for block dispersion is analyzed
- Key role of mass transfer limitations for dispersion in heterogeneous blocks