
 
 
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright 
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 

 Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 

 You may not further distribute the material or use it for any profit-making activity or commercial gain 

 You may freely distribute the URL identifying the publication in the public portal 
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
  
 

   

 

 

Downloaded from orbit.dtu.dk on: May 01, 2024

Development of highly efficient solid oxide electrolyzer cell systems

Duhn, Jakob Dragsbæk

Publication date:
2017

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):
Duhn, J. D. (2017). Development of highly efficient solid oxide electrolyzer cell systems. Technical University of
Denmark.

https://orbit.dtu.dk/en/publications/0663bd7a-4294-455b-a766-4c6a81190d43


PhD Thesis
Doctor of Philosophy

Development of highly efficient solid
oxide electrolyzer cell systems
Public version
Jakob Dragsbæk Duhn

Kongens Lyngby 2017



Bibliographic data
PhD Thesis by Jakob Dragsbæk Duhn

Titel: Development of highly efficient solid oxide electrolyzer cell systems
Dansk titel: Udvikling af effektive fast oxid elektrolyse celle systemer

Main supervisor: Professor Anker Degn Jensen, DTU Chemical Engineering

Co-supervisor: Associate Professor Stig Wedel, DTU Chemical Engineering
Company supervisor: Technology Development Director Christian Wix, Haldor Topsoe
A/S

DTU Chemical Engineering
Department of Chemical and Biochemical Engineering
Technical University of Denmark

Søltofts Plads 229
2800 Kgs. Lyngby, Denmark
Phone +45 4525 2800
kt@kt.dtu.dk
www.kt.dtu.dk



Preface
This thesis was prepared at the department of Chemical and Biochemical Engineering at
the Technical University of Denmark (DTU) in partial fulfillment of the requirements for
the PhD degree at DTU.

The work was partly conducted at the department of Chemical and Biochemical
Engineering at DTU and at Haldor Topsoe A/S with financial support from the Innovation
Fund Denmark. All parties involved are greatly acknowledged for financial support and
for providing facilities. Haldor Topsoe A/S are also acknowledged for providing both cell
material and stacks.

This is the public version of the thesis. In the public version of the thesis, Chapter 6
is limited to the material already published in the article “Modelling of Gas Diffusion in
Ni/YSZ Electrodes in CO2 and co-electrolysis∗” and parts of the overall discussion is
omitted. In both the confidential and public version of the thesis, the actual structure of
Haldor Topsoe A/S’s cells are blurred.

I am grateful to my supervisors Anker Degn Jensen (DTU), Stig Wedel (DTU) and
Christian Wix (Haldor Topsoe A/S) for their guidance, discussions, and proof-reading.
A special thanks to Claus Flemming Friis Pedersen (former Haldor Topsoe A/S) for
initializing the project and supervision of the first part of the PhD.

I would like to thank my colleagues at Haldor Topsoe A/S and DTU who has assisted
and provided help. Especially the “eCOs” and “SOEC” group at Haldor Topsoe A/S
has provided invaluable help with the acquisition of cell and stacks, analysis and many
fruitful discussions.

Finally, I would like to thank friends and family for support, encouragement, and
understanding. Especially to my girlfriend, our son and (currently) unborn second child.
I promise: No more thesis writing in the evening.

Kongens Lyngby, June 9, 2017

Jakob Dragsbæk Duhn

∗DOI: 10.1002/fuce.201700068



ii



Summary
Title: “Development of highly efficient solid oxide electrolyzer cell systems”

Solid oxide electrolyzer cells (SOEC) are electrochemical devices capable of converting
H2O or CO2 to H2 and CO, respectively. In this thesis, the possibility of production of
CO with SOECs are investigated, since it is currently of commercial interest, but could
also play a major role in the future energy system.

The overall objective of the thesis was to investigate the limits for the allowed CO
concentration during electrolysis of CO2 in SOECs and how the limit could be increased.
A high CO concentration is desired because it lowers the strain on the separation unit and
amount of recycle, when SOECs are used in systems like Haldor Topsoe A/S’s “eCOs”.
In this way, the overall efficiency of SOEC systems are increased. The CO concentration
was limited by carbon formation via the Boudouard reaction, a non-uniform flow in the
fuel channels over the fuel electrode, and the diffusion in the fuel electrode. The thesis
has focused on obtaining knowledge on the limiting causes, through both experimental
work and modeling.

The formation of carbon leads to delamination of the cell layers and ultimately
destroys the cells. It was found that the carbon formation was hindered, when the
Boudouard reaction was thermodynamically unfavored. From thermo-gravimetry analyzer
experiments, the thermodynamics for the equilibrium for the Boudouard reaction was
obtained for Ni-YSZ material used in SOECs.

It is important that the flow distribution in the cell is as uniform as possible, since
non-uniformities will lead to regions with flow rate and therefore high CO concentration.
The flow distribution in the fuel channels over the fuel electrode was investigated with
computational fluid dynamics (CFD) modeling. The flow was optimized by changing the
cell inlet geometry and an increase in the flow uniformity was observed. The impact on
the allowed average (exit) CO concentration was quite high (from 22 to 32 %).

The effective diffusion in the fuel electrode was investigated with a Wicke-Kallenbach
set up. Combined with measurements of the thickness, porosity and pore size, the
tortuosity of the material was calculated. This made it possible to implement the diffusion
limitation in an in-house 3d stack model and evaluate the impact of diffusion limitations
(only included in the confidential version of the thesis). The local CO concentration
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is limited by the thermodynamics for the Boudouard reaction. The diffusion cause an
increase in the CO concentration at the reaction sites, compared to the channel, and
diffusion therefore limits the allowed CO concentration in the fuel channel. The diffusion
was found to be low, resulting in large concentration gradients between the channel and
reaction sites. This mean that the allowed CO concentration in the fuel channel is very
limited by diffusion.



Dansk resumé
Dansk titel: “Udvikling af effektive fast oxid elektrolyse celle systemer”

Fast oxid elektrolyse celle (SOEC) systemer er elektrokemiske apparater som kan
konvertere H2O og CO2 til henholdsvis H2 og CO. I denne afhandling bliver produktionen
af CO via SOEC undersøgt. Produktionen af CO er interessant fra et kommercielt
perspektiv, men har også muligheder for at indgå i et fremtidig energisystem.

Det overordnede formål med afhandlingen var at undersøge den maksimale CO
koncentration som SOEC systemerne kunne køres ved. Derefter var målet at mindske
usikkerheden af de begrænsende faktorer og undersøge hvorledes de begrænsende faktorer
kunne mindskes via optimering. De primære begrænsninger for CO koncentrationen blev
fundet til at være kuldannelse via Boudouard reaktionen, dårlig flow fordeling i elektrolyse
cellerne og diffusionsbegrænsninger i brændselselektroden. De tre begrænsende faktorer
blev undersøgt med teoretisk modellering og eksperimentielt arbejde.

Kuldannelse i SOEC leder til delaminering af de enkelte lag i elektrolyse cellerne og
medfører ultimativt at cellerne går i stykker. Kuldannelsen blev fundet til at foregå via
Boudoaurd reaktionen og værende begrænset af ligevægten for Boudouard reaktionen.
Ligevægtsdata blev fundet i litteraturen og sammenholdt med målinger på Ni-YSZ
materiale (brugt i elektrolyse cellerne).

Det er vigtig at flow fordelingen i en elektrolyse celle er uniform, eftersom et ikke-
uniform flow medfører områder med lavt flow og derfor høj CO koncentration. Høj
CO koncentration medfører at ligevægten for Boudouard reaktionen forskydes mod
kul. Flowet blev modelleret med computational fluid dynamics (CFD). Forskellige
driftsparametres betydning for flowet blev undersøgt og flowet blev optimeret, ved at
omdesigne cellens geometriske struktur. Dette medførte en øgning af den mulige CO
koncentration fra 22 % til 32 %.

Den effektive diffusion blev målt via et Wicke-Kallenbach setup og de karakterisktiske
diffusionsparameter blev udledt derfra. Herefter blev diffusionen i brændselselektroden
modelleret og resultaterne implementeret i en intern 3d stack model (kun inkluderet i
den fortrolige udgave af afhandlingen). Dette gjorde det muligt at beregne forskellen i
CO koncentrationen mellem gas kanalen og reaktionslaget. Beregningerne viste at CO
koncentrationen er meget højere i reaktionslaget, sammenlignet med kanalen. Siden
den maksimale lokale CO koncentrationen er afgørende for ligevægten af Boudouard
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reaktionen, medfører diffusionsbegrænsningerne at den tilladelige CO koncentrationen i
kanalen må begrænses.
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CHAPTER 1
Introduction

Solid oxide cells (SOC) are considered a very promising technology for the conversion
between chemical and electrical energy, and vice-versa. Commonly, the SOCs have been
used to convert chemical energy (CH4 or H2) to electrical energy. However, except at
some minor areas, the breakthrough of the technology has not yet occurred in large
commercial scale. The reason for the lack of large commercialization is due to a high
cost and low durability [1, 2]. The technology can also be used for the production of H2
or CO, by electrolysis of H2O and CO2. Haldor Topsoe A/S has been involved with solid
oxide cells, for chemical to electrical energy conversion, for a long period (previous in the
subsidiary company Topsoe Fuel Cell). The company has now changed its focus to the
production of CO and H2, closed the subsidiary company and moved the technology to
its main company. With the change of focus from conversion of energy to the production
of CO and H2, the issues affecting the commercialization are now different. This PhD
study has been derived out at the different departments responsible for the research
and development of the technology at Haldor Topsoe A/S and has tried to enhance the
knowledge on issues related to production of CO with SOCs. Beside assisting in the
commercialization of Haldor Topsoe A/S’s technology, the knowledge obtained in the
PhD can also be extended to simultaneous production of CO and H2 with SOCs. This is
interesting from a society point-of-view, since this technology is predicted to be a key
technology for future sustainable energy scenarios [3].

The purpose of this chapter is to introduce the reader to the technology of SOCs,
particular solid oxide electrolyzer cells (used for production of CO and H2), its applications
and limitations. The focus is particular on the production of CO through electrolysis
of CO2. Based on the limitations, the objective of the thesis is defined and presented.
The chapter starts with a brief description of fuel cells in general and solid oxide cells in
more detail. The description includes the physical structure and applications of the solid
oxide electrolyzer cells. Afterwards, the limitations with respect to CO production is
discussed. In the last section, the objective of the thesis is defined and the structure of
the thesis is presented.

1.1 Fuel cells
The basic for fuel cells are ascribed to the demonstration of voltage generation, by
combining hydrogen and oxygen in the presence of platinum, in 1839 by Grove [4].
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However, the development was limited until the 1960’s, where the research increased,
especially with focus on space, submarine and military applications [5]. Beginning in the
mid-1980s, the government agencies in the US, Canada, and Japan, started to increase
their funding for fuel cells [6], likely because of the large increase in oil-prices doing the
1970’s. Also the production of H2 from H2O, instead of fossil fuels, was investigated [7,
8], since it was envisioned that H2 would be needed as a secondary energy carrier. Today,
many companies and universities are developing fuel cell technologies.

Three main types of fuel cells are being investigated: Proton exchange membrane fuel
cells (PEM), Alkaline fuel cells (AFC) and Solid oxide fuel cells (SOFC). In addition,
several other types are being investigated, such as Phosphoric acid fuel cells and Molten
carbonate fuel cells. PEMs use a proton exchange membrane to transport protons across
a non-electric conducting membrane, an AFC use a aqueous alkaline solution (e.g. KOH)
to transport OH– -ions between the two electrodes, and an SOFC use a solid ceramic
oxide to transport O2– -ions between the electrodes. This thesis is about solid oxide fuel
cells used in reverse, i.e. as electrolyzer cells.

1.1.1 SOFC and SOEC
SOFCs are electrochemical devices capable of converting chemical energy (released from
oxidizing hydrogen, synthesis gas, and many other fuels to H2O and CO2) to electrical
energy. Traditionally, chemical energy is e.g. converted in power plants where the
chemical energy is first converted to heat to generate steam for the steam turbines, and
secondly the shaft power from the turbine is used to drive a generator, which converts
the kinetic energy to electrical energy. Each conversion step is associated with a loss. For
a power plant, the efficiency of chemical energy to electricity is therefore 20-60 % (lower
heating value) [9]. For SOFC, the electrical efficiency is about 50 % . However, since the
operating temperature of a SOFC is very high (600-800 ◦C), the exhaust gasses can be
used to run a gas turbine, by which the efficiency can reach levels of > 70 % [9, 10].

Figure 1.1: Schematic illustration of working principle in SOFC (A) and SOEC (B). Taken
from [11]
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SOFCs can also be run in reverse mode, i.e. electrical energy is converted into chemical
energy, by converting H2O and CO2 to H2 and CO. In addition, O2 is also produced in a
separate stream. When operated in reverse mode, the technology is called “solid oxide
electrolyzer cells” (SOEC). Since, SOFCs and SOFCs are highly related, several aspects
from SOFC can be transferred to SOEC. This is especially useful, since SOECs has
received significant less attention, compared to SOFC. A sketch of the working concept
of SOFC and SOEC are shown in Fig. 1.1. In the following, the term “solid oxide cell”
(SOC) will be used as a common denominator for both SOFC and SOEC.

SOFCs have been widely studied experimentally in the last decades [12, 13], with
respect to design and materials [14–17], and through modeling [18–22]. For the modeling
of SOFCs, several review articles are available [23–31].

For SOECs, the number of articles are considerable lower than that of SOFC (Fig. 1.2).
Few review articles on the experimental, design, and material aspects of SOECs have
been published [32–35].
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Figure 1.2: Search for “solid oxide fuel cell” and “solid oxide electrolyzer cell” in the biblio-
graphic database Scopus.

1.2 Physical structure and materials
The physical structure of SOCs consists primarily of three layers and two fuel channels
(illustrated in Fig. 1.3). In SOFC, fuel (typically H2 or CH4) is entering the channel
above the anode. In SOEC, an oxidized species (typically CO2 and H2O) is entering
the same channel, although the electrode is now a cathode (since the cell is operated in
reverse mode and the direction of the current is therefore changed). During SOFC, air is
entering in the channel below the cell. During SOEC, the gas is commonly air or N2,
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since the purpose of the flow is to perform heat transport and dilute the produced O2 in
the electrode above the channel. During production of CO, the flow can also consist of
CO2. This ensures that small leakages between the two sides of the cell only pollutes the
CO/CO2 mixture with CO2.

To avoid confusion in the thesis about what is the “anode” and “cathode”, the term
“fuel-electrode” is used for anode in SOFC and cathode in SOEC. The term “air-electrode”
is used for the cathode in SOFC and anode in SOEC. Furthermore, “fuel channel” is
used for the channel above the fuel electrode and “air channel” for the channel below the
air electrode.

e-

O2- Electrolyte

Fuel electrode

Air electrode

Air channel

Fuel channelCO2

Air

2CO + CO

Oxygen enriched gas

H  + H O2 2
+ H O2

H  + CH2 4
+ H O2

CO  , Air, N2 2

CO2

O2-

e-

Figure 1.3: Schematic illustration of layers in SOCs. The gas species and direction of the
current in blue applies for SOFC and the gas species and current direction in
black, applies for SOEC.

From the fuel channel, the gas species are transported to the fuel electrode and diffuse,
through the electrode, to the reaction sites located near the fuel electrode and electrolyte
interface. At the reaction site, the following reactions takes place in SOFC:

H2 + O2− −−→←−− H2O + 2 e− (1.1)
CO + O2− −−→←−− CO2

+ 2 e− (1.2)

And in SOEC:

H2O + 2 e− −−→←−− H2 + O2− (1.3)
CO2

+ 2 e− −−→←−− CO + O2− (1.4)

The reaction sites are called “triple phase boundaries” (TPB), because the reaction
requires three phases. The gas phase supply and remove the gas species, an electric
conduction phase conducts the electrons from (in SOFC) and to (in SOEC) the reaction
site, and an oxygen ionic conductor transfer the oxygen ions to (in SOFC) and from
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the reaction site (in SOEC). Fig. 1.4 shows a close up of the interface between the
fuel electrode and electrolyte. Without one of the three phases, the electrochemical
reactions cannot take place. In the whole fuel electrode, the water-gas shift reaction
(CO + H2O −−→←−− CO2 + H2) and methanation reaction (CO + 3H2 −−→←−− CH4 + H2O)
might also occur. The directions of the these two reactions will depend on the gas
composition and temperature.
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Figure 1.4: Illustration of triple phase boundaries (TPB). To the left of the electrolyte (in
the fuel electrode), H2O and CO2 diffuse to the TPBs and are reduced to H2 and
CO (SOEC mode). At the TPBs, the electrons for the reactions are supplied
via the Ni network and the oxygen ions are transported away through the YSZ
(see text). At the right of the electrolyte, the oxygen ions are transported to
the surface of the air electrode and reacts to molecular oxygen. The electrons
are transported away in the air electrode. Only two phases are required at the
air electrode, because the used electrode material (LSCF - see text) is a mixed
ionic–electronic conductor, capable of conducting both oxygen ions and electrons.

In the electrolyte, the oxygen ions are transported between the fuel electrode and
the air electrode. The electrolyte must be highly electrically insulating (to avoid a short
circuit of the cell) and gas tight. At the air electrode, oxygen ions are formed in SOFCs,
and oxygen molecule are formed in SOECs:

1
2 O2 + 2 e− −−→←−− O2− (1.5)

As in the fuel electrode, the reaction in the air electrode also take place at triple
phase boundaries, since transport of gas species, oxygen ions, and electrons must be
available at the reaction sites. However, if a mixed ionic–electronic conductor (MIEC
- capable of conducting both oxygen ions and electrons), only the solid phase and gas
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phase is needed. MIEC is not used for the fuel electrode, since the electrical conductivity
and electro-catalytic properties of Ni (which is commonly used in fuel electrodes) are
very good compared to MIECs.

The materials for the cells used at Haldor Topsoe A/S (and in this thesis) is now
described. The fuel electrode is a cermet of Ni and yttria stabilized zirconia (YSZ). Ni
is an electrical conductor, transferring the electrons and YSZ, is an ionic conductor,
transferring the oxygen ions. The electrolyte is pure YSZ and the air electrode consist of
lanthanum strontium cobaltite ferrite (LSCF), which is a MIEC. Between the air electrode
and the electrolyte, a thin gadolinia doped ceria layer is placed to avoid the unwanted
reaction of strontium, from the air electrode, with the zirconium in YSZ. This reaction
forms strontium zirconate (SrZrO3) which is a poor ion conductor and thus increases
the resistance of oxygen ion transfer from the electrolyte to the air electrode. Other
companies and research institution use and experiments with other materials. However,
Ni-YSZ is used by major players, like Sunfire GmbH and Bloom Energy, because of the
low cost of Ni, good electro-catalytic properties and thermal expansion compatibility
with the YSZ electrolyte [36]. When the cell is heated from room temperature to the
operating temperature (600-800 ◦C), a compatible thermal expansion of the materials is
necessary to avoid large thermal stresses.

The thickness of the layers are in the range of 10-15 µm, except for the fuel electrode,
which contains a ≈300 µm support layer in addition to the 10-15 µm thick active fuel
electrode. The purpose of the support layer is to provide mechanical strength. Haldor
Topsoe A/S uses a planar design, but tubular and circular designs are also investigated
by others [6, 16, 37] .

In a system, several cells are placed on top of each other in a stack, see Fig. 1.5.
To separate the cells from each other, a metal component, called an interconnect, is
placed between the cells. The purpose of the interconnect is to distribute the flow in
the channels and transfer electrons from the fuel electrode below the interconnect, to
the air electrode above the interconnect. Special metals and coatings are used for the
interconnect, since it has to withstand the high operating temperature present in SOCs.
Furthermore, the metals are chosen so that they form a thin electronically conductive
layer, that protect the steel from oxidization. Typically ferrite steels like Crofer 22 APU
[38], which contains >20 % chromium and forms a protective chromium-manganese oxide
layer, are used to achieve this.

1.3 Applications
SOECs can be coupled with different systems and used for a range of purposes. The role
of the SOEC unit can roughly be separated into three categories:

1. Production of H2
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2. Production of CO

3. Production of syngas

1. The production of pure H2 can be interesting in a future hydrogen society, where
H2 is used as energy carrier. In this scenario, SOECs can be used to convert (renewable)
electrical energy into H2. A hydrogen society would require that the current vehicle fleet is
changed and a new infrastructure is built. A hydrogen society is thus not just around the
corner. Furthermore, the volumetric energy density of H2 is roughly one-fourth of gasoline
[39], so the range of a hydrogen vehicle is an important issue to solve. In Denmark,
Energinet.dk (responsible for the electricity and gas transmission system in Denmark) is
currently investigating if the natural-gas infrastructure can be operated stable and safely
with varying concentrations (up to 15 %) of hydrogen. If the investigation shows that a
significant amount of hydrogen can be added to the natural-gas grid, this could clear the
way for hydrogen production for energy storage/consumption purposes.

The production of H2 can also be used for on-site production for users with a low
demand of H2, e.g. laboratories and small production sites. For larger demands, H2
produced from conventional steam reforming of e.g. natural gas would be more economical,
despite a slightly lower efficiency (Efficiencies of 80-90 %, based on the higher heating
value, can be obtained for steam reforming reactors [40] and >94 % for the SOEC [41,
42]) .

If the H2 production is coupled with catalytic reactors, the H2 can be used to upgrade
biogas. Biogas typically contains around 40 vol% CO2, depending on the waste source [3].
The CO2 needs to be removed, before the biogas can be added to the natural-gas grid.
Commonly, this is done by removing the CO2 with e.g. water or amine scrubbing [43].
The produced H2 from SOECs can be used to react the CO2 to CH4 in a methanation
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Figure 1.5: Cells and interconnects are stacked on top of each other to form a stack. The

combination of a cell and an interconnect is called a “Single repeating unit”, since
it is repeated from the bottom to the top of the stack.
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reactor [3, 44]. Since the SOEC and methanation reactor can be powered by renewable
electrical energy (e.g. from excess production from wind energy), the upgraded biogas
can be viewed as a renewable technology. The SOEC and methanation reactor is a good
match, since the excess heat energy, generated from the methanation reactor, can be
used to generate the steam needed in the SOEC.

2. The production of pure CO from SOECs can be used at small on-site plants (1-200
Nm3h−1) as demonstrated by Haldor Topsoe A/S in the “eCOs” technology, Fig. 1.6 [45,
46]. Here the SOEC is used to produced a mixture of CO2 and CO. The gas mixture is
then compressed and the CO2 is separated (by a pressure swing adsorption unit) and
recycled (with a low amount of CO). With the SOEC and purification steps, it is possible
to obtain 99.999 % pure CO with CO2 being the main impurity (avoiding H2O, H2, CH4
and O2). The eCOs technology is commercially available and one plant has been built
and another is in the construction phase [47]. In the eCOs technology, the conversion of
CO2 to CO in the SOEC is an important factor, since a higher conversion significantly
lowers the requirement of purification and recycling. Furthermore, the life-time of the
cells is important for the cost of the produced CO. A longer life-time means that the
eCOs system can be operated in longer periods without shutdown and replacement of
the stacks.

Figure 1.6: Schematic illustration of the eCOs system. Taken from [48].

The electrolysis of CO2 is also used in the MOXIE project [49], where the intent
purpose is to convert the CO2 from the CO2-rich atmosphere of Mars to CO and O2 (see
Fig. 1.7). The main purpose is to investigate if SOECs can be used to produce O2, which
would be necessary for human exploration of Mars. CO and O2 can also be used as a
propellant.

3. The production of syngas, through simultaneous electrolysis of H2O and CO2
(called co-electrolysis) is interesting, because the syngas can be used to form CH4 via
a methanation reactor or synthetic liquid fuels, such as methanol and others, through
the Fischer-Tropsch process [51]. If the recovery of CO2 from the atmosphere becomes
technologically and economically feasible (which it is not at the moment [52]), this allows
for a closed loop where CO2 is emitted from e.g. vehicles, but captured and converted to
fuels in the SOEC syngas system. If the CO2 capture and conversion is solely powered by
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Figure 1.7: Schematic illustration of the MOXIE system showing the SOEC (red), the sep-
aration and compression of CO2 from the Mars atmosphere (green) and the
gas measurement and exhaust (blue). The process is connected with the Mars
Rover electronics (olive). Abbreviations: Rover Computer Element (RCE), Rover
Avionics Mounting Panel (RAMP), Rover Power and Analog Module (RPAM).
Taken from [50]

renewable energy sources, the net release of CO2 would be zero, and thus not contributing
to the global greenhouse warming.

1.4 Efficient production of CO through
SOEC technology

The electrolysis of CO2 has received increasing interest in the last years [53, 54], but the
main focus remains on the electrolysis of H2O [33, 55–57] and co-electrolysis [58–64]. To
the best of the author’s knowledge the only companies working with the electrolysis of
CO2 are Ceramatec, Inc. (working with NASA’s MOXIE Mars project describe above)
and Haldor Topsoe A/S (working with the commercial eCOs project). An outline of the
eCOs system was given in Fig. 1.6, and a more detailed picture is given in Fig. 1.8.

An important parameter in the efficiency for the production of purified CO is the
outlet concentration of CO from the SOEC stack. With a low outlet concentration of
CO, the amount of recycle increases. From an efficiency point of view, this is unwanted
because the recycle requires energy, since the recycle gas is first cooled, compressed and
then reheated, before entering the system again (see Fig. 1.8). Furthermore, 1) a low CO
concentration requires more of the separation process to reach the required high purity
of CO, and 2) a low CO concentration requires that more SOEC stacks/cells are used to
achieve a given production rate of CO. Neither a more capable separation process nor a
larger number of SOEC stacks/cells are cheap. Therefore it is highly desirable to have
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SOEC stack
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CO + CO2
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Heat exchanger
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Figure 1.8: Schematic illustration of Haldor Topsoe A/S’s eCOs system. Two gas streams
are entering the system, a CO2 stream and a purge gas (CO2 or alternative air or
N2). The streams are heated to 600-800 ◦C and enters the SOEC stack. After the
stack, the CO2 stream is now partly converted to CO, cooled and compressed. A
separation unit, e.g. a pressure swing adsorper (PSA), separates pure CO (99.5
to 99.999 %) and recycles the CO2 and a lower amount of CO. The separation in
the PSA is driven by different adsorption constants for CO and CO2. From the
stack the purge gas, enriched with O2, is cooled and exits the system.

the CO outlet concentration as high as possible.

However, a high CO concentration can significantly decrease the life-time of the SOEC
cells. As described later in detail (Chapter 3), a high CO concentration can leads to
formation of solid carbon via the Boudouard reaction:

2 CO −−→←−− CO + C(s) (1.6)

The carbon formation decreases the efficiency of the SOEC and, more important, leads
to catastrophic failures. The carbon formation can be suppressed by operating the SOEC
at a higher temperature. However, with increasing temperature, the rate of corrosion
of the metallic interconnect increases [65]. Previously, when SOFCs where operated at
around 1000 ◦C, a ceramic interconnect was used. The ceramic interconnect was difficult
to manufacture and has now been replaced with metallic interconnects, produced to be
stable at temperature of up to around 800 ◦C [66]. Furthermore, delamination processes
between the electrolyte and air electrode are also accelerated, by the increase of inter-
diffusion of metals across the electrolyte/air electrode interface, at higher temperatures
[67].

The boundary of the carbon forming reaction in terms of CO in CO2 mole fraction, as
function of the temperature, is given in Fig. 1.9. If the SOEC is operated above the curve,
carbon formation is to be expected (described in details later, Chapter 3). However, due
to uncertainties in the flow distribution within the cell and diffusion limitations in the fuel
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electrode, which both can cause high local regions with CO concentrations significantly
higher than the average outlet concentration, the SOEC cannot be operated close to the
thermodynamic boundary. Furthermore, the normal temperature region of SOCs (600-800
◦C) are also shown. Since the exact extent of the flow and diffusion limitations are

Figure 1.9: Operation space of SOECs, showing the allowed maximum outlet CO mole fraction
(in CO2) as function of the temperature. The operating space (white) is limited
in temperature to the temperature interval 600-800 ◦C due to the used materials.
In terms of the mole fraction of CO in CO2, the operation space is limited by
the carbon forming Boudouard reaction Eq. (1.6). The flow nonuniformities and
diffusion limitations in the fuel electrode, limits the operation space further. A
similar figure has been used in [68].

unknown, a safety margin between the cell temperature, Tc, and Boudouard equilibrium
temperature, TB is used. This is illustrated in Fig. 1.9, where the margin is the length
of the line between TB and Tc. The safety margin is currently being estimated, so it
must be sufficiently large to include both the flow and diffusion limitations. Thus, if the
uncertainty of the flow and diffusion limitations can be decreased, the safety margin can
also be increased. This would allow for a lower operating temperature (which decreases
the require energy and slow certain temperature controlled degradation mechanism [69])
or an increase in CO mole fraction (which would be highly desired, as explained above) .



12 1 Introduction

1.5 Objective and overview of the thesis
As illustrated in Fig. 1.9, the CO mole fraction in SOECs for CO production is limited by
carbon formation via the Boudouard reaction, Eq. (1.6). Flow and diffusion limitations
leads to higher local CO concentrations, than the average concentration, and thereby
limits the outlet CO concentration. However, a high CO outlet mole fraction is desirable,
since this will both increase the efficiency of the system and lower the cost of the
separation unit and stacks/cells (since a lower number is needed to reach the same
production capacity).

In this thesis, the allowed outlet CO concentration is sought improved by investigating
the uncertainty of the carbon formation via the Boudouard reaction, the flow nonuni-
formities and the diffusion limitations . The thesis is related to the eCOs technology
and is therefore focused on electrolysis of CO2. Occasionally, where the concepts and
findings from electrolysis of CO2 can be transferred, the thesis will also relate the results
to co-electrolysis of H2O and CO2.

Outline of the thesis

Chapter 1 Introduction chapter highlighting the background and presenting the purpose
of the PhD thesis.

Chapter 2 Background concepts and terms are introduced.

Chapter 3 The carbon formation from the Boudouard reaction is investigated. The
carbon boundary is experimentally investigated with thermo-gravimetry analyzers
and thermodynamic values for the carbon formation boundary is derived.

Chapter 4 The flow distribution in the SOECs are investigated. The flow is optimized
by changes in the operation conditions and with changes in the geometry of internal
parts of the SOEC.

Chapter 5 Parameters for the effective diffusion is obtained by experimental work using
a Wicke-Kallenbach setup.

Chapter 6 The parameters for effective diffusion is used to model the diffusion limita-
tions within the fuel electrode.

Chapter 7 The possibility of operation at carbon forming conditions with subsequently
carbon removal with water is investigated.

Chapter 8-9 The results of the thesis are summarized and discussed. A final conclusion
and suggestions for further work are given.



CHAPTER 2
Background concepts

This chapter will describe the background for some of the terms used in the thesis and
give a brief overview of the cell voltage, U , open circuit voltage (OCV), and energy
balance of SOECs. An internal 3d stack model (developed by Haldor Topsoe A/S) is also
briefly described. The model is used to calculate the gas composition and temperature
within a stack, given different operation conditions. Due to confidentiality, the model is
not described in more details.

2.1 Cell voltage
The cell voltage, U , of an SOEC is controlled by the gas composition, temperature, and
current density and given by Eq. (2.1):

U = E + ηconc,a + ηconc,c + ηact,a + ηact,c + ηohmic (2.1)

where E is the equilibrium potential, ηconc is the concentration overpotential of the anode
and cathode, respectively, ηact is the activation overpotential of the anode and cathode,
respectively, and ηohmic is the ohmic overpotential.

The equilibrium potential for electrolysis of CO2 is given by Eq. (2.2) [70]:

ECO = 1.46713− 0.0004527T + RT

2F ln
[
PCOP

0.5
O2

PCO2

]
(2.2)

where R is the gas constant, T is the temperature, F is Faradays constant and Pi is the
partial pressure of species i

The concentration overpotential accounts for the difference in concentration between
the channel and the reaction sites [70]:

ηconc,a = −RT2F ln
(P TPB

O2

P ch
O2

)0.5 (2.3)

ηconc,c = −RT2F ln
[
P TPB
CO P ch

CO2

P ch
COP

TPB
CO2

]
(2.4)

where the superscript “TPB” denotes the partial pressure of species i at the triple phase
boundaries and the superscript “ch” denotes that the partial pressure of species i in the
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channel. With a low diffusion, the concentration at the TPB will increase and thus, ηconc
will increase.

The activation overpotential, ηact, is a measurement of the activity of the electrodes
and represent the overpotential required for the electrochemical reaction. It can be
calculated implicit with the Butler-Volmer equation [71]:

~i =~i0,a

[
exp

(
αsymneFηact,a

RT

)
− exp

(
−(1− αsym)neFηact,a

RT

)]
(2.5)

~i =~i0,c

[
exp

(
αsymneFηact,c

RT

)
− exp

(
−(1− αsym)neFηact,c

RT

)]
(2.6)

where ~i0 is the exchange current density, αsym is the symmetrical factor and ne is the
number of electrons in the reaction. Both~i0 and αsym are fitted to experimental data. [70,
71]. When the current density is increased„ the activation overpotential also increases.

The ohmic overpotential can be calculated with Ohms law from the conductivity, ξ,
of the electrodes and electrolyte: ηohmic =~iAcellξ, where Acell is the active area of the cell.
The conductivity increases with temperature and is typically fitted to an exponential
function with the form [71, 72]: ξ = C1 exp

(
−C2

T

)
. When the current density is increased,

or the conductivity is decreased (i.e. a decrease in T ), the ohmic overpotential will
increase.

From the equations describing the voltage of a SOEC, it can be seen that the voltage
increase when the current density is increased (ηact and ηohmic increase directly, while
ηconc increase indirectly, due to the increase in concentration gradients with the increase
in current density), and decrease when the temperature is increase.

2.2 Open-circuit voltage
When the current density is zero, the overpotentials ηact and ηohmic are also zero. Fur-
thermore, ηconc will also be zero, since there is no difference in the gas composition in
the channel and at the reaction sites. The voltage of the cell will therefore be described
by the equilibrium potential E. The voltage when a zero current density is applied is
called open-circuit voltage (OCV). In this thesis, the OCV with H2 and H2O is used to
measure if gas is leaking between the electrodes. With H2 and H2O, the equilibrium
potential is given as [70]:

EH2 = 1.253− 0.00024516T + RT

2F ln
[
PH2P

0.5
O2

PH2O

]
(2.7)

If gas is leaking between the electrodes, the partial pressures of H2, H2O and O2 will
change, since H2 will be combusted (H2 + 1

2 O2 −−→ H2O), because the temperature is
above the auto-ignition temperature of H2.
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2.3 Energy balance of SOEC
In an overall energy balance of SOEC, the following terms should be taking into account:
1) transport of energy to the stack by inlet bulk flow, 2) transport of energy from the
stack due to outlet bulk flow, 3) heat loss to the surroundings, 4) reaction heat and 5)
joule heating.

The overall energy balance for steady state operation is therefore:

Qin −Qout −Ql +Qr +Qj = 0 (2.8)

where Qin and Qout is the energy transported to and from the stack, Ql is the heat loss
to the surroundings, Qr is the reaction heat and Qj is the Joule heat. The heat loss
is ignored in the following, since the stack are placed in furnaces in this study. If the
stack is not placed in the furnace but insulated, the heat loss should be measured. The
measurement can be conducted by flushing the stack with a gas with a known heat
capacity and inlet temperature, while measuring the outlet temperature.

The energy transported in and out of the stack is respectively given by:

Qin =
∑
i

(Fc,inρinCpTc,in) +
∑
i

(v̇a,inρinCpTa,in) (2.9)

Qout =
∑
i

(Fc,outρinCpTc,out) +
∑
i

(Fa,outρinCpTa,out) (2.10)

Where F is the volumetric flow on the cathode and anode side at standard conditions
(273.15 K, 1 bar) , Cp is the heat capacity, ρ is the density and T is the temperature of
the gas.

The reaction heat is calculated as:

Qr = ∆Hr
~iAcellncell
neF

(2.11)

where ∆Hr is the reaction enthalpy and ncell is the number of cells in a stack.

The Joule heating is calculated as:

Qj = U~iAcellncell (2.12)

where U is the voltage calculated from Eq. (2.1). Since the voltage increase with current
density, QJ scales approximately with ~i2.

The dominating terms in the energy balance is the reaction heat and the Joule heating.
The reaction energy is negative (the reaction is endothermic), while the Joule heating is
positive. Since Qr scales with ~i and QJ with approx. ~i2, Qr will be higher than QJ at
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lower current densities, whereas QJ will be higher than Qr at higher current densities.
This corresponds to the gas being cooled when it flows through the stack at low current
densities (Qout will be lower than Qin) and heated at higher current densities. When Qr

and QJ are identical, the stack is operation “thermo-neutral” - i.e. the gas is not cooled
in the stack and Qout and Qin are identical.

2.4 Fuel utilization
The term fuel utilization, FU is orignally used in SOFC to describe the fraction of
utilization of fuel - e.g. FU = 50% means that half the fuel is converted. In this thesis,
the fuel utilization is used to describe the amount of CO2 and H2O converted to CO
and H2. Typically, only the conversion of CO2 is relevant. When CO2, with low H2
concentrations (so Ni oxidation is avoided, see Section 7.1 on page 81), is added to the cell
fuel utilization is equal to the conversion and can also be used to calculate the CO/CO2
ratio:

FU =
~i
neFAcell

FCO2
P
RT

(2.13)

XCO = FUXCO2,in (2.14)
XCO2 = (1− FU)XCO2,in (2.15)

XCO

XCO2

= FU

1− FU (2.16)

where XCO2,in can be calculated from the known inlet flows, e.g. when CO2 and H2 is
supplied to the cell:

XCO2,in = FCO2

FCO2 + FH2

(2.17)

2.5 Topsoe stack model
Haldor Topsoe A/S (and formerly Topsoe Fuel Cell) has developed a 3d stack model
in COMSOL capable of simulating a complete stack. The details of the model are
confidential, but it is in many ways comparable with other models published in the
literature [73–75], since the physics are the same. Due to the confidentiality, the model
will only be described on a general level. The 3d model includes the cells, casing and
manifold and the following physics are solved:

1. Transport of mass

2. Transport of species

3. Transport of heat
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4. Transport of current

1. Both the fuel flow (CO2 or H2O) and the purge flow to the air side (CO2, air or
N2) are modeled with the following equations in the manifold:

∇(ρu) = 0 (2.18)
ρ(u · ∇)u = ∇ · (−PI + τs) (2.19)

Here ρ is the density, ~u is the velocity vector, P is the pressure, I is the unity tensor,
and τs is the viscous stress tensor, defined as τs = µ(∇~u+ (∇~u)T )− 2/3µ(∇ · ~u)I (µ is
the viscosity and T means that the tensor is transposed. In the cells, a homogenized flow
field is used (based on rigorous modeling of the flow pattern in the cell channels, see [76]).
In brief, the cell structure is taken as one big channel and Eq. (2.19) is replaced with:

ρ(u · ∇)u = ∇ · (−PI + τs)−
µ

κ(ζ)~u (2.20)

where κ(ζ) is an artificial permeability at position ζ, fitted so that the flow in the big
channel mimics the flow in the real channels. Since the scale of the cell channels are
small (mm) with many walls, a mesh resolving the actual structure would create a
system with billions of degrees of freedom. With the homogenization, the number of
degrees of freedom is reduced to tens of thousands, which drastically reduce the memory
requirement and calculation time. For more details, see [76].

2. The transport of species is modeled with the convection–diffusion equation:

∇ · (Di,j∇ci)−∇ · (~uci) = −Rs,i (2.21)

where Di,j is the binary diffusion coefficient, c is the concentration and Rs,i is the
source/sink of the species i. Only the diffusion in the flow region, and not in the
electrode, is taken into account. This is added later in the confidential version of the
thesis.

Rs,i is given by the local current density:

Rs,i = vi
~i

neF
· 1
Hnorm

(2.22)

where vi is the stochiometric coefficient of the electrochemical reduction of H2O and CO2
(Eq. (1.3) and Eq. (1.4) on page 4). The expression is normalized with a an appropriate
height, Hnorm, so that Rs,i has the unit mol m−3 s−1.
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3. The transport of heat is modeled with the steady-state heat conduction equation:

∇ · (−k∇T ) = Q̇s (2.23)
where k is the conductivity, T is the temperature and Q̇s is the heat sources/sinks.

The heat sources/sinks includes:

• Heat of reaction

• Energy loss to surroundings

• Joule heating

4. The transport of current is calculated with Ohm’s law:

∇(ς · ∇Φ) = 0 (2.24)

where ς is the conductivity and Φ is the potential . The conductivity has been experi-
mentally fitted to several in-house tests.

The output of the 3d stack model is the flow velocity, gas composition, temperature,
and current density in every calculated point in the stack. With the model it is possible
to investigate the relationship between e.g. the flow pattern and gas composition or
calculate the equilibrium temperature for the Boudouard reaction (see Chapter 3) and
compare it with the actual temperature.



CHAPTER 3
Carbon formation

In this chapter, the theory for the carbon formation with respect to SOECs are sum-
marized. First the carbon forming reactions and types are described, and then the
limitations due to kinetic and thermodynamic are described. Afterwards, an experimen-
tal investigation of the thermodynamics for the carbon forming reaction are presented.
In the last section, the results of the chapter is summarized.

3.1 Carbon forming reactions and carbon
types

The formation of carbon has been experimentally observed during electrolysis and
can cause delamination of the cell between the fuel electrode and the electrolyte [77].
Delamination of the cell is highly unwanted, since it increases the resistance of the cell,
and may lead to cracks, since the support layer of the fuel electrode acts as mechanical
support for the whole cell. During thermocycling (cooling to room temperature and
heating to operating temperature) the cell might also be severely affected, since the
mechanical strength of the support layer is not fully connected to the electrolyte and air
electrode.

Ni containing catalysts are used in different industrial processes such as steam
reforming and high temperature methanation, where carbon formation is a risk. The
carbon formation on Ni catalysts has therefore been thoroughly studied [78–83].

Carbonaceous gas species might form solid carbon through the Boudouard reaction
(Eq. (3.1)) and methane decomposition (Eq. (3.2)) [80, 84]. The carbon can be in the
form of graphite [85], pyrolytic carbon, carbides [86, 87], and whisker carbon (also
called filamentous carbon) [81, 88]. At the high temperatures used in SOECs, whisker
carbon and graphite will be formed [89, 90], see Fig. 3.1. Both whisker carbon, C(s,wc),
and graphite carbon, C(s,gr), can be formed via the Boudouard reaction and methane
decomposition.

Boudouard reaction 2 CO −−→←−− CO2 + C(s) (3.1)
Methane decomposition CH4 −−→←−− 2 H2 + C(s) (3.2)
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When both carbon and hydrogen species are present, the water-gas shift reaction and
methanation reaction will also take place:

Water-gas shift reaction CO + H2O −−→←−− CO2 + H2 (3.3)
Methanation reaction CO + 3 H2 −−→←−− CH4 + H2O (3.4)
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Figure 3.1: Equilibrium for whisker carbon (three set of literature values shown) and graphite
via the Boudouard reaction. a) ln(K) vs 1000/T. b) XCO vs T for the Boudouard
reaction. At the temperatures used in SOEC (600–800 ◦C, 873–1073 K, the
equilibrium constant for whisker carbon is higher than graphite, and whisker
carbon will therefore form before graphite.

3.1.1 Graphite
Graphite is the most stable form of carbon under standard conditions and is therefore
used as the standard form to define heat of formation. It consists of a layered planar
structure where carbon atoms are bound to each other with three covalent bonds in
a honeycomb lattice structure. The layers are only held together with van der Waals
forces [91]. Fig. 3.2 shows the layered planar structure of graphite. Graphite reduce the
active area and blocks the pores, whereas whisker carbon are very strong and can lead to
catastrophic destruction of the cell [3].

3.1.2 Whisker carbon
Whisker carbon typically grows with a Ni particle at the top. As the whisker grows, the
Ni particle is transported away from its original place on the support structure. Whisker
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Figure 3.2: TEM image of graphite. Image obtained from sample 1 (see Section 3.3.2) with a
TEM CM200

carbon has a high mechanical strength and is capable of completely disintegrating catalyst
support structure, making all attempts of regeneration impossible [81, 88].

Whisker carbon has been widely studied in the last four decades, since it is formed in
temperature ranges relevant for important catalytical processes, such as methanation
and steam-reforming, as mentioned above.

The growth of whisker carbons has previously (since the 1970’s) been described as
involving dissolution of C in Ni, formation of nickel carbides, and diffusion of C through
the Ni particle, followed by nucleation of the carbon fiber on the surface of the Ni particle,
when the Ni particle was supersaturated with C [92]. In 2004 Sehested et al. [93] used in
situ high-resolution transmission electron microscopy (HRTEM) to study the formation of
whisker carbon from methane. Their observations showed that whisker carbon developed
through a reaction-induced reshaping of the Ni nanocrystal. The specific formation
and restructuring of mono-atomic step edges of the Ni surface was found to assist the
nucleation and growth of graphene layers. The graphene layers separates the Ni from the
support material. Fig. 3.3 shows how the Ni nanocrystal is first elongated (step a-g) and
then contracted (step h).

Tao et al. [94] has also observed that whisker carbon can grow with a Zirconia particle,
instead of a Ni particle, during co-electrolysis with high current densities (2.25 A cm−2).
The proposed mechanism is illustrated in Fig. 3.4. The formation of carbon can also take
place via an electrochemical reaction where adsorped CO on the Ni particle are reduced
to solid carbon [89]:

CO + 2 e− −−→←−− C(s) + O2− (3.5)
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elongated shape, and tubular carbon structures form with the
graphene sheets aligned parallel to the fibre axis (Fig. 1b). The
larger Ni nanoclusters tend to obtain a pear-shape, and graphitic
nanofibre structures emerge with the graphene layers inclined with
respect to the fibre axis (Fig. 1c).

To follow the growth dynamically, a large number of consecutive
TEM images of the catalyst have been recorded and visualized as a
TEM movie (see Supplementary movies N1 and N2). The main
findings in the growth scenario are demonstrated in Fig. 2. The
initial equilibrium shape transforms into a highly elongated shape.
The elongation of the Ni particle appears to be correlated with the
formation of more graphene sheets at the graphene–Ni interface
with their basal (002) planes oriented parallel to the Ni surface.
Hence, the reshaping of the Ni nanocluster assists the alignment of
graphene layers into a tubular structure. The elongation of the Ni
nanocrystal continues until it achieves an aspect ratio (length/
width) of up to ,4, before it abruptly contracts to a spherical
shape within less than ,0.5 s (Fig. 2h). The contraction is attributed
to the fact that the increase in the Ni surface energy can no longer be
compensated for by the energy gained when binding the graphitic
fibre to the Ni surface. The elongation/contraction scenario con-
tinues in a periodic manner as the nanofibre grows. Incorporation
of defects and disordering in the alignment of the graphene sheets
can be observed (see Supplementary movie N1). Furthermore, the
growth ceases if the graphene layers eventually encapsulate the Ni
particle completely, indicating that part of the Ni surface must have
direct contact with the gas phase.

During the growth process, lattice-resolved TEM images reveal
the detailed structure of the Ni nanoclusters. Such images are
typically obtained only in parts of a growth sequence in which the
Ni nanocluster is oriented with a zone axis close to the direction of
the electron beam (Supplementary movie N2). The image in Fig. 1d
demonstrates lattice fringes with a periodicity of 0.20 ^ 0.01 nm,
corresponding to the (111) planes in Ni. From several sequences of
lattice-resolved images, we conclude that the Ni particles are
crystalline during the growth scenario.

The high-resolution TEM images furthermore reveal that mono-
atomic steps are present at the Ni surface and that a graphene sheet
terminates at each of these steps (see Fig. 1d). Such Ni step edges
play a key role in the nucleation and growth of graphene sheets: Ni
step edges are induced spontaneously in the course of the reaction
even at the graphene–Ni interface (Fig. 2b–g; Supplementary movie
N2). Between a pair of such step edges, an additional graphene layer
grows as the Ni steps move towards the ends of the Ni cluster and
vanish. Clearly, this process involves transport of C atoms towards
and Ni atoms away from the graphene–Ni interface. The flux of Ni

Figure 2 Image sequence of a growing carbon nanofibre extracted from movie N1.

Images a–h illustrate the elongation/contraction process. Drawings are included to guide

the eye in locating the positions of mono-atomic Ni step edges at the C–Ni interface. The

images are acquired in situ with CH4:H2 ¼ 1:1 at a total pressure of 2.1 mbar with the

sample heated to 536 8C. All images are obtained with a rate of 2 frames s21. Scale bar,

5 nm.

Figure 1 Electron micrographs of the Ni catalyst and carbon nanofibres. a, TEM image of

a Ni nanocrystal supported on MgAl2O4 acquired in situ (3.5 mbar H2, 430 8C). The

lattice fringes correspond to the (111) and (200) lattice planes in metallic Ni. b, TEM image

showing a multi-walled tubular carbon nanofibre structure. c, In situ TEM image

showing a whisker-type carbon nanofibre. The lattice fringes in the nanofibre correspond

to the (002) planes in graphite. d, In situ TEM image showing a Ni nanocrystal during

carbon nanofibre growth. The lattice fringes in the Ni nanocrystal correspond to the (111)

planes in metallic Ni. Arrows indicate mono-atomic step edges at the Ni surface. For b–d,

the reduced Ni catalyst is exposed to a mixture of CH4:H2 ¼ 1:1 at a total pressure of

about 2.0 mbar and a temperature of 500–540 8C. Scale bars, 5 nm.
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Figure 3.3: Image sequence of a growing carbon nanofibre. Images a–h illustrate the elon-
gation/contraction process. Drawings are included to guide the eye in locating
the positions of mono-atomic Ni step edges at the C–Ni interface. The images
are acquired in situ with CH4:H2 = 1:1 at a total pressure of 2.1 mbar with the
sample heated to 536 ◦C. All images are obtained with a rate of 2 frames s−1.
Scale bar, 5 nm. Image taken from [93].

Only the formation of carbon on Ni is included in this thesis. However, future studies
of the whisker carbon formation with Zirconia and the electrochemical formation of
carbon should be conducted (e.g. if it only occurs at high current densities, or also at
more modest current densities).

3.2 Thermodynamic or kinetic limited?
The formation of carbon on Ni catalysts has been studied and found to occur when the
equilibrium is exceeded (see Fig. 3.7 of page 29). It is therefore necessary to operate at
conditions where the reaction is not thermodynamic favored. The principle of equilibrated
gas has been used to assess the risk of carbon formation [95, 96] and states that: “Carbon
formation is to be expected on a nickel catalyst if the gas shows affinity for carbon after
the establishment of the methane reforming and the shift equilibria" [95].

The affinity for carbon formation is calculated from the thermodynamics. The
relationship between Gibbs free energy, ∆G, and the equilibrium constant, K, are given
by:

∆G = −RT lnK (3.6)
Where R is the gas constant and T is the temperature.

Gibbs free energy can be expressed by the enthalpy, ∆H, and entropy, ∆S:

∆G = ∆H − T∆S (3.7)
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Figure 3.4: Growth of carbon nanotubes on zirconia nanoparticles by an electrocatalytic
process. V ◦◦O are oxygen vacancies, Oxo are occupied sites of O in zirconia. Taken
from [94].

Combining and rearranging yields:

lnK = ∆H − T∆S
−RT

(3.8)

The equilibrium constant can also be calculated from the mole fractions, when the system
is at equilibrium:

K = XCO2,eq

X2
CO,eqP

(3.9)

Where X is the mole fraction of CO and CO2, respectively, and P is the pressure (for
the thermodynamics, P is expressed in atm). The reaction quotient, Q, is calculated
from the actual mole fractions:

Q = XCO2

X2
COP

(3.10)

The affinity for carbon, ac is calculated from the equilibrium constant and the reaction
quotient: ac = K/Q. When K and Q have the same value, the system is at equilibrium.
This corresponds to ac = 1. There will be affinity for carbon formation, ac > 1, when the
CO/CO2 ratio, or the pressure, is increased.
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3.2.1 Influence of Ni particle size
The equilibrium constant for whisker carbon has been found to increase with the size of
the Ni particles, dNi, making it more difficult to form carbon if the particles are small.
Rostrup-Nielsen [79] use the following equation to express the difference between ∆Gr for
whisker carbon and graphite carbon, and the radius of the largest Ni particle, dNi,max:

∆Gc = 2krmax
dNi,max

+ µ? (3.11)

where krmax is a constant describing the difference of ∆G for the two carbon types with
respect to the maximum Ni particle size and µ? is the contribution from structural defects
compared to graphite [79]. krmax and µ? depends on the temperature. At 600 ◦C, the
values can be fitted to krmax = 712 kJÅmol−1 and µ? = 6.853 kJ mol−1[79, 97].

The average Ni particle size in SOFC (which is similar to SOEC) is typically in the
range of 300 nm to 2500 nm [98–102]. During operation, the sintering of Ni increase the
average particle size. E.g. a change from an average particle size of 2040± 840 nm to
2570± 1190 nm during 4000 h of exposure to 4 % H2 and 3 % H2O in Ar at 1000 ◦C has
been observed [102]. Hauch et al. [101] reports particle size distributions for three cells
(where the Ni particle sizes were intentionally different) with average particle sizes of
1348 nm, 1225 nm and 832 nm, respectively. The maximum Ni particle diameter for all
three cells was approximately three times the average diameter.

The Ni particle size used in SOCs are quite large, compared to the sizes encountered
by the experiments by Rostrup-Nielsen (12.5 to 250 nm). With the large particles used
in SOC, the effect of the particle size is negligible. Fig. 3.5 shows ∆Gc as function of the
Ni particle diameter. If the smallest reported average Ni diameter of 300 nm [100] has a
maximal Ni diameter of approx. three times the average diameter, the deviation between
the ∆Gc value and µ? is 1 %. For larger particles, the deviation will be even lower. It
should be noted that the calculations above is outside the range of the fitted function
in [79]. Furthermore the slope used to calculate krmax and µ? from [79] has a relative
error of 10-15 %. However, beside the extrapolation and uncertainty for the estimation
of ∆Gc, the particles in SOCs are so large that deviations, between the thermodynamics
for graphite and whisker carbon, can be seen as independent with respect to the particle
size.

3.2.2 Other ways to limit the carbon formation
The formation of carbon can be suppressed by changing the Ni with e.g Ni alloys with
noble metals (roughly the second and third row transition metals in groups 8-11) or
base metals (Co, Cu or Fe), replacement of Ni with nonmetal electronic conductors or
increase the alkalinity [103]. Sulfur, which is known to limit the carbon formation [104],
can also be added to the gas stream. All of these methods either impact the performance
or economy of SOECs, and are therefore not used. It is therefore still a research area
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Figure 3.5: ∆Gc as function of Ni particle size. Calculated from Eq. (3.11)

to find a cheap and reliable strategy to suppress carbon formation. The suppression of
carbon formation via material change or adding of e.g. sulfur containing compounds to
the feed gas, are outside the scope of this thesis.

3.3 Experimental investigation of the
Boudouard equilibrium

When looking at the thermodynamics for carbon formation it is important to distinguish
between graphite and whisker carbon, since they are not the same [79, 80]. Plotting
the equilibrium constant for the graphite and whisker carbon, it can be seen that when
going down in temperature, whisker carbon is the first formed type of carbon. If the
temperature is decreased a bit more, it will also be thermodynamically possible to form
graphite, see Fig. 3.1.

The thermodynamics for graphite is well known and can be found in various databases
and textbooks (e.g. [105–107]). Different thermodynamics for whisker carbon has
been reported in the literature [79–81], see Table 3.1. The deviation between the
thermodynamics for graphite and whisker carbon is ascribed to the extra energy required
by the higher surface energy, the elastic energy, and defect structure of the whiskers
carbon [78]. Whisker carbon grow with a Ni-particle in front, so the thermodynamics
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depends on the size of the Ni-particle [79]. Since Ni-YSZ material displays a range of
Ni-particle sizes, Lee et al. [31] note that the selection of an appropriate Ni-particle size
is not straight forward. However, the particle size of SOC’s are so large that the influence
of Ni particle size can be ignored (see Section 3.2.1).

In the literature, equilibrium data are available from 723-973 K, 750-900 K, and 773-
848 K [79–81]. Extrapolation of the data to 923-1023 K (relevant operation temperature
for SOECs) shows a deviation of ln(K) of 0.7 (Fig. 3.1a). This corresponds to mole
fraction differences of XCO of 10 percentage point in CO2 (Fig. 3.1). This uncertainty
is a significant limitation for the operating window for CO production (see Fig. 1.9 on
page 11), and it is therefore of importance to investigate the thermodynamics of carbon
formation on SOEC electrode material with the proper Ni particle size.

Table 3.1: Thermodynamic values for the formation of whisker and graphite carbon with the
Boudouard reaction. The enthalpy and entropy are taken as temperature indepen-
dent. The average Ni particle diameter, d̄Ni and the source of the thermodynamics
are also given. The values are given with the number of significant figures given in
the source.

Carbon
type

∆H,
kJ mol−1

∆S,
kJ mol−1 K−1

d̄Ni, nm Source

Wc -138 -144.6 79.8 Rostrup-Nielsen
[79]

Wc -126 -129 5.4 Bokx et al. [81]
Wc -162.483 -170.44 15-20? Snoeck et al. [80]
Gc -180.965 -192.3 5.4 Snoeck et al. [80]

?: Only the diameter of the whisker carbon is given. Wc=Whisker carbon. Gc =
Graphite carbon.

3.3.1 Method
Two different thermo-gravimetric analyzers (TGA) were used to measure the equilibrium
of the Boudouard reaction (Fig. 3.6). The two units where essentially similar except that
TGA-1 was equipped with a MK2-G5 weigh head from CI Precision (precision 0.1 µg)
and only constructed for a low partial pressure of CO, whereas TGA-2 was equipped with
a ICANN D-101 micro balance (precision 10 µg) and suitable for high CO levels. The
CO/CO2 gas mixture in TGA-1 was therefore diluted with N2. Both TGA setups were
limited to a maximum temperature of 700 °C (973 K). The Ni-YSZ sample was placed
in a basket/sample holder hung in the electro-microbalance. The sample holder was
placed in a glass reactor surrounded by an electrically heated furnace. A thermocouple
was placed below the sample holder and used to control the temperature during the
experiment. The test gas and purge gas (N2) were mixed prior to entering the reactor
and passed through a bed of inert material, so that an even gas flow was obtained. For
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TGA-1 all gasses were taken from a common distribution system shared with other
setups. For TGA-2 all test gasses (H2, CO and CO2) were taken from cylinders and N2
was taken from a common distribution system shared with other setups. The purity of
the gasses were >99.9 % for H2, >99.997 % for CO, >99.995 % for CO2 and >99.95
% for N2. The samples consisted of Ni-YSZ used in Haldor Topsoe A/S’s commercial
2.5G cells, which consist of a Ni-3YSZ support layer (ca. 0.3 mm) and a Ni-8YSZ fuel
electrode (ca. 10 µm) [108, 109]. As shown in Section 3.2.1, the size of the Ni used in
SOCs are so large, that the potential difference in particle size distribution of the two
Ni-YSZ cermets, does not influence the results.

Purge

Test gas

Thermocouple

Reactor

Microbalance

Gas outlet

Sample holder

Purge

Test gas

Thermocouple

Furnace

Microbalance

Sample holder

Gas outlet

Reactor
Inert material

Electrical
heating

Figure 3.6: Schematic illustration of the thermo-gravimetric setup used to measure the
equilibrium of the Boudouard reaction. The test gas is mixed with a purge gas
and enters a buffer/mixing tank of approximately 0.1 L before entering the reactor.
In the reactor, the bottom is fixed with inert material, so that any pulsations
from the mass-flow controllers/gas supply are minimize. The sample is placed in
the sample holder, which is connected to the micro balance. The reactor is placed
in a electrical heated furnace.

A sample of 100-200 mg was placed in the sample holder and the sample was heated
to 700 °C with a 29 % H2 in N2 gas composition at a rate of 5 ◦C min−1. The sample was
held at 700 ◦C for 2 h to ensure complete reduction. The completion of the reduction was
verified by the weight, which decreased during the reduction (as O was removed from the
sample) and stabilized when the reduction was complete. After the reduction step, the
gas flow was changed according to Table 3.2. The temperature was then lowered with 10
◦C min−1 to 30 ◦C higher than the expected carbon formation equilibrium temperature,
based on the thermodynamics by Rostrup-Nielsen [79], and then lowered with a ramp of
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1 ◦C min−1 to 30 ◦C below the expected equilibrium temperature. The temperature was
then raised by 1 ◦C min−1 to 30 ◦C above the expected equilibrium temperature.

During cooling, a sudden increase in the sample mass was observed when the equilib-
rium temperature was passed. The increase continued until the temperature was again
over the equilibrium temperature. The start of carbon formation was observed at a
slightly lower temperature than the temperature at which the increase in mass stopped.
This behavior was also observed by Rostrup-Nielsen [79]. The temperature at which
the mass increase stopped during heating is reported as the experimental equilibrium
temperature.

For the first sample, the reported value is based on cooling and a cooling rate of 14
◦C min−1. However, it could be seen that the obtained value was far from the expected.
This was believed to be caused be very high applied cooling rate of the experiments, which
probably did not allow for sufficient temperature equilibration between the furnace and
the sample. The heating and cooling rate was therefore changed to the aforementioned 1
◦C min−1, for the remaining samples.

Fig. 3.7 shows the typical relationship between the temperature and the sample
weight during the experiments, as described above, for sample 6. From the figure, it
can be seen that the sample weight is constant until the equilibrium condition is passed
(t=0.7 h). Then the weight starts to rapidly increase and a weight increasement of
approx. 2 % is observed within 1 h. When the temperature is increased above the
equilibrium, the weight increase stopped (and started to decrease, due to the reversibility
of the Boudouard reaction). The temperature at which the weight starts to increase is
labeled TB,c and the temperature at which the weight increase stopped is labeled TB,h.
As described above, TB,h is reported as the experimental equilibrium temperature.
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Figure 3.7: Typical relationship between the temperature and the sample weight during the
TGA experiments. TB,c: Temperature at which the weight starts to increase.
TB,h: Temperature at which the weight stop to increase

Fig. 3.8 shows pictures obtained with tunneling electron microscopy (TEM) of sample
1 and 2. The pictures shows that a huge amount of whisker carbon has formed. In
addition, some encapsulation carbon has also formed (for both samples). The reason for
this, is that the experiments is performed down to 30 K below the equilibrium for whisker
carbon, and therefore also crosses the equilibrium for graphite formation. Analysis of
the black whisker forming particle (in TEM by Haldor Topsoe A/S), showed that the
particle was Ni (as expected).

3.3.2 Results and discussion
Table 3.2 shows the experimental condition and obtained experimental equilibrium
temperature. The obtained experimental equilibrium points are plotted in Fig. 3.9 and
Fig. 3.10 (showed as points). The lines represent the thermodynamics from the literature
(Table 3.1). It can be seen from the plot that the experimental equilibrium points fit well
with the Rostrup-Nielsen and Snoeck et al. thermodynamics from 600-700 ◦C (1-1.15
K−1). At the lowest investigated temperature (at approx. 475 ◦C), Rostrup-Nielsen’s
thermodynamics are closer than Snoeck et al.’s thermodynamics. As noted in Table 3.1
and in the previous section, the temperature rate of this point was very high. Thus,
the uncertainty of this measurement is probably high and the point will therefore be
disregarded. The experimental data points were fitted and the following enthalpy and
entropy were obtained,∆H = −128kJ mol−1 and ∆S = −133kJ mol−1 K−1. The fitted
line is plotted in Fig. 3.9.



30 3 Carbon formation

(a) Sample 1 (b) Sample 1

(c) Sample 2 (d) Sample 2

Figure 3.8: TEM pictures of samples used in TGA experiment showing whisker carbon (a-c)
and encapsulation carbon (d). The black in front of the whisker carbon is a Ni
particle.

With the limited number of experimental data points, it is hard to recommend the
use of any of the whisker carbon thermodynamic data set over the others. However, it
can definitely be seen, that the use of thermodynamic data for graphite will significantly
underestimate the boundary for carbon formation. It appears that the use of the
thermodynamics published by Rostrup-Nielsen and Snoeck et al. follow the trend
of the data points from 640 ◦C to 700 ◦C best. Based on this, the thermodynamics
published by Rostrup-Nielsen will be used in the rest of this thesis. As noted above,
the thermodynamics for the whisker carbon depends on the Ni-particle size, but the
large particle sizes used in SOCs means that the thermodynamic values will not change
significantly for other manufactured solid oxide cells.
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Table 3.2: Samples, test flow and results.

Sample F , NmL min−1 CO/CO2 lnK T , K TGA setup
CO CO2 N2

1 16.7 83.3 83.3 0.20 4.001 746? TGA-1
2 32.0 4.4 83.3 7.21 -0.643 973 TGA-1
3 129.7 66.2 83.3 1.96 0.094 954 TGA-1
4 60.0 63.0 50.0 0.95 1.107 889 TGA-2
4 60.0 63.0 50.0 0.95 1.107 893 TGA-2
5 9.0 5.9 10.0 1.52 0.603 915 TGA-2
5 9.0 13.0 10.0 0.69 1.634 879 TGA-2
6 60.0 20.0 50.0 3.00 -0.325 969 TGA-2
6 60.0 29.4 50.0 2.04 0.130 952 TGA-2
7 60.0 63.0 50.0 0.95 1.107 908 TGA-2

?: The temperature rate was 14 ◦C min−1, all others were 1 ◦C min−1.

3.4 Conclusion
Carbon will form as graphite or whisker carbon on SOCs via the Boudouard reaction.
The formed whisker carbon has the potential to delaminate the cells and ultimately
destroys the cells in the process. The formation of carbon is only avoided when the
reaction is thermodynamic equilibrium unfavored. The equilibrium is different from
graphite and whisker carbon, and whisker carbon will be thermodynamically favored
before graphite. Three studies have published thermodynamic values for whisker carbon.
The values can not be directly transferred to SOCs, without experimental validation,
because the thermodynamics also depends on the Ni particle size. Thermo-gravimetry
experiments were therefore performed on SOCs material supplied by Haldor Topsoe
A/S. The experiments showed that the thermodynamics published by Rostrup-Nielsen
(obtained on smaller particles than used in SOCs, but larger than other published
thermodynamic values) can be used to describe the equilibrium of whisker carbon on
SOCs. The thermodynamics obtained is believed to be directly transferable to other
manufactured SOCs, because the Ni particle size of SOCs are so large that the change in
thermodynamic, due to the Ni particle size, can be neglected.

Only the formation of carbon on Ni is included in this thesis. However, future studies
of the electrochemical formation of carbon and whisker carbon formation with zirconia
should be conducted (e.g. if it only occur at high current densities, or also at more modest
current densities). The carbon formation can be suppressed by using other materials or
possibly the use of e.g. sulfur addition to the feed. However, these solutions are still not
fully comparative with fuel electrodes based on Ni-YSZ with respect to performance and
economy. It is an active research area, but outside the scope of this thesis.
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represent the thermodynamics from the literature. Note that the dashed lines
used for “Rostrup-Nielsen” and “Snoeck et al” in Fig. 3.1 has been converted to
solid lines, in order to increase the readability.
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CHAPTER 4
Flow investigation and

optimization
In this chapter the flow in the fuel channels are investigated and optimized. In the first
section, the need for flow optimization is justified from post mortem analysis of cells
performed by Haldor Topsoe A/S and modeling results. Afterwards, the flow is first
optimized by changing the operation conditions and then by changing the geometry of a
distributor.

4.1 Model calculations and observed
phenomena

In several stack tests (performed by Haldor Topsoe A/S) delamination between the layers
in the cell, because of carbon formation, was observed. The delamination occured in the
same areas of the cells and it was therefore reasonable to suspect the flow distribution
to play an important role. Fig. 4.1a shows the areas affected by delamination. It can
be seen that the areas affected are at the edges, corners and between the outlet holes.
In Fig. 4.1b it can be seen that the flow at the area affected by carbon formation (the
edges, corners and between the outlet holes) is low, compared to the rest of the cell.
Because of the low flow, the conversion in these areas is higher than at the rest of the
cell, and thus the mole fraction of CO is locally very high. In Fig. 4.1c the margin to the
Boudouard equilibrium temperature is calculated, using values of local gas composition
and temperature obtained with the internal 3d stack model presented in Section 2.5. It
can clearly be seen that there is a high similarity between the experimentally observed
areas of carbon formation (Fig. 4.1a) and the estimated areas (Fig. 4.1c ). Since the flow
caused areas with high CO concentrations, the flow was sought optimized in the next
two subsections.
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(a) Greenish areas to the right are af-
fected by delamination due to car-
bon formation. Courtesy of Haldor
Topsoe A/S

(b) Flow velocity (m s−1) of the fuel gas
(CO2) in the cells.

(c) Predicted areas with carbon formation based on the calculated gas
composition and temperature. The plot only shows the areas with a
negative temperature margin to the Boudouard equilibrium temperature.
Thus, it is the area where carbon formation is thermodynamic favored.

Figure 4.1: Figures showing the a) actual areas affected by carbon formation, b) the flow
velocity of the fuel gas, and c) the predicted areas with carbon formation. In all
figures, the fuel gas enters from the holes at the left and exits through the holes
to the right. Due to confidentiality, figure a) has been blurred and the scales for
b) and c) has been omitted.
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4.2 Flow optimization through change of
operating conditions

A parameter study was performed to investigate the risk of carbon deposition due to
the flow distribution at different operation conditions. Four parameters (temperature,
current density, fuel utilization and air flow) was investigated at 2-3 levels (see Table 4.1).
The upper limit for the temperature was fixed from limitations in the heaters and the
upper limit of the air flow was fixed from considerations of the pressure drop. The
current density was selected at values lower than 6882 A m−2 (The “odd” number is
caused by the normalization with the cell area: 6882 A m−2 corresponds to 75 A). At high
current densities (> 10 000 A m−2), a higher degradation of the cell has been observed,
due to the nucleation and growth of oxygen in the YSZ grain boundaries near the air
electrode [110]. To avoid this, a maximum current density of 6882 A m−2 was used. With
a current density of 2294 A m−2, the cell is operated at very endothermic conditions. At
4588 A m−2 the cell is operated at slightly endothermic conditions and at 6882 A m−2,
the cell is operated close to thermoneutral, i.e. the Joule heat (Qj = U~iAcellncell, see
Section 2.3 on page 15) match the reaction enthalpy, and the temperature is therefore
constant, see Section 2.2.. The fuel utilization (FU -see Chapter 2 for definition of fuel
utilization) was selected at levels covering a large range. Since FU and ~it dictates the
flow to the fuel electrode, the fuel flow is not explicitly given in Table 4.1. It can be
calculated from equation Eq. (2.13) on page 16.

Table 4.1: Values used for the parameter study

Parameter Level Low Medium High
T, ◦C 700 750 800
~it, A m−2 2294 4588 6882
Fuel Utilization (FU), % 20 35 50
Air Flow (Ḟair), NL min−1 cell−1 0.5 - 1.4

The risk of carbon formation was evaluated by comparing the calculated local
temperature within the cell with the calculated local equilibrium temperature of the
Boudouard reaction, based on the gas composition. The parameter study showed that
there was a risk of carbon formation at all combinations of the parameters, except
for T = 800 ◦C, ~it = 2294 A m−2 and FU = 20% at both the investigated levels of
Ḟair.The margin, Tcalc − TB, was 10 ◦C and 33 ◦C, for Ḟair = 0.5 NL min−1 cell−1 and
Ḟair = 1.4 NL min−1 cell−1, respectively. As explained in Section 2.5, the used stack
model did not include the diffusion limitations in the fuel electrode (see later in the
thesis, Chapter 6). This means that the margin towards the Boudouard reaction will be
lower, than the calculated values above.

The parameter study revealed that FU was least limited at a value below 35 %,



38 4 Flow investigation and optimization

in order to avoid the risk of carbon formation. By increasing FU from 20 % in small
steps, it was found that a maximal fuel utilization of 22 % could be used, before the
margin towards the Boudouard equilibrium temperature became negative. As described
in Section 4.1, the main issue is the poor flow distribution at the edges, between the
outlet holes and especially at the corners. Therefore, since the cell could only be operated
in the carbon-free region at low FU, the possibility of flow optimization was investigated.

4.3 Flow optimization through geometric
changes

Fig. 4.2 shows a 3d sketch of the cell structure. The flow in the fuel channels are
controlled by the shape of a gas distributor and the channels, formed by the interconnect.
Fuel gas is entering through a manifold of three tubes (which are formed when single
cells are assembled to form the stack) to the left in Fig. 4.2, moves through a barrier
structure, called gas distributor, and is distributed to all the parallel channels (see insert
of Fig. 4.2). Purge flow (typically air) is entering through holes at the left side of the cell
and exiting through holes at the right side of the cell. The flow to the channels can be
changed, by altering the shape of the gas distributor. The shape of the distributor was
optimized in this study, for an cell/interconnect structure with square channels, in the
article “Optimization of a new flow design for solid oxide cells using computational fluid
dynamics modelling” [111]. The article is enclosed in the appendix for convenience, see
Appendix D.1.

In the article, the flow index of uniformity was defined as:

Fu = N min(u1 . . . uN)∑N
i=1 ui

(4.1)

where N is the number of channels and u is the velocity in the channel. For a perfectly
uniform flow, the flow uniformity index will be 1, and it will be less than 1 for a non-perfect
uniform flow.

Assuming that each channel received the same current density and has the same
temperature, it was found that the overall allowed conversion could be calculated from the
flow index and the maximum allowed conversion (based on the Boudouard equilibrium)
by:

Xoverall = XmaxFu (4.2)

Xmax is calculated from the Boudouard equilibrium constant based on the temperature
in the stack. From the equation, it can be seen that poor flow uniformity is directly
related to the allowed overall conversion in the cell. In the article, it was found that the
flow could be improved and a flow index of 0.978 could be obtained.
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Figure 4.2: Sketch of the cell geometry. The insert shows the gas distributor and the parallel
channels. From [111]

The design of the channels used by Haldor Topsoe A/S is slightly different (the actual
design is confidential), than the presented channels in the article, whereas the design of
the gas distributor is the same as in the article (patented in [112]). The procedure as
described in the article [111] (see Appendix D.1) was applied to Haldor Topsoe A/S’s
design and an improvement of the flow index from 0.88 to 0.92 was calculated (based on
a internal develop model, similar to the one presented in the article). The improvement
was implemented in the production and are being tested by Haldor Topsoe A/S. The
main reason why higher flow index values could not be obtained for Haldor Topsoe A/S’s
design, is the design of the channels and the location of inlet and outlet holes. In general,
the flow uniformity increase, when the pressure drop in the channels, compared to the
total pressure drop of the cell increase. This can e.g. be obtained be decreasing the
cross-section of the channels.

The new flow design for Haldor Topsoe A/S’s cell was implemented in the in-house
3d stack by Haldor Topsoe A/S (instead of using Eq. (4.2), with its limitations, due
to the made assumptions). With the implementation of the new flow design, the gas
composition and temperature in the cell was calculated, which allowed for the calculation
of the Boudouard margin. Fig. 4.3 shows the Boudouard margin with respect to the old
and new flow design. From the figure, it can be seen that the fuel utilization at which
the Boudouard margin becomes negative is increased from 22 % with the old design to
32 % with the new design.
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Figure 4.3: Boudouard margin as function of the fuel utilization for both the old and new flow
design. Parameters: T = 750 ◦C, ~it = 4588 A m−2 and Ḟair = 0.5NL min−1 cell−1.

4.4 Conclusion
It was found that poor flow distribution in the cells lead to local areas with high levels
of CO and consequently carbon formation and delamination. A parameter study showed
that only low levels (<22 %) of FU could be used with the current flow design if carbon
deposition should be avoided. With rigorous CFD modeling, the flow was optimized for a
model structure (published) and for Haldor Topsoe A/S’s design. The flow optimization
showed a clear improvement in the possible conversion of CO2 in Haldor Topsoe A/S’s
flow design. However, the flow is not nearly uniform since the flow index value is only
0.92. This shows that the flow uniformity can still be improved, which would allow for an
even higher conversion. It is recommended that Haldor Topsoe A/S continues to improve
the flow design, if necessary by more radical design changes.



CHAPTER 5
Measurement of effective

diffusion
In this chapter the effective diffusion of gas species through the fuel electrode and fuel
electrode support is measured using a Wicke-Kallenbach setup. In the literature, several
different models for diffusion in porous media has been used in connection with Wicke-
Kallenbach diffusion cells and SOECs. Therefore in the first part of the chapter the
theory behind diffusion, different diffusion models for porous media, and the choice of
diffusion model for the calculation of effective diffusion parameters in this work will be
described. In the second part the experimental Wicke-Kallenbach setup is described
in detail. The third section describes the modeling of the Wicke-Kallenbach diffusion
cell, which will be used to fit the effective diffusion parameters and the fourth section
describes the characterization of the investigated samples. The fifth section describes the
results of the measurement and modeling.

Two types of samples were obtained from Haldor Topsoe A/S: A sample type with
only the fuel electrode support layer and a sample type with both the fuel electrode
support layer and the fuel electrode. It was not possible to obtain a sample type with
only the fuel electrode. The reason for this is due to the manufacturing process, in
which the fuel electrode support is first produced and the fuel electrode is subsequently
added. The samples with only the fuel electrode support will be designated “ES” in the
following, the samples with both the fuel electrode and the fuel electrode support will be
designated “E+ES” and the electrode itself will be designated “E”.

5.1 Introduction to diffusion
Diffusion is the spontaneously process in which species are transported from regions with
high concentrations to regions with low concentration, i.e. the species are transported
down a concentration gradient. In porous media the diffusion can be divided into four
types: Bulk diffusion, Knudsen diffusion, viscous flow and surface diffusion.

Bulk diffusion describes the diffusion limited by gas-gas collisions and is mathemat-
ically described with Fick’s law:

~Nd
i = −D∇Ci (5.1)
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where ~Nd
i is the diffusion flux, D is the diffusion coefficient and ∇Ci is the concentration

gradient.

For a binary gas mixture the diffusion flux can be described by Eq. (5.2) where Di,j

is the binary diffusion flux, defined assuming no pressure gradient and no net gas flow.
The calculation of the binary diffusion coefficient is described in the next subsection.

~Nd
i = −Di,j∇Ci (5.2)

With Graham’s Law (Eq. (5.3)) the diffusion flux for the second gas species in a
binary gas mixture can be calculated:

~Nd
i =

√
Mj

Mi

~Nd
j (5.3)

Where M is the molar mass of species i and j, respectively.

Knudsen diffusion describes the diffusion limited by gas-wall collisions and can be
expressed as:

~NK
i = −DK,i∇Ci (5.4)

The Knudsen diffusion coefficient, DK,i, can be derived from kinetic theory:

DK,i = 2r̄pore
3

√
8RT
πMi

(5.5)

where r̄pore is the average pore radius, R is the gas constant and T is temperature.

Viscous gas flux describes the transport of species due to a pressure gradient:

~N vics
i = −XiPκ

RTµ
∇P (5.6)

where X is the mole fraction of i and κ is the permeability

Surface diffusion describe the diffusion of species on the surface of the porous
media. The surface diffusion is often neglected in diffusion modeling of SOC’s [113] and
this will also be the case in this thesis.

5.1.1 Calculation of Binary diffusion coefficient
The binary diffusion coefficient can be calculated with different theoretical and empirical
correlations or experimental measurements can be used. In SOC modeling, the Chapman-
Enskog theory and Fuller-Schettler-Giddings (FSG) model has been widely used [20].
The Chapman-Enskog theory is based on a rigorous solution of the Boltzmann equation
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for particle clouds from the kinetic theory. Based on the Chapman-Enskog theory, the
binary diffusion coefficient can be approximated as:

Di,j ≈ 1.858

√
T 3
(

1
Mi

+ 1
Mj

)
Pσ2

i,jΩD

(5.7)

where σi,j is the average collision diameter calculated by Eq. (5.8) in angstroms and
ΩD is the dimensionless collision intergral in the “Lennard-Jones (12-6) potential model”
given by Eq. (5.9) [114].

σi,j = σi + σj
2 (5.8)

ΩD = 1.06036
T ∗0.15610 + 0.193

exp(0.47635T ∗) + 1.03587
exp(1.52996T ∗) + 1.76474

exp(3.89411T ∗) (5.9)

T ∗ = kBT/ei,j where kB is Boltzmann constant and ei,j = √eiej, where ei and ej is the
characteristic Lennard-Jones energy of species i and j, respectively. The Lennard-Jones
energies, ei, and the average collision diameters, σi,j , can be found in the literature [115].

The FSG model is based on the Chapman-Enskog approximation, Eq. (5.7). However,
the Lennard-Jones characteristics lengths are replaced with lengths calculated from an
empirical molar diffusion volume, ∑ v. The diffusion volume is a constant property of a
given gas and values for the diffusion volumes was found by least square estimates from
known experimental values of Di,j. The empirical correlation for the binary diffusion
coefficient in the FSG model for non-polar gases at low pressure is given as [116]:

Di,j ≈ 0.001
T 1.75

(
1
Mi

+ 1
Mj

)0.5

P
(
(∑ v)1/3

i (∑ v)1/3
j

)2
ΩD

(5.10)

where the molar diffusion volumes, (∑ v)i for relevant species in this thesis are given in
Table 5.1.

Table 5.1: Molar diffusion volumes,(∑ v)i for the FSG model [116]

Species Value
CO 18.9
CO2 26.9
H2 7.07
H2O 12.7
N2 17.9
O2 16.6
Air 20.1

For the species involved in SOCs, Todd and Young [117] found that the FSG method
has the lowest mean deviation (4.47 %) from experimental data and was accurate over
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a temperature range of 273 to >1000 K. It should be noted that the experimental
data is sparse, especially at high temperatures. Based on [117], the FSG model is
used to calculated the binary diffusion coefficient in this thesis, except for the Wicke-
Kallenbach setup. Here a more accurate value can be calculated from Eq. (5.11), based
on experimental measurements in the temperature range 194.7 K to 373 K, with a stated
deviation of ±1% [118]. From Eq. (5.11) the binary diffusion constant at the temperature
used in the experimental work (T=295 K) are 0.213× 10−5 m2 s−1

DCO,N2 = 10−4.8606+1.6959·log10(T ) (5.11)
where T is the temperature in K and the binary diffusion coefficient is given in cm2 s−1.

5.1.2 Diffusion models for porous media
Several different theories for diffusion has been proposed for gaseous diffusion in porous
solids. In this thesis the following five models are considered:

• Cross-linked pore model

• Rothfeld-Scott model

• Dusty gas model (DGM)

• Binary friction model (BFM)

• Cylindrical pore interpolation model (CPIM)

Common for the porous media diffusion models are the inclusion of the ordinary bulk
diffusion and Knudsen diffusion. For the DGM, BFM and CPIM the viscous flow is
also included. All five models are used in the experimental investigation of the effective
diffusion, however special focus is placed on the DGM. The reason for this is that the
DGM model has been widely used for SOCs [61, 63, 119–121], and the fitted values from
the Wicke-Kallenbach setup can thus be compared to literature values. The Cross-linked
pore model and Rothfeld-Scott model are only derived for binary and isobaric conditions.
This is sufficient for the Wicke-Kallenbach setup, but not for modeling SOC’s, since
the diffusion model for SOCs needs to be able to model a multicomponent mixture at
non-isobaric conditions. The formal derivation of the DGM has been criticized [122, 123].
Instead the BFM [122] and the CPIM [123] have been proposed. Studies have shown
that there is no significant difference between these three models [124, 125]. Since there
is no significant different between the calculated fluxes between the models, only the
DGM is used in this thesis.

Common for the five models is the use of a tortuosity factor to correct for the fact
that the solid phase in the porous electrode causes the transport paths for gas to deviate
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from straight lines. The deviation from straight pores is called “tortuosity”, τ , and is
defined as τ = Leff/L0 (see Fig. 5.1). The tortousity factor is the square of the tortuosity.
The definition of τ implies that it can be calculated from rigorous measurement of the
porous structure. However, since it is not trivial to obtain τ , the tortuosity factor is
often used as a fitting parameter in diffusion models. Because of this, the fitted values
for τ 2 will also contain the effect of deviation from the ideal cylinder geometry and pores
with dead ends [126] as well as the diffusion models insufficiency in describing the actual
diffusion and experimental errors. Based on the Cross-linked pore model, a theoretical
value of τ 2 = 3 was derived for an ideal isotropic pore structure [126]. In the literature

Figure 5.1: Illustration of tortuosity defined as τ = Leff/L0. Because of the porous media
the gas has to move a longer distance, Leff , than the shortest distance, L0.

the term “tortuosity” and “tortuosity factor” is sometimes intermingled [125, 127, 128]
resulting in τ being defined as the “tortuosity” in some studies and as the “tortuosity
factor” in others. As described above, τ is defined as the “tortuosity” in this thesis and
τ 2 as the “tortuosity factor”.

5.1.3 Cross-linked pore model
In the Cross-linked pore model (developed by Johnson and Stewart, also referred to as
the Johnson and Stewart model [129]) the porous medium is substituted with cylindrical
capillaries with radii following the pore volume distribution function, v′(rpore) . With
the Cross-linked pore model, the total diffusion flux is given by [126, 129, 130]:

Nd
i = −ctρapp

τ 2

∫ inf

0

(
1−Xiα

Dij

+ 1
DK,i

)−1

v′(rpore)drpore

 dXi

dxL
(5.12)

where Nd
i is the diffusion flux, ct is the total gas concentration, ρapp is the apparent

particle density (which can be found from the porosity and true density: (1-ε)·ρtrue), Xi

is the mole fraction of i, v′ is the pore volume distribution density for the pore structure,
rpore, is the radii of the pores and xL is the diffusion length. α is defined as:

α = 1−
√
Mi

Mj

(5.13)



46 5 Measurement of effective diffusion

For steady-state conditions, integration of equation Eq. (5.12) from xL=0 to xL=L
yields [130]:

Nd
i = −ctρappDij

ατ 2L

∫ inf

0
ln
[

1−Xi,Lα +Dij/DK,i

1−Xi,0α +Dij/DK,i

]
v′drpore (5.14)

The model requires that the pore volume distribution function, v′(rpore) is obtained,
e.g. via Hg-porosimetry.

5.1.4 Rothfeld-Scott
In the Rothfeld-Scott model the diffusion flux in the model is given by [129]. :

Nd
i = −Deff

ij,k

(
dCi
dxL

)
+ δiXiNt (5.15)

where Nt is the sum of diffusion fluxes, and Dij,k and δi are given as:

Deff
ij,k = ε

τ 2Dij,k = ε

τ 2

 1
1
Dij

+ 1
DK,i

 (5.16)

δ−1
i = 1 + Dij

DK,i

(5.17)

Integration of Eq. (5.15) from xL = 0 to xL = L yields [129]:

Nd
i =

Deff
ij,kCt

Lα
ln
[

1−Xi,Lα +Dij/DK,i

1−Xi,0α +Dij/DK,i

]
(5.18)

where Xi,0 and Xi,L are the mole fraction of i at xL = 0 and xL = L, respectively.

5.1.5 Dusty gas model
The dusty gas model (DGM) view the porous media structure as a (n+ 1)th component.
The component differs from the gas components, since it is stagnant with respect to the
stationary coordinates. The dusty gas model is comprehensively treated by Mason and
Malinauskas [131] and Jackson [132]. In the dusty gas model, the Knudsen diffusion
coefficient appears as a binary diffusion coefficient with the solid as one component. In
molar units the DGM has the form:

n∑
j 6=i

XjN
d
i −XiN

d
j

Deff
ij

+ Ni

Deff
K,i

= − P

RT
∇Xi −

Xi

RT

1 + κP

µDeff
K,i

∇P (5.19)
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where P is the pressure, R the universal gas constant, T the temperature, κ the
permeability coefficient, µ the viscosity, Deff

ij and Deff
K,i are the effective binary diffusion

coefficient and effective Knudsen diffusion coefficient, calculated by:

Deff
ij = ε

τ 2Dij (5.20)

Deff
K,i = ε

τ 2DK,i (5.21)

5.2 Experimental measurement of diffusion
The effective diffusion can be measured with diffusion cells based on the concept developed
by Wicke and Kallenbach in 1941 [133]. This diffusion cell has a long standing history
and is still frequently used [134–138]. The diffusion cell consists of two compartments
separated by the sample. Gas A flows through one of the compartments and gas B
through the other compartment. The pressure in the two compartments are adjusted
so that the pressure difference is minimized (very close to 0), thereby ensuring that a
pressure driven flow through the sample can be neglected. The low pressure difference
can e.g. be ensured if both compartments are opened to atmosphere or, as in this case,
to a common analyzer and ventilation. By measuring the flow rates of gas A and B,
and the gas concentrations of the inlet and outlet flows, one can calculate the molar
diffusion fluxes, Nd

i and Nd
j , related to the cross-section of the sample. Combined with

knowledge of the porosity and pore distribution (e.g. Hg-porosimetry) the measurement
of the effective diffusion can be used to calculate the tortuosity.

A newer diffusion cell is the Graham-diffusion cell (GDC) [139]. In a Graham-diffusion
cell two compartments are again separated by the sample and flush with gas A and B,
respectively. After steady-state has been reached, the gas flow to one of the compartment
are closed and a connection from that compartment to a burette (or bubble flowmeter
[140]) is opened. The flow to the opposite compartment remains open. From Graham’s
law it can be seen that the molar diffusion fluxes are not equal when the molar mass of
species i and j are different.

Nd
i /N

d
j = −

√
Mj/Mi (5.22)

This means that the number of moles in the closed compartment will change and this
can be measured as a volumetric change by the burette/bubble flowmeter. From this
volumetric diffusion flux the molar flux, Nd, can be calculated.

Soukup et al. [140] compared the WK and GDC and found that the differences in
diffusion fluxes from both methods did not exceed 5 % and was below the experimental
error for a series of porous samples (with pore radii from 78 nm to 10 µm). Since a WK
setup was available, and the difference between the two diffusion cells are low, the WK
setup was used.
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5.2.1 Experimental setup
A Wicke-Kallenbach test setup was used to measure the effective diffusion, see Fig. 5.2.
Gas was supplied to each compartment via a three-way valve and a mass flow controller.
After the diffusion cell, outlet gas from each compartment flow through a needle valve to a
gas analyzer. The needle valve was used to adjust the pressure difference between the two
compartments. Before and after the diffusion cell, the pressure difference was measured
with digital differential pressure gauges. A fine resolution gauge (Delta OHM HD 2114.2,
measurement range 0 – 2 kPa, resolution 0.1 Pa accuracy ± 0.3% of fuel scala (f.s.)) was
used to adjust the pressure difference for the effective diffusion measurements, while a
coarse resolution gauge (Cole-Parmer 68370-02, measurement range 0 – 50 kPa, resolution
10 Pa, accuracy ± 0.1% of f.s.) was used to adjust the pressure during permeability
measurements, see Section 5.5.6. When the pressure difference had been adjusted with
pure N2 on both sides, the three-way valve on one side was used to switch to the test gas
(1% CO in N2). Due to the similarities between N2 and the test gas, further adjustment
of the pressure difference was not necessary. The outlet gas was analyzer with an ABB
AO2000 equipped with an infrared photometer (Uras26, measurement range 0-1000 ppm
CO, resolution 1 ppm, accuracy ± 0.5% of f.s.)

Figure 5.2: Schematic illustration of the experimental setup. Details of the Wicke-Kallenbach
cell in figure Fig. 5.3. Symbols: TV: Three-way valve, NV: Needle valve, linear
response Cv=0 to 1.8. MFC: Mass flow controller. ∆P1: Digital differential
pressure gauge, 0.1Pa resolution (Delta-ohm HD 2114.2). ∆P1: Digital differential
pressure gauge, 0.1 mbar resolution (Cole-Parmer 68370.02). ABB AO2000: Gas
analyzer. Modified from an internal document

Figure 5.3 and Fig. 5.4 shows the details of the diffusion cell. The samples with a
diameter of 25 mm were laser cut from the Ni/YSZ material and placed between silicon
seals. Gas is supplied to the two compartments via 1/4” inch tubes placed inside a 1/2”
inch tube. The gas flows over the sample and out via the 1/2” inch tube. The diffusion
cell is held together by bolts, shown as arrows on Fig. 5.3.
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Figure 5.3: Details of the Wicke-Kallenbach cell used in the experimental setup. Picture from
an internal document.

Figure 5.4: Picture of the Wicke-Kallenbach cell used in the experimental setup

5.2.2 Pressure in the Wicke-Kallenbach diffusion cell
The pressure in each compartment must be (close to) identical in order to avoid a pressure
driven flow. For porous samples with radii above 7 µm significant deviations of diffusion
fluxes has been observed for pressure differences as low as 7 Pa [141]. The pore radii for
the tested samples were well below 7 µm (see Section 5.4), so a larger acceptable pressure
difference range is expected. Later, in the permeability experiment (Section 5.5.6), it
can be seen that pressure differences in the 1000 Pa order of magnitude are necessary to
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influence the diffusion fluxes. Since the pressure difference is adjusted with a precision of
±6 Pa, the pressure difference will not affect the measurement of the effective diffusion.

The Wicke-Kallenbach diffusion cell is run at atmospheric pressure (Patm was measured
to be 1019.9 hPa). However, when the flow rate to the Wicke-Kallenbach diffusion cell is
increased, the pressure drop in the downstream tubes will also increase. To overcome
this increased pressure drop, the absolute pressure in the diffusion cell is also increased.
In order to evaluate if this can be neglected, the absolute pressure was estimated in the
following experiment:

A sample was placed in the diffusion cell. The needle valve after chamber A was fully
opened and the flow rate to chamber A was set to 0 mL min−1. The needle valve after
chamber B was also opened and the flow rate stepwise increased from 150 mL min−1 to
900 mL min−1 and the pressure difference was recorded. Since chamber A is open and
the low permeability of the sample ensures a very low flow from chamber B to A through
the sample, the absolute pressure in chamber A will be very close to Patm. After the
stepwise increase in flow rate to chamber B, the conditions were changed so that the flow
was applied to chamber A while a zero flow was applied to chamber B.

Fig. 5.5 shows the measured pressure difference at the different applied flow rates. The
pressure difference increase linearly with the flow rate. This is also expected, since the
largest Reynolds number in the tubes from the diffusion cell is calculated with Eq. (5.23)
to be 619, which is in the laminar flow regime (since it is below 2300 [142]), and the
pressure drop can be calculated by the Darcy–Weisbach equation (Eq. (5.24) [142]),
where a linear relationship between the pressure drop and the flow rate can be seen.

Re = ρūdtube
µ

= 619 (5.23)

∆P = 128µFL
πd4

tube

(5.24)

where ρ is the density, ū is the average velocity, dtube is the diameter of the tube, µ is the
viscosity, F is the volumetric flow rate and L is the length of the tube. Since the flow rate
to both chambers in the measurement of the effective diffusion and permeability is equal,
the pressure increase in each chamber will be identical. The absolute pressure of the
diffusion cell can thus be calculated by Eq. (5.25). At a flow rate of 1400 ml min−1, the
maximum flow rate used in the experiments, the increase in pressure can be estimated to be
18.6 mbar. The increase in Pcell corresponds to an increase in the total gas concentration,
Ct, of a factor (Pcell + Patm)/Patm. The impact of the increased gas concentration on
the diffusion flux, Nd, can directly be seen in the Cross-linked pore model (Eq. (5.14))
and Rothfeld-Scott model (Eq. (5.18)). Since τ 2 is used to fit the measured data
with the equations, this will correspond to a change in the fitted τ 2 by a factor of
(Pcell + Patm)/Patm. At a flow rate of 1400 ml min−1 the factor is 18.6 mbar/Patm ≈ 1.018.
For the other diffusion models the correlation between τ 2 and the pressure is less clear,
but will probably be in the same range. Thus in order to increase the accuracy of the
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Figure 5.5: Pressure in the diffusion cell at different flow rates with linear fitted lines

estimations of τ 2, the experimental fit must include the effect of the varying pressure in
the diffusion cell, Pcell.

Pcell = 0.0133 · F + Patm (5.25)

5.3 Modeling of the experimental setup
The Wicke-Kallenbach setup was modeled with both a 1d model and a 2d axisymmetric
model using COMSOL in order to fit the tortuosity, τ 2, and permeability, κ. This section
will describe the two models and the solution procedure.

5.3.1 1d model
Figure 5.6 shows a schematic model of the Wicke-Kallenbach setup. In the 1d model,
each chamber is assumed to be well mixed, transfer limitations between the sample
chambers and the sample are neglected and only diffusion in the x-direction is modeled.
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0
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Figure 5.6: Schematic illustration of the 1d model of the Wicke-Kallenbach cell. X is the
mole fraction of species i or j from chamber A or B. FA,in and FB,in is the flow
to chamber A and B, respectively, FAB and FBA is the flow from chamber A to B
and B to A, respectively, and FA,out and FB,out is the flow out the diffusion cell
from chamber A and B, respectively

The boundary conditions in the model using the Cross-linked pore model and the
Rothfeld-Scott model are:

XCO|xL=0 = XCO,A (5.26)
XCO|xL=L = XCO,B (5.27)

where XCO,A is equal to the measured CO in the analyzer and XCO,B can be calculated
from the known inlet concentration of the test gas, XCO,B,in, (1 % CO in N2) and the
CO transferred from chamber B to A:

XCO,B = XCO,B,inFB,in − FBA
FB,out

(5.28)

where FBA is the volumetric flow from chamber B to A, and FB,in and FB,out is the
volumetric flow entering and leaving chamber B, respectively. With the applied gasses
(Pure N2 to chamber A and 1 % CO in N2 to chamber B), the flow rate from chamber B
to A, FBA, will only contain pure CO. FAB will contain N2 from chamber A to chamber
B.

The flow rates FB,in, FBA, and FB,out can be calculated from mass and mole balances
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of the system:

FBA = FA,in
1

XCO,A,mea
+ 1−

√
MN2
MCO

(5.29)

FAB =

√√√√(MCO

MN2

)
FBA (5.30)

FB,out = FB,in − FBA + FAB (5.31)

where XCO,A,mea is the measured value of CO measured in the gas analyzer. For detailed
derivation of these equations, see Appendix A. The total concentration was calculated
with the ideal gas law with the pressure of the diffusion cell Pcell:

Ct = Pcell

RT
(5.32)

In the Cross-linked pore model the integral is numerically calculated with the com-
monly known trapezoid method of integration. The diffusion flux is then calculated
by multiplying the integration sum with −CtρappDi,j/(ατ 2L) (see Eq. (5.14). In the
Rothfeld-Scott model, the diffusion flux can be directly calculated from Eq. (5.18).

For the DGM, the boundary conditions are:

XCO|x=0 = XCO,A (5.33)
XCO|x=L = XCO,B (5.34)

P |x=L = Pcell (5.35)

In the Cross-linked pore model and the Rothfeld-Scott model, the pressure is assumed
to be constant, while in the DGM model the pressure can vary through the sample.
However, since MN2 and MCO are almost identical, the pressure gradient through the
sample will be very close to zero. So, even though the pressure is strictly only fixed at
x=L to the measured Pcell, the pressure in the sample will also be (extremely close to)
Pcell for the DGM model and does not influence the results.

5.3.2 2d axisymmetric model
The 2d axisymmetric model consist of modeling the flow and mass transfer in the two
chambers and the sample. A 2d axisymmetric model was chosen because the Wicke-
Kallenbach setup is symmetric around the z-axis. This means that fewer elements
are necessary, compared to a full 3d model. Figure 5.7 shows the geometry of the 2d
axisymmetric model. On the inlet boundary to each chamber (labeled 1 and 2 on Fig. 5.7)
the mole fractions of the gas and the flow rate is specified as boundary conditions:
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Figure 5.7: 2d axisymmetric model of the Wicke-Kallenbach cell. The gas to chamber A is
entering at boundary 1 (inner tube) and existing at boundary 3. Similar the
flow to chamber B is entering at boundary 2 and existing at boundary 4. The
dark gray areas are the thickness of the inner tube and the light gray area is the
sample. With the test gasses used in the experimental work, the species i and j
are CO and N2, respectively.

XCO|1 = XCO,A,in = 0 (5.36)
XN2|1 = 1−XCO|1 (5.37)
XCO|2 = XCO,B,in (5.38)
XN2|2 = 1−XCO|2 (5.39)
F |1 = FA,in (5.40)
F |2 = FB,in (5.41)

where FA,in and FB,in is the volumetric flow rate of test gas A and B into chamber A
and B, respectively. Xi,A,in and Xi,B,in is the mole fraction of gas species i in test gas A
and B, respectively. The inlet flow was assumed to be laminar. This assumption can be
justified by calculating the Reynolds number:
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The mass flow controller is capable of delivering a maximal flow of 2000 ml/min, thus
the maximum Reynolds number of the inner tube is:

di,t = (0.25 inch− 2 · 0.049 inch) · 2.54 cm inch−1 = 0.386 cm (5.42)

ū = FA,in
Atube

= FA,in
π(di,t/2)2 = 2 dm3min−1

π(0.386 cm/2)2 = (5.43)

Re = ρūdi,t
µ

= 734 (5.44)

Since Re<2100 a steady fully developed flow will be laminar [115]. The entry length for
laminar flow, Lh,laminar, can be calculated to be [142]:

Lh,laminar
di,t

∼= Re⇒ Lh,laminar = 14 cm (5.45)

Since the length of the tubes to the diffusion cell is 16 and 20 cm, respectively, and Re is
734, the assumption of laminar inlet flow is valid.

The flow in the chambers is assumed steady and is modeled with the steady state
form of the continuity equation and momentum equation:

∇(ρ~u) = 0 (5.46)
ρ(~u · ∇)u = ∇ · (−PI + τs) (5.47)

where u is the velocity vector, I is the unity tensor, and τs is the viscous stress tensor.
The viscosity and density was fixed at the values of N2 at 298 K.

The transport of species in the chambers was calculated with Eq. (5.48):

∇Ṅd
i + ρ(~u · ∇)wi = 0 (5.48)

where Ṅd
i is the diffusion flux in kg m−2 s−1 and ρ(~u ·∇)wi is the transport of species due

to convection (wi is mass fraction). The DGM was implemented and used for calculation
of the diffusion in the sample.

The mesh of the sample consisted of quadrilaterals with a height of Hsample/10 and
a length of rsample/30 in the section of the sample directly exposed to the gas (from
r = 0 to r = rsample). In the section of the sample not directly exposed to the gas
(r = rsample to r = Rsample) the height remained Hsample/10, but the length was increased
to (Rsample − rsample)/10. At the boundary between the sample part exposed to the gas
and the sample part not exposed to the gas (from z=0 to z=Hsample at r = rsample), the
mesh was refined with boundary layers (40 layers, stretching factor 1.1) because diffusion
in the r-direction is observed here, whereas the diffusion in the r-direction is basically
zero in the rest of the sample.

The mesh in the two chambers consisted of triangular generated with a element size
between 2.5× 10−7 m and 7.16× 10−6 m. The maximum size, hmax, of the triangulars
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was selected so that the element Peclet number was always below 1, since the Galerkin
method (used in COMSOL) becomes unstable when Pe>1 [143]:

Pe = ‖umax‖hmax2Dij

< 1⇒ hmax < 7.16× 10−6 m (5.49)

where umax is the maximal flow velocity, which occurs in the inner tube. Since there is a
laminar flow in the inner tube, the maximal velocity can be calculated by umax = 2ū.

With the very low value for hmax the number of elements becomes well above 3× 106.
Instead of using such a fine mesh, stabilization techniques can be used. The stabilization
techniques added were streamline diffusion and crosswind diffusion. The stabilization
techniques reduce the need for a fine mesh, but introduces artificial diffusion which
reduces the accuracy of the calculation. The details of the techniques are outside the
scope of the thesis, and the reader is referred to [143, 144].

In order to verify that the stabilization techniques can be used without affecting
the results, the outlet concentration were calculated with and without the stabilization
techniques for a model with the following parameters: Hsample = 300 µm, ε = 0.35, τ 2 = 5,
r̄pore = 0.25 µm, XCO,0 = 0.01, P = 1 atm and ∆P = 0 Pa∗. Different flow rates were
used: FA,in = FB,in = (0.3, 1.0, 1.5, 2.0) · dm3min−1.

The results are summarized in Table 5.2. In the table the outlet concentration has
been divided with the outlet concentration from the non-stabilized model, with a hmax
calculated from Eq. (5.49). From the table it can be seen that a higher flow rate requires a
finer mesh. An extra fine mesh (hmin = 1.88× 10−6 m, hmax = 1.6× 10−4 m) is sufficient
to achieve solutions within 1 % difference from the non-stabilized model for flow range
below 2 dm3min−1. The calculation time for the stabilized models were in the range of
30 s, whereas it was over 30 min for the non-stabilized models. Based on the above, the
model equations were stabilized with streamline diffusion and crosswind diffusion, and
an “extra fine” mesh was used.

5.4 Sample characterization
In order to estimate τ 2 and κ, it is necessary to known the thickness, porosity and average
pore radius/pore distribution of the sample. The thickness of the samples were measured
with a Scanning Electron Microscope (SEM - model TM3030 from Hitachi), see Fig. 5.8.
The samples where measured at seven different locations and the average and standard
deviation for each sample type was calculated, see Table 5.3.

Based on the measurements, the average thickness of the fuel electrode (E) was

∗Since ∆P = 0 Pa the viscous flow in the DGM can be ignored
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Table 5.2: Mesh effect on the stabilized model versus the non-stabilized model. Values in
the table are outlet concentration from the stabilized model divided with outlet
concentration from the non-stabilized model

Mesh hmax Flow rate, ml min−1

300 1000 2000
Coarse 8.38× 10−4 m 1.002 0.986
Normal 5.63× 10−4 m 1.001 0.997
Fine 4.38× 10−4 m 1.000 1.000 1.133
Finer 3.50× 10−4 m 1.001 1.001 1.097
Extra fine 1.60× 10−4 m 1.000 1.000 1.002

(a) Fuel electrode and fuel electrode support. (b) Fuel electrode support.

Figure 5.8: Example of SEM pictures used to measure the thickness of the samples. The
thickness was measured with the program “ImageJ”, where the number of pixels
per µm was calculated from the scale bar. Seven measurement for each sample
was performed.

Table 5.3: Sample thickness measured with SEM

ES E+ES E
mean 300.7 335.6 34.8
std 1.2 1.6 2.0

calculated by:

d̄E = d̄E+ES − d̄ES = 34.8 µm (5.50)
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And the standard deviation:

σE =

√√√√ σ2
E+ES

NE+ES
− σ2

ES

NES

= 2.0 µm (5.51)

where σ is the standard variation and N is the sample size.

The porosity and pore distribution were measured with Hg-porosimetry (using a
Micromeritics Autopore IV 9520 and a contact angle of 140° at Haldor Topsoe A/S).
Table 5.4 shows the measured porosity for the fuel electrode support (ES) and the
fuel electrode support + fuel electrode (E+ES). Since the analysis required a sample
mass greater than the samples used for the Wicke-Kallenbach setup, new samples were
prepared from the same original cell as the Wicke-Kallenbach samples. From Table 5.4 it
can be seen that the porosity appears to be slightly lower for E+ES samples, which can
be explained by the presence of the electrode.

Based on the thickness of the layers, the porosity for E can be calculated:

εE = εE+ESdE+ES − εESdES
dE

= 0.48% (5.52)

From SEM pictures, the very low porosity calculated for E could not be verified.
Fig. 5.9 shows close-ups of the two side of a E+ES sample. From the pictures no clear
difference in porosity can be seen. Therefore, a porosity of only 0.48 % for E does not
seem likely.

(a) Top (b) Bottom

Figure 5.9: SEM picture showing a close up of a sample with fuel electrode and fuel electrode
support used to investigate the porosity. No clear difference in porosity can be
seen from the pictures.

The relative standard deviation of the measurement method, stated by the laboratory
at Haldor Topsoe A/S, is 3.8 %. Based on this, an unpaired t-test showed that the
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H0 hypothesis of equal means for the two sample types, could not be rejected†. Thus
in the following, an average porosity of 30 % is used for both the fuel electrode and
the fuel support. The pore size, r̄pore for the fuel electrode + support is smaller than
for the support alone (see Fig. 5.10). The reason for this can be explained by the fact
that smaller Ni particles are used for the production of the electrode and the use of
pore-forming agents in the manufacturing process of the support [145]. Smaller particles
are used, since this increase the number of reaction sites (TPB’s) [146]. The lower pore
radius will affect the Knudsen diffusion, but could also increase the tortuosity. The
average pore size of the sample, r̄pore, was calculated by:

r̄pore = 2Vpore
Spore

(5.53)

where Vpore and Spore is the pore volume and surface area, respectively.

Since it was not possible to measure the fuel electrode without the support, the pore
size of the fuel electrode was fixed at the measured value for the combined electrode and
support. However, this will likely slightly overestimate r̄pore for the electrode.

Table 5.4: Hg-porosimetry measurement

Porosity ε, % r̄pore, Å
E+ES 29.3 1613
E+ES 28.6 1510
E+ES 29.2 1548
Average 29.0 1557

ES 32.6 1693
ES 32.0 1675
Average 32.3 1684

5.5 Results and discussion
Two experiments were conducted: One to estimate the effective diffusion and τ 2, and a
second to estimate the permeability. In the first experiment the flow was varied from
150 ml min−1 to 1400 ml min−1 (it was not possible to obtain a stable higher flow) and
the flow ratio between the two sides of the diffusion cell was kept at 1. With the needle
valves (shown in Fig. 5.2) the pressure difference between the chambers were adjusted
to within ±0.005 mbar. Due to the low pressure difference, the pressure driven flow is
neglected and the measured values can therefore be directly used to calculate the effective
diffusion.

†Based on a significance level of 0.05
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Figure 5.10: Pore distribution volume function v′(rpore) from Hg-Porosimetry measurement

In the second experiment both flows were first fixed at 150 ml min−1 and then at
1000 ml min−1. At both flow rates the pressure difference between the two sample were
varied ±130 mbar. The low flow rate was selected, since the CO concentration at a low
flow rate is high and the uncertainty of the CO analyzer would therefore affect the result
to a lesser extend than at the high flow. On the other hand, at the high flow rate, the
mass transfer resistance between the chamber and the sample would be less, due to the
higher velocity and thus a higher Sherwood number, see Eq. (5.59). Some times, at high
pressure differences, sudden changes in the measured CO concentration was observed
(either towards 0 ppm or above the measurement scale, dependent on the direction of the
pressure). This is ascribed to small leakages between the silicone seals and the sample.
When this was observed, the experiment run was stopped and the sample was replaced
with the next one.

The uncertainty of measured parameters in the experiment is given in Table 5.5.

5.5.1 Wicke-Kallenbach experimental results
Fig. 5.11 shows the measured CO concentration as function of the flow rate for three
samples of each types. When possible each samples was tested multiple times (designated
run 1, 2, and 3, respectively). From the figure, it can be seen that there is a difference
between the ES samples and the E+ES samples and that the measured CO concentration
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Table 5.5: Uncertainty of measured parameters

Parameter Measurement device Uncertainty
dsample Vernier caliper (DS/EN ISO

13385-1:2011)
±0.02 mm

FA,in, FB,in Mass flow controllers (Brooks) 1%
∆P (0-20 mbar) Delta-ohm HD 2114.2 0.3% f.s. (20 mbar)
∆P (20-300 mbar) Cole-Parmer 68370.02 0.1% f.s. ± 0.1% of

reading ±1 digit
XCO,mea Gas analyzer ABB AO2000 5 ppm
XCO,gas Certificate 2%
ε Micromeritics Autopore IV 9520 3.8%

decreases with increasing flow rate. The difference between the two sample types are
likely caused by the active layer present in E+ES, since this is the only difference between
the samples. If the film resistance is ignored, the CO concentration should decrease
linearly with the flow rate (the CO is diluted due to the increased gas flow). However,
this is not the case at low flow rates, and film resistance can therefore not be ignored at
low flow rates.

The rate of CO transfer through the samples can be calculated by Eq. (5.55) (see
Appendix A for derivation) and are plotted in Fig. 5.12. In this figure it is easier to see
the difference between the two sample types than in Fig. 5.11. The error bars in Fig. 5.12
increases significant with the flow rate. The reason for this is that the CO concentration
here is low and thus the absolute 5 ppm uncertainty of the analyzer cause the relative
uncertainty to increase.

FCO = FA,in[
1

XCO,0
+
√(

MCO

MN2

)
− 1

] (5.54)

Nd
CO = FCO

π(dsample/2)2 (5.55)



62 5 Measurement of effective diffusion

0 2 0 0 4 0 0 6 0 0 8 0 0 1 0 0 0 1 2 0 0 1 4 0 0
0

2 0 0

4 0 0

6 0 0

8 0 0

Me
as

ure
d C

O 
/ p

pm

F l o w  r a t e  /  m L  m i n - 1

 E S  1 ,  r u n  1
 E S  1 ,  r u n  2
 E S  2 ,  r u n  1
 E S  2 ,  r u n  2
 E S  2 ,  r u n  3
 E S  3
 E + E S  1
 E + E S  2 ,  r u n  1
 E + E S  2 ,  r u n  2
 E + E S  3 ,  r u n  1
 E + E S  3 ,  r u n  2

Figure 5.11: Measured CO concentration obtained from the Wicke-Kallenbach setup at
different flow rates. The flow rates to both chambers were identical. The lines
are for guiding the eye.
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5.5.2 Calculation of tortuosity - 1d model
Based on the measurement of the CO flux, thickness, porosity and pore radius, the
tortuosity factor was fitted for the ES samples. For the 1d model the model was fitted to
the experimental values by minimization of the squared difference of the diffusion flux:

fNd(θ0) = min
τ2∈<

((
Nd
CO,calc(θ0)−Nd

CO,mea

)2
)

(5.56)

where θ0 denotes the measured input parameters, θ0 = (dsample,FA,in,FB,in,Hsample,
XCO,mea,XCO,gas,ε), as given in Table 5.6. fNd(θ0) denotes the minimization function of
the diffusion flux evaluated at θ0. The function was fitted with a tolerance of 0.01 with
respect to τ 2. The function was fitted for all the measured points with the ES samples.
The measured flux is calculated by Eq. (5.55).

Table 5.6: Values for θ0 used to calculate τ2 for the support layer and standard variation, σ

Parameter mean σ

dsample 10.2 mm 0.02 mm
FA,in, FB,in Fmea,k 1% · Fmea,k
Hsample 300.7 µm 1.2 µm
XCO,mea XCO,mea,k 5 ppm
XCO,gas 10000 ppm 200 ppm
ε 0.3 0.0114

The fitted values for τ 2 was 4.8, 3.8, and 5.3 for the Cross-linked pore model, Rothfeld-
Scott model and DGM, respectively. All the diffusion models gave very poor fits for the
anode support samples, especially at lower flow rates. The calculated diffusion flux, Nd,
was to high at low flow rates and to low at high flow rates, see Fig. 5.13. The reason for
this can likely be explained by the fact that the mass transfer resistance from the gas to
the sample has been neglected and that both chambers are assumed to be well mixed.
The former cause the mass transfer limitations to be included in the fit of τ 2. Since the
mass transfer resistance is dependent on the gas velocity, the influence on τ 2 will also
be dependent on the flow rate. The problem with the well mixed assumption is that, if
it is not valid, the surface on the sample could be exposed to significantly different CO
concentrations.

The mass transfer can be approximated by the film model, in which the entire
concentration difference between the bulk flow and the surface is considered to be
localized in a thin viscous film/layer adjacent to the surface [115]. In the film layer, the
mass transfer takes place via molecular diffusion and is modeled with Fick’s law:

Nd = Di,j

δ
(Csurf

i − Cbulk
i ) (5.57)

where δ is the thickness of the film layer, Csurf
i is the concentration of species i at the

surface and Cbulk
i is the concentration of the species in the bulk. In stead of evaluating δ,
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Figure 5.13: Deviation between calculated and measured diffusion flux, (Nd
calc−Nd

mea)/Nd
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with the diffusion models without taking mass transfer limitations into account.
The fitted values for τ2 (4.8, 3.8 and 5.3 for the Cross-linked pore model, Rothfeld-
Scott model and DGM, respectively) was used to calculate the deviation

a mass transfer coefficient, kmt, is defined as kmt = Di,j

δ
and Eq. (5.57) is rewritten to:

Nd = kmt(Csurf
i − Cbulk

i ) (5.58)

kmt can be calculated form the Sherwood number, Sh, defined as Sh = kmtl
Di,j

. The
Sherwood number can be expressed as a function of Reynolds number, Re, and Schmidt
number, Sc, see Eq. (5.59). Since all the parameters in the function, except the velocity,
is identical for all the experiment conducted on the Wicke-Kallenbach setup (neglecting
the small pressure effect on µ,ρ and Di,j), it should be possible to fit kmt with a function
depending only on the average velocity ū which, in turn, depends on the inlet flow rate.

Sh = f(Re, Sc) = f(ρūl
µ
,

µ

ρDi,j

) (5.59)

To see if the mass transfer resistance could explain the poor result of the 1d model,
the mass transfer coefficient was fitted as a function of the inlet flow rates FA,in and
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FB,in (they were equal in all sample points) using the experimental data and results from
the 2d model. The flux was calculated with Eq. (5.55). The average concentration at
the surface on each side of the sample was computed in the 2d model by integration
over the surface and dividing with the surface area. Assuming that the well-mixed
assumption was valid, the concentration in chamber A was taken as the measured outlet
concentration, Csurf

A = XCO,mea · Ct. The concentration in chamber B was taken as the
outlet concentration calculated from the known inlet concentration and the CO transfer
from chamber B to A (as given in Eq. (5.28)).

With the flux and CO concentrations, the mass transfer coefficient was calculated
with Eq. (5.58). Fig. 5.14 shows the calculated mass transfer coefficient versus the flow
rate for both chamber A and chamber B. From the figure, it can be seen that the mass
transfer coefficient can be estimated from the flow rate using a logarithmic function.
Since there will only be very small differences in µ and ρ between the two chambers
(because of the difference in CO concentration), it is expected from Eq. (5.59) that kmt
should not vary between the two chambers. This is also the case, since only minor
differences can be seen in Fig. 5.14.

0 5 0 0 1 0 0 0 1 5 0 0

5 0

1 0 0

1 5 0

 C h a m b e r  A
 C h a m b e r  B

k mt
 / m
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Figure 5.14: Mass transfer coefficient as function of the flow rate for chamber A and B.

The calculated mass transfer resistance from bulk gas phase to sample surface was
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incorporated in the 1d model by replacing XCO,gas with Csurf
CO /Ct from Eq. (5.58):

Nd = kmt · (Csurf
CO − Cbulk

CO ) (5.60)

XCO,gas = Csurf
CO
Ct

=
Nd + kmt ·

Cbulk
CO
Ct

kmt
(5.61)

and replacing XCO,mea with:

Nd = kmt · (Csurf
CO − Cbulk

CO ) (5.62)

XCO,mea = Cbulk
CO /Ct = −

Nd − kmt ·
Csurf

CO
Ct

kmt
(5.63)

With the new “effective” mole fractions, τ 2 was once again fitted with the different
diffusion models using the 1d model. However, no differences in the diffusion flux was
observed (difference less than 1× 10−12. The results shows that the 1d model with the
well-mixed assumption cannot model the Wicke-Kallenbach setup satisfying. In the next
section, where the 2d model is discussed, the flow patterns in the two chambers and the
“well-mixed” assumption, will be investigated as a explanation for the 1d model’s lack of
applicability.

5.5.3 Calculation of tortuosity - 2d model
In the 2d model τ 2 was fitted using Eq. (5.64):

fXCO
(θ0) = min

τ2∈<

∑
k

(
XCO,calc,k −XCO,mea,k

XCO,mea,k

)2
 (5.64)

First τ 2
ES for the ES samples was fitted to a value of 4.81, using the DGM, and

subsequently τ 2
E for the E+ES samples were fitted to a value of 11.9 assuming that the

support layer had a τ 2
ES-value of 4.81. Fig. 5.15 shows the measured CO mole fraction and

the CO mole fraction calculated with the fitted values for τ 2
ES and τ 2

E, and Fig. 5.16 shows
the measured and calculated rate of CO transfer (Fig. 5.17 is similar to Fig. 5.16, except
that error bars are added). From the figures it can be seen that the fit is reasonable. In
order to evaluate the effect of the uncertainties related to the experiment a sensitivity
and uncertainty analysis with respect to τ 2

ES and τ 2
E was carried out and is presented in

the following.

5.5.4 Sensitivity and uncertainty analysis
Based on the uncertainties of the parameters (see Table 5.5 on page 61) the uncertainty of
the estimate of τ 2

ES can be estimated with a Monte Carlo procedure [147] (see Appendix B ).
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Figure 5.15: Calculated (lines) and measured (points) XCO,mea values. The calculated lines
are calculated with the estimated τ2 values: τ2

ES = 4.81 and τ2
E = 11.9.

However, before conducting the uncertainty analysis, a sensitivity analysis was performed.
The purpose of the sensitivity analysis was to determine which parameters had the largest
effect on τ 2

ES and which had the smallest effect, and could therefore be neglected.

The performed sensitivity analysis was a one-at-a-time (OAT) analysis where a single
variable is varied while the others are held constant:

sm = f(θmean,m ± σm, θ0)
τ 2,0
ES

(5.65)

Here, f denotes the minimization function given in Eq. (5.64) assuming that only parameter
m is changed, and the remaining parameters are fixed. τ 2,0

ES is the value of τ 2
ES computed

at φ0 (see Table 5.6) and sm is the relative sensitivity of a variation of one σ on τ 2
ES.

Table 5.7 shows the result of the sensitivity analysis. It can be seen that the uncertainty
of FA,in, FB,in,XCO,mea, XCO,gas and ε has the largest effect on τ 2 and dsample and Hsample

has the lowest effect on τ 2. Based on this, dsample and Hsample was omitted from the
uncertainty analysis.
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Figure 5.16: Calculated (lines) and measured (points) rate of CO transfer through the sample.
The calculated lines are based on the estimated τ2 values: τ2

ES = 4.81 and
τ2
E = 11.9.

An uncertainty analysis was performed using the Monte Carlo procedure with latin
hypercube sampling [148] described by Sin et al. [147] (see Appendix B). A relative
low total number of 150 samples where used, due to a high calculation time. Using
only a subset of 100 out of the total 150 samples showed no impact on the obtained
statistics. This implies that the sample size was large enough. From the description of
the DGM (Section 5.1.5) it can be seen that τ 2 and ε can be replaced with a constant,
ηdiff , so that ηdiff = ε/τ 2. In doing this, the uncertainty connected to the measurement
of ε can be disregarded in the modeling of diffusion within the electrode (Chapter 6)
and the uncertainty analysis was therefore performed with respect to ηdiff . Fig. 5.18
shows the measured CO concentration and the calculated CO concentration with the
95% confidence intervals, calculated from the uncertainty analysis. From the uncertainty
analysis, ηdiff is found to have a mean of 0.0645 and a standard deviation of 0.003 (a
relative deviation of 4.61 %). The corresponding mean value of τ 2

ES and the uncertainty
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Figure 5.17: Similar to Fig. 5.16, but with error bars.

Table 5.7: Result of sensitivity analysis. The table shows the sensitivity value, sm, when
parameter m is increased or decreased with one σ.

Parameter m +σ −σ

dsample 1.004 0.995
FA,in, FB,in 0.989 1.011
Hsample 0.995 1.002
XCO,mea 0.970 1.320
XCO,gas 1.024 0.976
ε 1.037 0.961

of τ 2
ES can be calculated from the values and uncertainty of ηdiff and ε:

τ 2
ES = ε

ηdiff,ES
= 4.65 (5.66)

δτ 2
ES = τ 2

ES

√√√√(δηdiff,ES
ηdiff,ES

)2

+
(
δε

ε

)2

= 0.278 (5.67)

δτ 2
ES

τ 2
ES

= 5.97% (5.68)
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The difference in relative uncertainty of ηdiff,ES and τ 2
ES (respectively 4.61 % and

5.97 %) shows the improvement in using ηdiff instead of τ 2
ES in the diffusion modeling

in the subsequent chapter. The mean value of τ 2
ES from the uncertainty analysis was

lower than the value calculated without including the uncertainty. The value calculated
from the uncertainty analysis will be used, because it includes the uncertainties of the
measured parameters.
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Figure 5.18: Measured CO and calculated CO with 95 % confidence interval.

Similar for η2
diff,E an uncertainty analysis was performed. Together with the parame-

ters used in the uncertainty study of η2
diff,ES, the uncertainty of η2

diff,ES was also included.
With these uncertainty factors, the average η2

diff,E was calculated to be 0.020 with a
standard deviation of 0.003 (a relative standard deviation of 14.9 %). This corresponds
to an average τ 2

E of 14.8 with a standard deviation of 2.27. The average η2
diff,E from

the uncertainty analysis was higher than the value calculated without the uncertainty
(11.9). The main reason for this, is that the value used for τ 2

ES in the uncertainty analysis
was based on the uncertainty analysis of τ 2

ES, which was lower than the τ 2
ES value found

without including the uncertainty. Physically, this corresponds to an increase in the
diffusion resistance for E when the diffusion resistance in ES is decrease. The high
standard deviation of 2.27 shows that the uncertainty of τ 2

E is high. This is due to the
low thickness of E.

5.5.5 Comparison with literature values for τ 2

Several different techniques have been used in the literature to calculate the tortuosity.
Table 5.8 list the techniques and resulting tortuosity for different Ni/YSZ samples. In
tomography an image of the sample is obtained and the tortuosity is in general calculated
from τ = Leff/L where Leff is the effective length and L is the shortest length between
two points. Typical tomography techniques includes Focused Ion Beam Scanning Electron
Microscope (FIB-SEM) and X-rays. An disadvantage with the tomography methods is



72 5 Measurement of effective diffusion

that only a small part of the sample is investigated and care must therefore be taken to
ensure that the selected part is representative for the whole sample. Furthermore, as
previously mentioned, when τ 2 is fitted to experimental data, it also includes effect from
dead-end pores and the variation in pore diameter as well as any shortcomings of the
diffusion model.

In the overpotential method, the fact that a loss of cell voltage will occur when there is
a difference between the gas bulk concentration and the gas concentration at the reaction
sites (i.e. TPBs) is used. E.g. during fuel cell operation with H2 the overpotential can
be calculated with [124]:

ηconc = −RT2F ln
(
PH2,TPBPH2O,bulk

PH2,bulkPH2O,TPB

)
(5.69)

where ηconc is the overpotential loss due to concentration differences caused by the
diffusion limitations and P is the partial pressure of the gas species at the reaction sites
(TPB) and bulk, respectively.

From Table 5.8 it can be seen that τ 2
ES range from 2 to 9 depending on the method

and composition of the Ni/YSZ support and if a reaction layer is included. A single
value for the reaction layer, τ 2

E, was found (τ 2
E = 10.15), but with a lower porosity than

that of the reaction layer used in this thesis. These values corresponds well with the
values obtained from the 2d modeling in this thesis.

5.5.6 Permeability measurement
The pressure difference was obtained by manually adjusting the needle valves, and it
was therefore not possible to obtain the same pressure differences for each experimental
run. Fig. 5.19 shows the measured XCO,mea versus the pressure difference, ∆P , for the
two investigated flow rates. A negative ∆P indicates that the pressure in chamber
A is lower than chamber B and vice versa. The pressure difference was obtained by
increasing the pressure in either chamber A or B, while the pressure in the opposite
chamber was maintained at Patm. XCO,calc was calculated with the Wicke-Kallenbach
model presented in Section 5.3.2. The permeability, κ, for all the experimental runs was
fitted by minimizing the relative difference between the calculated CO concentration
XCO,calc, and the measured CO concentration, XCO,mea. XCO,calc was calculated using
the 2d model and the fitted values for τ 2

E and τ 2
E+ES.

g(θ) = min
κ∈<

(XCO,calc −XCO,mea

XCO,mea

)2
 (5.70)

The fitted value of the permeability was κES = 1.1× 10−15 m2 for the support material
and κE = 0.40× 10−15 m2. Fig. 5.19 shows the experimental data (points) and the fitted
values (lines).
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Table 5.8: Tortuosity values from the literature. In the table τ denotes the tortuosity and τ2

the tortuosity factor. TG, OP, WK, and Eq. stands for Tomography, Overpotential,
Wicke-Kallenbach and Equation, respectively.

Method Tortuosity Source Note
TG τx = 2.05, τy = 1.99,

τz = 1.78
[149] FIB-SEM measurements, ε = 47.5 −

49.6%, NI:YSZ 50:50
TG τ 2

x = 3.26, 3.48, 6.17,
τ 2
y = 2.71, 3.04, 3.92,
τ 2
z = 2.27, 2.64, 10.8

[150] FIB-SEM measurements for three sam-
ples with the volume composition: Sam-
ple 1: 42.3 % Ni, 18.9 % YSZ, 38.8 %
pore; Sample 2: 34.2 % Ni, 29.7 % YSZ,
36.1 % pore; Sample 3: 23.6 % Ni, 50.6
% YSZ, 25.8 % pore;

TG τ 2
electrode = 2.22,
τ 2
activelayer = 10.15

[145] 3d reconstructions obtained by X-
ray nano-tomography for an electrode
and the functional layer, εelectrode =
46.6, εactivelayer = 22.8 , Ni:YSZ 50:50

TG τ1 = 3.01 − 3.15, τ2 =
1.9, τ3 = 2

[128] τ1 obtained from limiting current experi-
ments, τ2 as 1 but with surface diffusion,
τ3 calculated from FIB-SEM. ε = 0.33

TG τ1 ≈ 2.5, τ2 ≈ 3, τ3 ≈
4, τ4 = 5.77.

[151] FIB-SEM measurements, τ1 obtained
from sample with 40 wt% Ni, 60 wt%
YSZ ε = 0.15, τ2: 50 wt% Ni, 50 wt%
YSZ ε = 0.21, τ3: 60 wt% Ni, 40 wt%
YSZ ε = 0.23, τ4:70 wt% Ni, 30 wt%
YSZ ε = 0.27

OP τ 2
SMM,CO−CO2 = 4.79,
τ 2
DGM,CO−CO2 = 4.5,
τ 2
BFM,CO−CO2 = 5.49,
τ 2
SMM,H2−H2O−Ar =

5.0, τ 2
DGM,H2−H2O−Ar =

4.5, τ 2
BFM,H2−H2O−Ar =

5.29

[124] Experimental values of overpotential in
a CO-CO2 and a H2-H2O-Ar system.
ε = 0.46

WK τ 2 = 2.5− 3 [136] Fuel electrode layer (500 µm) with
40/60 % vol Ni/YSZ, active layer (5-
10 µm) with 50/50 vol% Ni/YSZ ε =
0.3− 0.6

Eq τ 2 = ε−0.5 [152] Bruggeman correction. Only valid for
ε > 0.6 [153]

Eq τ 2 = (1+ε)2

ε(1+ε)2+4ε2(1−ε) [154] Equation based on a 3d cube packing
model and compared with experimental
data.
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Figure 5.19: Permeability results. Squares are at 1000 ml min−1 and triangle are at
150 ml min−1

Similar to the calculation of τ 2, an uncertainty analysis of the permeability was
performed. In addition to the parameters included in the uncertainty analysis of τ 2,
(Fi,in, Fj,in,XCO,mea, XCO,gas), ∆P was added. The previously described Monte Carlo
method was used with a total of 100 samples. Based on the uncertainty analysis, the
standard deviation of the permeability was found to be 0.018× 10−15 m2.

5.5.7 Comparison with literature value for κ
In the literature a wide range of values have been used for the permeability, see Table 5.9.
In some studies a constant value is assumed (without specifying why the value was chosen)
in the range of 10−7 m2 to 10−12 m2. Others have used the Kozeny-Carman equation
(Eq. (5.71)) and calculated the permeability to be in the range 10−14 m2 to 10−16 m2.
Finally, the permeability has been measured with permeametry and porosimetry methods
to be in the range 10−14 m2 to 10−15 m2. In permeametry the flow rate through a sample
is measured when a known pressure is applied, i.e. similar to the method used in this
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study. In porosimetry the opposing force due to surface tension is measured during
intrusion of a non-wetting liquid (typically mercury) at high pressure into the sample.
From the measurement of the force, the permeability can be calculated [155, 156].

κ = αKC
ε3d2

par

(1− ε)2 (5.71)

where αKC is a constant and dpar is the diameter of the particles that makes up the
material.

Comparing the fitted values for κ (κES = 1.1× 10−15 m2 and κE = 0.40× 10−15 m2)
with the data in Table 5.9, it can be seen that the fitted values for κ is within the
literature interval, but in the lower range. Comparing specifically to the data in row 4,
11, 13 and 15, which have a similar porosity to the investigated samples, they are all in
good agreement with the fitted values for the permeability.

Table 5.9: Literature values for κ of Ni-YSZ. Compiled by [157]

No. κ, m2 Method Microstructure Source
1 2− 18× 10−14 Permeametry and

porosimetry
ε ≈ 0.4, 1 µm < dp <
5 µm

[155]

2 1− 4× 10−14 Permeametry ε > 0.3 [158]
3 9.83× 10−15 Permeametry dp ≈ 0.5− 10 µm [156]
4 1− 5× 10−15 Permeametry and

porosimetry
0.2 < ε < 0.3 [159]

5 1× 10−12 Constant parame-
ter

ε = 0.38 − 0.5, dp = 1 −
2 µm

[160]

6 1.7× 10−12 Constant parame-
ter

ε = 0.38, dp = 1 µm [161]

7 1.57× 10−12 Constant parame-
ter

dp = 1 µm [162]

8 1.76× 10−11 Constant parame-
ter

ε = 0.5 [163]

9 1.0× 10−7 Constant parame-
ter

ε = 0.9 [164]

10 2.18× 10−14 Kozeny-Carman ε = 0.35, dp = 0.5 µm [165]
11 1.27× 10−15 Kozeny-Carman ε = 0.3, dp = 0.5 µm [166]
12 9.237× 10−15 Kozeny-Carman ε = 0.5, dp = 2.5 µm [167]
13 1.9× 10−15 Kozeny-Carman ε = 0.3, dp = 1 µm [168]
14 8× 10−16 Kozeny-Carman ε = 0.4, dp = 0.9 µm [169]
15 1.27× 10−15 Kozeny-Carman ε = 0.3, dp = 0.5 µm [170]
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5.5.8 Investigation of well-mixed assumption
In the calculation of τ 2 with the 1d model, it was speculated that the disagreement with
the model and the measured values was due to the assumption of a well-mixed gas phase
within the two chambers of the diffusion cell. With the 2d model it was possible to
extract the flow pattern and CO concentration, both in the chambers and the sample,
for investigation of this.

Fig. 5.20 shows the flow velocity in the two chambers for the lowest inlet flow rate
(150 ml min−1) and the highest flow rate (1400 ml min−1). The white lines are the stream
lines and the red arrows are the two components of the velocity, ur and uz. From the
figure it can be seen that a recycling zone is present at both low and high flow rates.
However, because of the location of the recycling zone, the sample surface will not be
exposed to a well-mixed gas composition, since the inlet gas is not mixed with the outlet
gas before the inlet gas reached the sample. This can also be seen in Fig. 5.21 were the
CO mole fraction is plotted in both chambers at the low flow rate (the two figures left)
and at the high flow rate (the two figures right). From the figures it can be seen that the
CO mole fraction in chamber A (the two top figures) increases significantly from r = 0
to r = rsample just above the sample surface, due to the flow profile (see Fig. 5.20). The
increase is most clearly seen at the low flow rate, but is also present at the high flow
rate. In chamber B (the two bottom figures) a decrease in CO is seen from r = 0 to
r = rsample just below the sample surface, again most significant for the low flow rate.

These figures clearly shows that the two chambers of the diffusion cell are not well-
mixed and this is why the 1d model (with this assumption) cannot be used to model the
cell. Similar observations has been reported by Perdana et al. [171] for a Wicke-Kallenbach
setup with a different inlet and outlet geometry.

5.6 Conclusion
The analysis and modeling of the setup reveal that mass transfer from the bulk gas to
the sample, and the influence of the flow pattern within the setup, was significant. A
simple 1d model approach, which is usually used to model Wicke-Kallenbach diffusion
cells, was therefore insufficient to model the diffusion cell. Instead a 2d axisymmetric
model, including the mass transfer and flow pattern, was used. With the 2d model,
the tortuosity of the support material was calculated to be τ 2

ES = 4.65 with a standard
deviation of 0.287 (corresponding to a relative uncertainty of 5.97 %) and for the reaction
layer material τ 2

E = 14.8± 2.27, relative uncertainty 15.4%.

The porosity and tortuosity was combined into a new parameter: ηdiff = ε/τ 2. When
performing the uncertainty analysis with respect to ηdiff rather than τ 2, the uncertainty
of ε can be ignored. In this way, the relative uncertainty is reduced to 4.61 % for ηdiff,ES
and to 14.9 % for ηdiff,E.
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Figure 5.20: Flow magnitude within the Wicke-Kallenbach diffusion cell. A (left): Flow
magnitude at 150 ml min−1 and B (right): Flow magnitude at 1400 ml min−1.
Based on the values given in Fig. 5.3 and Table 5.6, ηdiff,ES = 0.0645 and
κ=1.14 m2. Noted the difference in scale of the two figures

The permeability was fitted to κES = 1.1× 10−15 m2 for the support material and
κE = 0.40× 10−15 m2 for the reaction layer material. An uncertainty analysis reveal a
low experimental uncertainty of 0.018× 10−15 m2.

Both the values for τ 2 and κ are within reasonable ranges, compared to the literature.
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(a) Chamber A, flow rate 150 ml min−1 (b) Chamber A, flow rate 1400 ml min−1

(c) Chamber B, flow rate 150 ml min−1 (d) Chamber B, flow rate 1400 ml min−1

Figure 5.21: Mole fraction in the diffusion cell compartments at two different inlet flow rates.
The top figures are chamber A and the two bottom figures are chamber B. The
left figures are the low flow rate (150 ml min−1) and the right figures are at a
high flow rate (1400 ml min−1). Noted the scale in the top figures goes from 0
to 10−3 and from 7.5× 10−3 to 10× 10−3 in the two bottom figures



CHAPTER 6
Modeling of diffusion

limitations in fuel electrode and
impact on carbon formation

risk
The diffusion of gas species in the fuel electrode is important, since the reactants (CO2
and H2O) has to diffuse from the fuel channel to the reaction sites (the triple phase
boundaries, see Section 1.2). Afterwards, the products (CO and H2) has to diffuse from
the reaction sites to the fuel channel. In this chapter, the diffusion through the fuel
electrode is modeled and the gas composition and risk of carbon formation is evaluated.
As described in Section 5.1.2 several models for the diffusion has been proposed, but the
dusty gas model has been selected.

The diffusion is modeled with a 1d model and a 2d model. As described in Section 1.2
the planar SOC consist of cells and interconnects, where the interconnects distribute
the flow across the cell and leads the current through the stack. At the points where
the interconnects touch the cell, the cell will not be in contact with the gas channel
(see Fig. 6.1). However, the electrochemical reactions will still take place in the cell
underneath the intersection of the cell and interconnect. Consequently the gas has to
diffusive a longer way to reach the reaction sites below the interconnect, compared to
the reaction sites below the channel, and this leads to higher concentration gradients.

In the air electrode, the formed oxygen also has to diffuse from the reaction sites to
the air channel. However, the air electrode is not investigated in this thesis. Instead the
reader is referred to the literature, e.g. [172, 173].

The modeling work and results are published in the article “Modelling of Gas Diffusion
in Ni/YSZ Electrodes in CO2 and co-electrolysis“. The postprint of the article is included
in the thesis appendix, see Appendix D.2.
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Figure 6.1: Sketch of diffusion and current transport. The gas is transported via diffusion
from the boundary between the fuel electrode and the channel, to the TPBs at
the bottom. Under the rib of the interconnect, the gas has to diffuse a longer
distance, compared to under the channel.

6.1 Conclusion
A 1d and 2d model has been developed and the concentration and pressure gradient in
the fuel electrode was calculated. The effect of the channel dimensions was investigated
and found to have a significant influence on the mole fraction and pressure gradients. It
was found that the CO mole fraction at the fuel electrode-electrolyte interface could be
expressed as a simple linear function based on the current density (when the channel
dimensions were fixed).

In the confidential version of the thesis, the linear functions were fitted to the obtained
values for the effective diffusion in Chapter 5 and implemented in the in-house 3d stack
model. With the altered 3d stack model the Boudouard margin was calculated with and
without diffusion limitations. With diffusion limitations, the margin was significantly
reduced. An uncertainty analysis including the ηES and ηE showed that these parameters
only induced a low uncertainty of the calculated Boudouard margin. The results shows
that diffusion limitations are important in SOECs.



CHAPTER 7
Removal of formed carbon

The purpose of this chapter is to investigate if the formed carbon from the Boudouard
reaction can be removed and ultimately if the carbon formation can be suppressed. If
carbon can be removed without destroying the cells, the system can be operated at a
higher conversion. This would decrease the load on a subsequent purification process
and decrease the amount of recycle (which lowers the power consumption).

In this chapter, the background for carbon removal in the literature is reviewed with
respect to solid oxide cells. Based on the literature, an experimental plan is designed
and a test setup is build. The results are presented and discussed.

7.1 Carbon removal and suppression
No studies have been found for SOEC with respect to carbon removal or suppression. The
removal of carbon has been studied for SOFC fueled with syngas, CH4 and synthetic diesel
reformate [174–178]. In a SOFC the CH4 and synthetic diesel reformate fuel is either
pre-reformed before entering the SOFC, or reformed within the fuel electrode, typically
with H2O, to give a mixture of CO and H2. Carbon formation is thermodynamically
favored when the oxygen-to-carbon and hydrogen-to-carbon ratio is low. However, for
SOFC the addition of H2O decreases the voltage of the cell (and thereby the power
output), and it has therefore been investigated if the addition of H2O could be omitted
and the formed carbon subsequently removed. The formed carbon can be removed by
using a gasification gas of either O2, H2O, CO2 or H2. The gasification gas will react
with the solid carbon according to the following reactions:

C(s) + O2 −−→←−− CO2 (7.1)
C(s) + H2O −−→←−− CO + H2 (7.2)
C(s) + H2 −−→←−− CH4 (7.3)
C(s) + CO2 −−→←−− CO (7.4)

For gasification with H2O, the formed CO might react further, via the water-gas shift
reaction (H2O+CO −−→←−− H2 +CO2).

The rate of gasification depends on the type of gasification gas. However, the
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gasification gas (except H2) might also oxidize Ni:
2 Ni + O2 −−→←−− 2 NiO (7.5)
Ni + H2O −−→←−− NiO + H2 (7.6)
Ni + CO2 −−→←−− NiO + CO (7.7)

During manufacturing of the fuel electrode, NiO and YSZ are sintered together
(Fig. 7.1a). The cermet is then heated and reduced with H2 (NiO + H2 −−→←−− Ni + H2O,
Fig. 7.1b) . During operation, Ni agglomerates and forms fewer but larger particles
(Fig. 7.1c). If the Ni is later re-oxidized, the NiO can not fit the original space and a
locale tensile stress is induced in the YSZ network [179]. This tensile stress can cause
failure and ultimately cracks in the electrolyte (Fig. 7.1d).
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on ceramic anodes [15]), about 10 PhD theses [16–24], tens of patents and hundreds of scientific 

papers. This review will try to be as exhaustive as possible. It describes first the reduction and 

oxidation of nickel at high temperature, then continues with the reduction and oxidation of  

Ni-based composites. The effects of RedOx cycles on ceramic-metal (cermet) anode properties, like 

conductivity, electrochemical performance, dimension, etc., are reported. Finally, it reviews the 

solutions at system, design and materials levels. A brief synthesis precedes the conclusion.  

2. RedOx Instability 

2.1. Problematic 

RedOx instability refers to the chemo-mechanical instability of the solid oxide fuel cell anode and 

support under oxygen partial pressure variation of more than 20 orders of magnitude during reduction 

and oxidation (pO2,air = 0.21 atm and pH2,3%H2O,800°C = 4 × 10−22 atm) at high temperature (600–1000 °C).  

This was first reported in 1996 by Cassidy et al. for Ni-YSZ anode supported thin electrolyte  

cells [10]. The volume increase upon reduction and reoxidation (“RedOx cycle”) of the anode support 

was measured as well as the loss of the open circuit voltage (OCV) due to cracking of the  

thin electrolyte.  

This pointed out one of the main limitations of the nickel-ceramic based anode. These anodes show 

a large bulk volume change upon Ni reoxidation. The shrinkage of nickel oxide particles during 

reduction is around 40 vol %, and during reoxidation nickel expansion is around 66 vol %. The molar 

volumes of NiO and Ni are given in Table 1. The ratio of molar volume of the oxide and the metal is 

known as the Pilling–Bedworth ratio and is about 1.66 for nickel [25]. Based on Cassidy’s and 

following works, Klemensø drew a schematic of the mechanisms underlying the anode RedOx, as 

shown in Figure 1 [26–28]. 

Table 1. Nickel and nickel oxide molar mass, specific mass and molar volume [29,30]. 

 NiO Ni 

M [g/mol] 74.71 58.71 
ρ [g/cm3] 6.67 8.9 

V [cm3/mol] 10.97 6.58 

Figure 1. Microstructural changes during a RedOx process in Ni-YSZ (yttria stabilized 

zirconia) based anodes [27]. 

 

Figure 7.1: Cartoon illustrating the microstructural changes in the NI/YSZ cermet upon the
different redox steps. Pink particles represent YSZ, and green and gray particles
represent respectively NiO and Ni. a) As-sintered state. (b) Short-term reduced
state. (c) Long-term reduced state. (d) First re-oxidized state. The two arrows
point to a crack in the electrolyte and a failure in the ceramic network in the
cermet, respectively. Modified from [179].

To ensure that the fuel electrode is not oxidized, it is necessary to choose a gasification
gas, temperature, and exposure time, that ensures carbon removal but does not allows
for Ni oxidation. This can e.g. be obtained with adding a small amount of H2 or CO.
The equilibrium constant for Ni oxidation with H2O or CO2 (Eq. (7.6) and Eq. (7.7)) is
around 10−5 at 750 ◦C [176]. Using 5 % H2, the reaction quotient is 0.05, which is much
larger than the equilibrium constant. Re-oxidation of Ni should therefore not occur.

The literature will now be examined and a gasification strategy will be developed.

7.1.1 Literature survey
As described above, studies on carbon removal on SOEC’s have not been published. A
few studies on carbon removal on SOFC’s have been published and are reviewed in the
following.
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Kirtley et al. [175] have used in situ Raman to study the formation and removal of
carbon on Ni/YSZ. The carbon was formed at 730 ◦C when the electrode was exposed
to dry methane at open circuit voltage (OCV). The removal of carbon was tested with
H2O, CO2, and O2 and monitored in situ with Raman spectroscopy. They found that
carbon started to form within seconds after being exposed to dry methane and reached
an asymptotic limit after 7-8 min. The asymptotic limit is ascribed to the limits of
the penetration depth of the Raman excitation light. When exposed to H2O, CO2, and
O2, respectively, it was found that H2O removed the carbon (observed as loss of signal)
within 20 s, O2 removed carbon within 60 s and CO2 removed carbon within 120 s. After
the loss of carbon signal, a NiO signal appear after 0 - 23 s for O2, 60 - 150 s for CO2,
and 140 - 185 s for H2O. The increase in NiO signal continued for O2, while it reached
an asymptotic limit when H2O or CO2 was supplied to the cell. The asymptotic limit,
when H2O or CO2 was used, is reached because an equilibrium between the H2O/H2 and
CO2/CO, respectively, is obtained. The result of the study thus suggests that H2O is
faster than CO2 and O2 to remove carbon, while the risk of oxidizing Ni is highest when
O2 is used.

Kuhn and Kesler [176] tested a cell with a Ni/YSZ support layer and a Ni/ScSZ
reaction layer. A carbon deposition gas (0.4 % of CH4, C2H6, and CO, respectively in
N2) was used to form carbon over a period of 100 hr and afterward a gasification gas
was used to remove the carbon. Fig. 7.2 shows the mass change when the sample was
exposed to carbon deposition from CH4 and CO-gas, and subsequently exposed to either
a H2 or CO2-gasification gas. It can be seen that the mass is increasing over the first
100 hr at 600 ◦C and when the gasification gas is used (t>100 hr), the carbon is rapidly
removed. At 700 ◦C the Boudouard reaction is thermodynamically limited by the small
amount of formed CO2 [176] (turquoise line in Fig. 7.2), and therefore no increase in the
mass was observed. The study suggests that the carbon formation rate is linear (for at
least the first 100 h) for carbon formation from CO, whereas the carbon formation rate
for CH4 is higher initially and then decreases. In Fig. 7.2a, the gas used for the black
line (700/CH4/CO2) was 0.5 % CH4 in N2, whereas it was 0.375 % CH4 for the blue, red,
and green line. Comparing the black, red and green line in Fig. 7.2 it can be seen that
the carbon formation rate is highly dependent on reactant concentration (black and red
line), but the temperature only has a minor influence (red and green line). The result of
this study suggests that carbon can be fully removed, even when a substantial amount
has been formed. However, it does not specify the amount of carbon that can be formed
before affecting the cell performance.

Subotić et al. [177, 178] studied the carbon removal from Ni/YSZ electrodes. First
carbon was formed by exposing the electrode to a diesel reformat (15.4 % H2, 13.7 % CO,
9.8 % CO2, 20.3 % CH4, 11 % H2O and 29.8 % N2) for 30 min, which caused massive
carbon deposition. After the first 15 min, the cell performance deteriorated significantly
faster, indicating that the catalytic active Ni-surface was covered with carbon and thus
deactivating Ni for further reforming reactions (in SOFC, methane needs to be reformed
to H2 and CO). The cell was regenerated by exposing it to a wet H2/N2 mixture (45.6 %
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Figure 7.2: Carbon deposition and gasification results for 100 h chemical reversibility testing
for carbon deposition from CH4 (a) and CO (b), and subsequently gasification by
H2 or CO2 at 600 and 700 ◦C. The legend states the temperature, the gas used
during carbon deposition and the gas used to gasify the deposited carbon. E.g.
700/CH4/CO2 means that the temperature was 700 ◦C, CH4 was used during
the carbon depositon step and CO2 was used to gasify the deposited carbon.
Condition at carbon deposition for the top figure was: (Black line) 0.5 % CH4 in
N2 201 sccm, (Blue, red and green line) 0.375 % CH4 in N2 at a total gas flow
rate of 200.75 sccm. For the bottom figure: 0.4 % CO in N2 at a total gas flow
rate of 200.75 sccm . For gasification with CO2, the gas composition was 95 %
CO2 and 5 % H2 with a total flow rate of 156 sccm, and for gasification with H2
the gas composition was 5 % H2 in N2. Figure modified from [176].

H2, 11 % H2O, and 43.4% N2) for 24 hr and subsequently a dry H2/N2 mixture (45.6 %
H2 and 54.4% N2) for another 20 hr. Fig. 7.3 shows the Ui-curve (Voltage, U vs current
density, i.) before and after the carbon deposition as well as after the regeneration. From
the figure, it can be seen that the gray curve (case 2 - after carbon deposition) is below
the blue line (case 1 - carbon-free), meaning that the cell voltage and power density is
decreased. After regeneration, the orange points (representing case 3 - after regeneration)
are on top of the blue line. This shows that the original performance of the cell has been
recovered. A total of three carbon formation and regeneration cycles was performed
without any sign of degradation.

In continuation of Subotić et al.’s experimental work, a model describing the surface
coverage of species was developed and the regeneration with wet and dry hydrogen was
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simulated [180]. It was found that elementary adsorbed carbon was removed within less
than 5 min, which was substantially less than the experimentally found 44 hr. However,
the formation of other carbon phases was not included due to lack of reaction kinetics and
“discrepancies in the numerical handling of these separate phases and their interactions”
[180]. Regeneration with CO2/N2-mixture and a CO2/O2/N2-mixture was also simulated.
It was found that when a CO2/N2-mixture was used, both C(s) and adsorbed CO could
not be completely removed. When a CO2/O2/N2-mixture was used, very high carbon
gasification rates were observed. However, within seconds a potential for Ni oxidation
was established.

Figure 7.3: Electrochemical cell performance before and after carbon deposition and regener-
ation experiments: Case 1: Carbon-free anode; Case 2: After carbon deposition
experiment; Case 3: After regeneration procedure; Case 4: After cathode degrada-
tion with compressor air (not commented further in this thesis). Figure modified
from [178].

The studies by Subotić et al. suggest that carbon formed within the first 15 min of
exposure to a carbon forming gas, affected the performance of the cells. Furthermore, it
suggests that a regeneration step of 44 h is needed to fully regenerate the cell. Based on
the study, a short period with carbon forming conditions will be used in the experiment.
However, a regeneration step of 44 h is unfeasible for a commercial CO2-electrolysis plant.
Instead, the CO2 concentration during gasification will be measured and the duration of
the gasification step chosen based on these measurements.

The suppression of carbon formation by removal of deposited carbon has been reported
for Ni/Al2O3 [181] and Ni/CaAl2O4 [182]. Both studies investigated the CO2 reforming
of CH4, where carbon is a problem due to a low steam to carbon ratio. After a period of
reforming and carbon deposition on the sample, the deposited carbon was removed with
CO2 (H2 was also investigated in [182]). Fig. 7.4 shows the gain and loss of mass due to
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carbon deposition and gasification from [181], when the carbon deposition/gasification
cycle was repeated multiple times. In Fig. 7.4A it can be seen that the relative increase
in mass is largest for the first cycle and decreases for each subsequent cycle. Fig. 7.4B
shows that when the temperature is increased, during a carbon removal step, the relative
increase in mass decreases to zero. This suggest that all carbon have been removed.
The rate for reforming of CH4 does not decrease with the number of cycles. A similar
observation was presented in [182].

The results presented above can not be directly transferred to the SOEC electrode
used for electrolysis of CO2: The carbon is formed from CO rather than CH4, and due
to the mechanical and thermal stresses in a cell, present in a stack, small amounts of
formed carbon might deteriorate the cell within the first cycle. However, if it is possible
to suppress the carbon formation on Ni/YSZ without deteriorating the cell, and the cell
can sustain carbon removal, the time between carbon removal steps can be increased
and the cells can be operated at higher CO concentrations.

Figure 7.4: Left: A - Changes in the catalyst weight in methane flow (carbon deposition)
T=1000 K, Methane flow 1.5× 10−5 mol s−1. Right: B - Changes in catalyst
weight in carbon dioxide (carbon removal step). ∆Wn is the difference in sample
mass during the experiments and ∆Wr,n is the start mass for cycle r. Thus
∆Wn/Wr,n is the relative change in mass. The carbon removal step is started at
700 K and the temperature is continuously increased to 1000 K (5 K/min). The
CO2 flow was 3.0× 10−5 mol s−1. Figure modified from [181].

7.1.2 Input to experimental plan
Based on the literature study, H2O will be used to remove the carbon. In addition,
some H2 will be added, so that the oxidation of Ni to NiO is thermodynamically limited.
H2O was chosen because the gasification of carbon with H2O is relative fast, while the
oxidation of Ni can be avoided with a small amount of H2. The literature study showed
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that O2 would be even faster to gasify carbon, but O2 will also oxidize Ni. Small amount
of H2 can not be added to O2, since it will be consumed rapidly and form H2O (at the
high operation temperature). CO2 will be slow to gasify the carbon and a calculation
study showed that CO2 can not completely removed carbon [180]. A few studies on Ni
catalyst suggest that the carbon formation can be inhibited by frequent cycles of carbon
formation and removal. To investigate if this is the case, the CO2 developed during the
gasification step will be measured and used to evaluate the amount of carbon formed, as
the number of regeneration cycles increases.

7.2 Experimental setup
A pilot unit for stack tests was built as part of this PhD study. The purpose of the pilot
unit was to investigate the possibilities for carbon removal on SOEC stacks. This requires
that the pilot unit must be able to supply a range of gasses (CO2, CO, H2, safety-gas
(5% H2 in N2), air and steam), heat the gasses and stack, and supply the stack with
current.

The pilot unit is outlined in Fig. 7.5 and consists of:

A: Mass-flow controllers (MFC) for addition of CO2, CO, H2, safety-gas (5% H2 in
N2), and compressed air

B: Water mass-flow controller and evaporator

C: Electrical heaters (LE)

D: Furnace

E: Gas cooling with cooling water (CW) and sample extraction section (AP)

F: Power supply unit (PSU)

The addition of gas and water is controlled with mass-flow controllers (MFC). The gas
to the fuel side of the cell (CO2, CO, H2, and safety-gas) is heated in the preheater LE 1,
potentially mixed with H2O evaporated in LE 5, and heated to 750 ◦C in LE 3. Similarly,
the gas to the purge side (CO2 and dry air) is heated in LE 2 and LE 4. The temperature
in the furnace is controlled with LE 6. After the stack/furnace, the gas is cooled with
cooling water (CW on Fig. 7.5) and points for gas sampling (AP) are placed. In case of
trips, the valve before the needle valves at the safety gas line and the dry air line opens and
a predetermined flow is obtained. The experimental setup was controlled with National
Instruments’ program Labview, which was also used as data acquisition system. During
the regeneration step, occasionally continuous measurement of the released CO2 was also
taken with a “Guardian NG”, which was capable of measuring CO2 in the 0-3 % range.
During the regeneration step, H2O will oxidized solid carbon to CO, which is subsequently
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Figure 7.5: Schematic drawing of the experimental setup (the pilot plant).

reacted to CO2 via the water-gas shift reaction. A thermodynamic calculation (using
internal software at Haldor Topsoe A/S) showed that, at 750 ◦C, approx. two-third of the
oxidize carbon will be present as CO2 and one-third will be present as CO. The kinetics
for the water-gas shift reaction are fast and it is therefore expected that the actual gas
composition will be close to the thermodynamic equilibrium. The CO2-detector can
therefore be used to give a rough estimate of the amount of released carbon, and to
compare the amount of released carbon during the experiment.

A 9-cell stack (supplied by Haldor Topsoe A/S) was placed in the furnace on a
manifold and held in place by a compression system. Between the stack and the manifold
a Statoterm gasket was placed, to ensure the gas tightness. The electrical heaters and the
furnace were regulated with a maximum rate of 3 K/min to ensure that the cells/stack
were not damaged from thermal stress during heating and cooling.

The 9-cell stack was a 2.5G Ni/YSZ fuel electrode supported cell [108]. The active
fuel electrode consisted of Ni/YSZ, the electrolyte consisted of YSZ and the air electrode
consisted of LSCF (strontium doped lanthanum ferrite partially cobalt doped) with a
CGO (gadolinia doped ceria) barrier layer between the air electrode and the electrolyte.
The 9-cell stack was placed in a casing. Since the casing is primarily used for larger
stacks, a void between the stack and the casing had to be filled with a compression
mat. Between the mat and the stack, four thermocouples were placed and the stack and
compression mat were squeezed into the casing, see Fig. 7.6.

7.3 Experimental plan
To test the possibility of frequent carbon removal by a water regeneration step, three
stacks were tested in the experimental setup. The stacks were tested with the following
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Figure 7.6: Placement of thermocouples and stack position within the casing. Four thermo-
couples were placed on top of the stack (separated from the stack with a thin
Statoterm plate). On top of the stack and thermocouples, a large compression
mat was placed. The parts were placed in the casing and compressed, so that the
stack aligned with the bottom of the casing. This ensured that the space between
the stack and casing became gas-tight. The thermocouples are referred to as T1,
T2, T3 and T4. T1 is closest to the inlet of the gas flow, and T4 is closest to the
outlet. Note that, due to readability, only 3 cells are shown in the stack and the
stack/compression mat is not to scale. The gas flow to the stack is supplied via a
manifold, which is fixed to the bottom of the casing.

steps, explained in details below:

1. Heat up + open circuit voltage (OCV) measurement

2. Voltage-current (Ui)-measurement (only stack A)

3. Initial degradation run

4. Stack A: Operation at carbon forming conditions with thermal cycling
Stack B+C: Operation at carbon forming conditions with a water regeneration
step and thermal cycling

The flow, temperature and applied current density for the steps are summarized in
Table 7.1. The theory behind the OCV measurement and cell voltage is described in the
introduction part, Section 2.1. Illustrations of the response to an OCV measurement, a
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trip, and a thermocycle, is illustrated in Appendix C. The Ui-measurement for stack A
is described below in step 2.

1) After the stack had been mounted in the setup, it was heated from room tem-
perature to 750 ◦C. After reaching the specified temperature, the flows were changed
(according to Table 7.1) and an OCV measurement was taken by recording the cell
voltage after 1.5 hr (at which the cell voltage and temperature were stabilized).

2) Ui-measurement was conducted for stack A. The Ui-measurement consisted of a
series of measurements of the cell voltage, U , at different current densities, ~it. The reason
for the Ui-measurement was to test the functionality of the test setup with a real stack
and to be able to compare the stack performance with some of Haldor Topsoe A/S’s
internal tests (not discussed further in the thesis). With the flow specified in Table 7.1,
the current density was increased to 918, 1835, 2753, 3670, 4588, 5964, 6882, and 7800
A m−2, respectively. After a period of 1.5 hr (after which the cell voltage and temperature
stabilized), the cell voltage and temperatures were recorded, and the current density was
increased. The Ui-measurements should not cause a difference between stack A and B/C,
since the Ui-measurements were conducted at conditions were carbon formation should
be thermodynamically unfavored and the total time for the Ui-measurement was very
short compared to step 3 – the initial degradation step.

3) During stack tests at Haldor Topsoe A/S it is commonly observed that a relative
high initial degradation rate can be seen for SOECs. This has also been reported in the
literature [183] and [11, pg. 88]. To separate this from the degradation observed from
operating at carbon formation favored conditions, the stack was operated at unfavored
carbon formation conditions for approx. 200 hr. With the in-house 3d stack model,
Section 2.5, it was calculated that the initial degradation could be conducted at 7800
A m−2 with an overall conversion of 32 % without carbon deposition (the temperature
margin was + 18 K). To test if carbon had formed anyhow, a carbon removal/regeneration
step (similar to the one described in step 4) was performed before the operation at carbon
forming condition was started.

4) After the initial degradation step, the overall conversion was increased to from 32
% to 65 % by decreasing the inlet flow. In this way, the carbon potential was increased
and, with the in-house 3d model, it was calculated that the Boudouard equilibrium
temperature at approx. half the active cell area was below the actual temperature
within the stack. Thus, the stack was operated at conditions where carbon formation
would certainly be expected. Stack A the stack was operated at the carbon formation
conditions for 16 h, followed by an OCV measurement, a thermocycle, and another OCV
measurement. In the thermocycle step the system was cooled to 100 ◦C, by lowering
the set point of the heaters with a ramp of 3.3 ◦C/min. Due to the thermal mass of
the furnace and stack, the actual rate of temperature change was less than 3.3 ◦C/min
for a large part of the cooling step. When 100 ◦C was reached, the system was heated
to 750 ◦C and an OCV measurement was performed. The flow was then changed and
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a current density of 7800 A m−2 was again applied for 16 h. 16 h was initially selected
because the thermocycle was calculated to take 8 h, and a complete cycle could thus
be performed each day. However, the addition of OCV measurements (2x1.5 h) and the
extended cooling time, due to the high thermal mass, made the cycle last 32 h instead.
However, the 16 h of operation at carbon formation conditions was kept.

For stack B and C, regeneration steps were performed frequently, to hopefully avoid a
catastrophic build-up of carbon. In the test of stack B, regeneration step was performed
after each 15 min of carbon forming operation. For stack C, the time at carbon forming
operation, was 30 min for the first 6 thermocycles and then increased to 60 min for
remaining thermocycles. The regeneration step consisted of flushing the setup with the
operation gas mixture CO2/H2 with a current density 0 A m−2 for 2 min, followed by a
gas mixture of H2 mixed with the safety-gas for 1 min and ultimately pure safety-gas for
2 min. Then 64.3 g h−1 H2O (equal to 80 NL h−1) was added for 5 min to the safety gas
flow. The flushing of the setup was necessary to make the operation of the measurement
safe and avoid saturation of the CO2-analyzer. The first flush with CO2/H2 ensured
that CO was flushed out of the system. Thus, if any leakage between the setup and the
analyzer should occur, the amount of CO released would be low. The next two flushing
steps brings the CO2 concentration in the setup below 3 %, which is the upper range of
the CO2-analyzer. After the water injection step, an OCV measurement was performed.

After the experiments, a post-mortem analysis (PMA) was performed. The PMA
consisted of dismantling the stack, separating and visual inspecting of each component in
the stack. The visual inspection was conducted with both the naked eye and with SEM.

7.4 Results
First, the results of the initial degradation step (step 3.0) are presented and then the
results from the regeneration step (step 3.1) are presented. Afterward, the results of
the carbon forming and regeneration steps (step 4.0 to 4.7) are presented for each stack.
Finally, the amount of carbon removed during the regeneration step are estimated.

An erroneous PLC (Programmable Logic Controller) caused several trips during the
experiments. The PLC was responsible for the safety system of the pilot unit and despite
thorough troubleshooting from Haldor Topsoe A/S’s electricians, the problem was first
identified and solved after the completion of the experiments. A small number of trips
were caused by issues related to the laboratory at which the setup was located (loss of
gas and power, shutdown of incinerator unit). Furthermore, the power supply unit also
malfunctioned and was replaced with a spare. The effects of the trips are described in
the appropriate subsections below.
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7.4.1 Initial degradation - Step 2-3
Fig. 7.7 shows the average cell voltage and temperature of the three stacks during the
initial degradation period. Unexpected shutdowns (trips) and OCV measurements are
marked with symbols. From the figure, it can be seen that the average cell voltage,
and temperature, of the three stacks are close to each other. The initial degradation
period for all stacks was affected by a number of trips. To increase the readability of the
presented measurements, the time on the x-axis is the effective time of operation. Thus,
the downtime from trips and OCV measurement was removed.
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Figure 7.7: Average cell voltage and stack temperature (T3). OCV measurements and trips
are shown with star and diamond symbols, respectively.

From the average cell voltage curve, the effect of the trips can be seen as small
increasements in the voltage. All stacks ran at the conditions described in step 3 in
Table 7.1, except for:

• Stack A from t = 137 h to t = 154 h, where the safety gas was not turned off after
a trip by a mistake.

• Stack C from t = 61 h to t = 294 h, where the current density was decreased from
7800 A m−2 to 6882 A m−2.

The reason for the decrease in current density for stack C, was a large increase in the
temperature observed for the first 61 h. To compensate for the decrease in the current
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density, the time was increased from ≈200 h to 294 h. After t = 294 h, the current density
was increased to 7800 A m−2 and neither the cell voltage nor temperature exceeds the
ranges observed from stack A. The OCV measurement all showed cell voltages of close
to 1.2 V, which shows that the cells were not leaking during the initial degradation.

The deviation between the average cell voltage and temperature of the three stacks is
probably cause by differences from the production of the cells.

7.4.2 Regeneration step - Step 3.1
After the initial degradation step, a regeneration step was performed to test if carbon had
formed. Fig. 7.8 shows that CO2 was formed when water was added to stack B and C after
the initial degradation period, suggesting that solid carbon was gasified. The regeneration
step was also applied to stack A, but the CO2-analyzer was not installed at that time, and
therefore stack A is not included in Fig. 7.8. The presence of solid carbon after the initial
degradation step, which should have been running at thermodynamically unfavorable
conditions, suggest that the model predictions are not accurate for the conditions used
in the initial degradation step. In the previous chapter, it was shown that diffusion
limitations may cause high concentration gradients in the fuel electrode, when the current
density is high. This can explain the presence of carbon. The diffusion limitations was
not included in the predictions made prior to the carbon removal experiments, because
the diffusion experiments was not completed at that time. The diffusion was later
included, and it was found that the Boudouard margin was negative at the conditions
used for the initial degradation. The exact calculate is not included in the thesis, due to
confidentiality. From the figure, it can be seen that the CO2 peak is larger for stack C.
When the peaks were integrated, the peak for stack B was approx. 11 g and the peak for
stack C was approx 38 g (the mass was calculated with Eq. (7.8) on page 104). This
suggests that carbon is forming at both 6882 and 7800 A m−2.

To test if the CO2 signal was caused by release of adsorbed CO or CO2, a simple test
was performed. A gas consisting of 50 % CO and 50 % CO2 was passed over stack C
before the initial degradation step was started. The temperature of the stack was 750 ◦C
and no current was applied. After 30 min the regeneration step was started. During the
regeneration step no CO2 peak was observed. This shows that the observed peak during
the carbon formation/regeneration steps was not caused by adsorbed CO or CO2, but
due to deposited carbon.

7.4.3 Operating at carbon forming conditions, carbon
removal, and thermocycling - Step 4

During the experiments, the voltage and temperature were continuously measured and
logged. However, in order to facilitate an efficient data representation of the experiment,
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Figure 7.8: Measured CO2 during the first regeneration step after the initial degradation step
for stack B and C. Conditions: T = 750 ◦C, Gas flow: 400 NL h−1 of safety gas
(5 % H2/N2) + 80 NL h−1 H2O.

the reported measurements are reduced to the following measurements during each cycle
in step 4 (illustrated in Fig. 7.9). The first measurement is at the carbon formation
conditions, right before the regeneration step starts (end of step 4.0B and 4.0C, for stack
B and C only). These are marked M1,1 . . .M1,n in Fig. 7.9. For stack B and C, the second
measurement is at the carbon formation conditions, right before the last regeneration
step before the thermocycle starts (marked M2 in Fig. 7.9). For stack A, it is at the
carbon formation conditions right before the thermocycle starts, since no regeneration
steps are used for stack A in step 4. The third measurement is at the end of the OCV
measurement (step 4.8) after the thermocycle (marked M3 in Fig. 7.9). The first two
measurement were chosen because they represent the measurement of the performance
of the stack at pseudo-steady state. It can be seen from Fig. 7.9 that the voltage is
high when the carbon formation conditions are applied, but reaches a pseudo steady
state during the step length (due to the stabilization of the temperature). The third
measurements were chosen because the OCV measurements can be used to identify if a
cell has become leaking.

The effect of operating under carbon forming conditions are shown in Fig. 7.10,
Fig. 7.13 and Fig. 7.15 for stack A, B, and C, respectively. The figures consist of
subfigures showing cell voltage and temperature at the three different measurement
points described above.

For stack A, it can be seen from Fig. 7.10a and c that the performance of the stack is
not changed with the first four thermocycles, since the cell voltage and temperature are
almost constant. However, after the fourth thermocycle, the cell voltage of cell 1, 6, 7,
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Figure 7.9: Illustration of the measurement points (marked M in the figure) at which data
for step 4 are reported. The figure shows the carbon forming operation with
regeneration steps (step 4-4.4, from t=3 h to t=23), a OCV measurement (step 4.5,
t=23 – 25 h), a thermocycle (step 4.6-4.7, t=25 - 40 h), another OCV measurement
(step 4.8, t=40-42 h) and the start of another set of carbon forming/regeneration
steps (t>42 h).

and 8 increases. Because of the increase in cell voltage, the temperature of the stack also
increases (described in Section 2.2). The rapid increase in cell voltage, especially for cell
8, after the fourth and sixth thermocycle suggest that a mechanical failure has occurred
in the cell. The OCV measurement (Fig. 7.10b) shows that the OCV is very close to
constant during the experiment. This suggests that the cells in the stack are not leaking.
If the stack was leaking, the OCV should decrease and the temperature should increase
(due to combustion of leaking H2), compared to the initial values.

The cell voltage and stack temperature kept increasing until 17 thermocycles had been
completed. To avoid a complete failure of the stack, the test was stopped and dismantled.
The PMA showed that the fuel electrode and the electrolyte was severely delaminated
for cell 8 at the fuel outlet (where the risk of carbon formation is highest), and also cell
6, 7 and 9 were delaminated to a lesser extend. Fig. 7.11 shows a photograph of cell
8 (purge side). The light gray areas are where the air electrode and electrolyte (dark
gray) has delaminated from the fuel electrode. A piece of the cell was also investigated
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with SEM. From Fig. 7.12 it can also be seen that the fuel electrode and electrolyte has
delaminated.

This clearly shows that delamination has taken place, and can also explain the sudden
increase in cell voltage and temperature observed in Fig. 7.10.
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(d) Temperature at OCV-
measurement after thermocycle

Figure 7.10: Cell voltage, temperature and OCV-measurement for stack A. a) Cell voltage
before the thermocycle, b) OCV after the thermocycle, c) Temperature before
the thermocycle, d) Temperature during OCV-measurement
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Figure 7.11: Picture of air-side of cell 8 from stack A after test. The flow is entering through
the holes at the top and existing at the bottom holes, thus the highest CO
concentration, and thus the highest carbon forming risk, is present at the
bottom. The dark gray are the air-electrode and electrolyte, and the light gray
is the fuel electrode. The picture shows clear delamination between the air
electrode/electrolyte and the fuel electrode. The pictures has been blurred, due
to confidentiality.
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Figure 7.12: SEM picture of cell 9 from stack A. In the left of the picture a delamination
between the fuel electrode and electrolyte can be seen.
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The results for stack B are unfortunately very limited. Before the OCV measurement,
after the second thermocycle was completed, the experimental setup tripped and was
restarted. After the restart, the programmed experimental run was automatic started
at the carbon forming step. However, the heaters (LE1, LE2, LE3, and LE4) were not
properly restarted, so the temperature of the stack/furnace decreased slowly towards
room temperature. The thermal mass of the experimental setup was quite large compared
to the cooling of the setup, so the cooling rate was approximately the same as during the
thermocycles and the stack should therefore not be exposed to thermal stress exceeding
its design limits. However, as the stack cooled, the carbon formation conditions become
more and more severe. In addition, during the regeneration step, the evaporated water
was mixed with cold gas before entering the stack, instead of being heated to 750 ◦C.
This caused the temperature within the stack to rapidly drop during the water addition
step. After the water addition step, the internal of the stack was heated from conduction
and convection of heat from the furnace, casing, and manifold. The stack was thus both
exposed to severe carbon formation conditions and rapid cooling/heating. When the
heaters were correctly restarted, and an OCV measurement was initialized, the highest
temperature within the stack (T3) increased to 1000 ◦C within a minute. During the
short time, the OCV was around 1.1 V for cell 1-4 and 0.9 V for cell 5-9. These two
observations suggest that the stack was leaking, resulting in mixing of hydrogen and air,
with a subsequent combustion within the stack.

From the PMA, it could be seen that a hole was formed from cell 1 all the way to
cell 9 through the cells and interconnects. Fig. 7.14 shows the hole in cell 1 and cell 9.
Furthermore, the green color of the fuel electrode shows that the fuel electrode had been
exposed to an oxidizing atmosphere (NiO is greenish), which will occur when oxygen,
from the air side, are transported to the fuel side and reacts with the hydrogen (which
acts as a reducing species, preventing oxidation of NiO).

From the data that was obtained from stack B, it can be seen that the cell voltage of
cell 8 increased during the carbon forming/regeneration steps. The cell performed poorly
before the first regeneration step (1.75 V ), so the increase in voltage during the carbon
forming/regeneration steps are likely due to an inherent failure, rather than a pure result
of the carbon forming/regeneration steps. For the remaining cells, no increase in cell
voltage was observed. This suggest that the carbon forming/regeneration steps in them
selves (without thermocycling), do not damage the cell in the short term.
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(a) Cell voltage before water regeneration step
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(b) Temperature at cell voltage measurement
before water regeneration step

Figure 7.13: Cell voltage and temperature for stack B. a) Cell voltage before the water
regeneration step and b) Temperature before the water regeneration step.

(a) View of the fuel-side of cell 1 (b) View of the air-side of cell 9

Figure 7.14: Pictures of cell 1 and 9 from stack B after test. The picture clearly shows a hole
through the cells. In both pictures, it can also be seen that the Ni in the fuel
electrode has been oxidized to NiO (greenish color). In the picture of cell 9, it
can also be seen that the air-electrode/electrolyte has delaminated from the fuel
electrode, since there are areas where the dark gray (air-electrode/electrolyte)
has been removed from the light gray (fuel electrode). The pictures has been
blurred, due to confidentiality.
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Fig. 7.15 shows the results of stack C. From Fig. 7.15e it can be seen that the voltages
of cell 1 and 2 are very high at the beginning of the experiment, and that the voltage of
cell 2 is rapidly increasing to around 2 V within the first 20 carbon forming/regeneration
steps, before the first thermocycle. After five thermocycles, the cell voltage of cell 1 and
2 starts to decrease. However, it can be seen from Fig. 7.15c that a large temperature
increase also occurs after 5 thermocycles. This is likely caused by gas leakage, causing
internal combustion of CO. The suspicion of gas leakage is further strengthened when
looking at the OCV charts (Fig. 7.15b and Fig. 7.15d). From the OCV charts, it can
be seen that the OCV for cell 2 is decreased to 1.1 V after 3 thermocycles and down
to 0.85 V after 5 thermocycles. This clearly shows that the gas composition in cell 1 is
different after 2 and 5 thermocycles. It can also be seen from the OCV charts that the
temperature inside the stack is high and increases rapidly with each thermocycle. Since
no current is drawn from the stack, and the gas inlet flows and heats are constant, this
shows that gas is leaking and being combusted within the stack.

After 10 thermocycles, the cell voltages are rapidly decreasing and the temperature
increasing. From Fig. 7.15b it can be seen that the OCV for cell 1, 2, and 3 after
10 thermocycles are all low. This suggest that cell 1, 2, and 3 are now leaking gas,
causing a large internal combustion, which heats the cell. In the final measurement,
the temperature at one of the thermocouples reached 980 ◦C, as a result of the internal
combustion.

Indeed the PMA showed a hole all the way through the stack, severe re-oxidizing of
Ni (meaning that the gas at the fuel electrode has been oxidizing, since the hydrogen
had been combusted), and locations where the interconnect had melted. Fig. 7.16 shows
the bottom and top cell, where the former mentioned observations can be seen.

The results are discussed in the discussion section.
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(b) OCV after thermocycle
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(c) T at cell voltage measurement before
thermocycle
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(d) T at OCV-measurement after thermo-
cycle
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(e) Cell voltage before each water regeneration step. The measurement before a
thermocycle is marked with arrows. The setup tripped before the first thermocycle
(mark with an arrow on the abscissa).

Figure 7.15: Cell voltage, temperature and OCV-measurement for stack C. a) Cell voltage
before the thermocycle, b) OCV after the thermocycle, c) Temperature before
the thermocycle, d) Temperature during OCV-measurement, and e) Cell voltage
before each water regeneration step. Note that different scales are used on all
figures. The lines are for guiding the eye.
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(a) View of fuel-side of cell 1 (b) View of fuel-side of cell 9

Figure 7.16: Pictures of cell 1 and 9 from stack C after test. The pictures clearly shows a
hole through the cells (left corner). In both pictures, it can also be seen that the
Ni in the fuel electrode has been oxidized to NiO (greenish color). The pictures
has been blurred, due to confidentiality.

7.4.4 Amount of C(s) removed during the
regeneration step

With the CO2-analyzer it was possible to measure the CO2 released during the regen-
eration step. Fig. 7.17 shows the measured CO2 concentration as function of the time
after water injection (Fig. 7.17a-Fig. 7.17b) and as a function of the number of water
regeneration steps for stack B (Fig. 7.17c). The datapoint for cycle=0 is the regeneration
step after the initial degradation step, before the carbon formation conditions are applied.
From the figure, it can be seen that an increase in the CO2 concentration is observed
from 60 s to 150 s after the addition of water to the evaporator.

It can also be seen from the figure that the size of the peak decreases with the cycle
number (except for cycle 6) . Fig. 7.17c shows the integrated area under the peaks
(numerically integrated with the trapezoidal method and a grid size of 1 s), after the
baseline has been subtracted (the baseline was fitted as a linear line using the data
points from t = 0 s to t = 50 s and from t = 160 s to t = 200 s). It can be seen that the
integrated area decreases, except for cycle 5. After 9 cycles, the areas are so small that
the signal can not be distinguished from the noise. In Fig. 7.17c the mass of removed
carbon is also given in the second y-axis in Fig. 7.17cc. The mass of the removed carbon,
mC was estimated with:

mC = 3
2

∫ t=160 s

t=50 s
Ft ·XCO2,meadt ·

P

RT
·MC (7.8)

Where 3/2 accounts for the fact that approximate 2/3 of the removed carbon is present
as CO2 and 1/3 as CO (thus, only 2/3 of the gasified carbon is measured), Ft is the
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total flow to the fuel side (safety gas + H2O, see step 4.4 in Table 7.1), XCO2,mea is the
measured CO2, and MC is the molar mass of carbon. The estimation of the mass of
carbon deposted has a high uncertainty. The uncertainty of the gas analyzer is 2 %,
and the uncertainty of the flow of the safety gas is probably around 5 % (The flow was
measured with a rotameter).

A similar observation was done for stack C. In Fig. 7.18 the measured CO2 and the
value of the integrated peaks, as a function of the time after water injection and cycle
number are shown. Again, it can be seen that the CO2 peak is present between 60 s to
150 s after the addition of water to the evaporator.

Despite the high uncertainty of the estimated mass of deposited carbon, the estimation
shows that the amount of carbon is not insignificantly low. The formation of several
grams of carbon within 15 min (Fig. 7.17cc) also corresponds with the observations from
the TGA experiments, where it is seen that the Boudouard reaction is fast.
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(b) Close-up of Fig. 7.17a
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Figure 7.17: CO2 measurement from stack B. The measured CO2 are plotted in a) and b) as
function of the time after water addition. In c) the mass of the gasified carbon
is found from the area of the peaks by numerical integration and plotted as the
cycle number.
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Figure 7.18: CO2 measurement from stack C. The measured CO2 are plotted in a) as function
of the time after water addition. In b) the mass of the gasified carbon is estimated
from the peaks by numerical integration and plotted as the cycle number.
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7.5 Discussion
Stack A acted as a base case for how the carbon formation and thermocycling steps
affected the cells. From the stack test, it was clear that the cells delaminate when they
were exposed to carbon formation conditions and thermocycling. Stack B showed good
stability with respect to the regeneration step, but due to a trip, enough data to access
to long-term stability was not obtained. Stack C showed that some of the cells were
highly affected by the water regeneration steps. From Fig. 7.15 it could be seen that
the cell voltage seems to increase more rapidly when the length of the carbon formation
step is increased from 30 min to 60 min. Since the carbon formation step was only 15
min in stack B, it might be possible to remove the formed carbon with the regeneration
step, if the carbon formation time is only 15 min and not extended to 30 min. If the
above stands, the amount of carbon formed is crucial to design of a regeneration plan
that will not destroy the cells. Cell test, performed by a fellow PhD student at Haldor
Topsoe A/S [184], also showed that minor amounts of carbon did not cause permanent
damage to the cell. However, an operation time of CO production below 30 min is not
feasible for a whole system with the intent to produce highly pure CO. With should a
short operation time, the system will likely not be able to flush out the used H2 and H2O.
H2 and H2O will therefore either accumulate in the recycle, or end up in the product.

The measurement of released CO2 suggests that the rate of carbon formation decreases
with the number of regeneration steps. This has also been reported for Ni in the literature
[181, 182] and explained as a change in the number of reaction sites. However, the lower
amount of CO2 could also be explained by the formation of different carbon phases
(e.g. filamentous carbon and graphite), which will form with different rates. Another
explanation is that the measured gas is not at equilibrium and a large fraction of the
carbon is reacted to CO and not further to CO2, via the water-gas shift reaction. This
has been observed in the literature [176], where a main part of the gasified carbon was
present as CO when H2O was used as the gasification agent. However, since the stack
has almost the same temperature for all the measurement with the CO2-analyzer, the
rate of the water-gas shift reaction in all the cases should be roughly the same. To test
which carbon species are formed in the regeneration step, the CO2-analyzer should be
combined with gas samples measured with GC. A separate CO-analyzer, or a combined
CO/CO2-analyzer, could also be used. Time did not allow for this in this thesis.

The experiment showed that carbon was formed during the initial steps, where
it should have been thermodynamically limited. Measurement and modeling of the
diffusion, showed that the diffusion limitations cause high concentration gradients. Thus,
the carbon formation observed during the initial degradation step can be explained by
diffusion limitations. To validate further modeling, the CO2-analyzer and regeneration
steps, can be used as a final test to show if carbon is being formed.

The experiments should be repeated, if the water regeneration method is to be ruled
completely out. Unfortunately the time did not allow to carry out more experiments
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within the scope of the PhD project. Should further experiments be carried out, the
following points should be considered to improve the experiments:

1. Use of impedance spectroscopy

2. Use of Raman spectroscopy

3. Less severe carbon forming conditions

1. Impedance spectroscopy was used by Subotić et al. [177] and allowed for a good
measurement of the change in performance for a new cell, a cell with carbon and a
regenerated cell. Furthermore, impedance spectroscopy can be used to show when the cell
is fully regenerated and has reached its original performance. Impedance spectroscopy
can easily be installed in the experimental setup.

2. Raman spectroscopy has been used to follow the formation and removal of carbon
[175, 177]. Raman spectroscopy is capable of distinguishing between the different carbon
phases [89]. Raman spectroscopy can thus both be used to see the amount of formed
carbon and the distribution between the different phases. However, Raman spectroscopy
is hard or impossible to install in a stack, since the probe has to be inserted in the stack.
Raman spectroscopy is therefore more suitable for single cell test.

3. The carbon forming conditions used in the experiment were quite harsh. If less
severe carbon forming conditions are used, the amount of carbon formed, and the part of
the cell affected would be lower. This could potentially be enough to ensure that the
cell survives the carbon formation. In the experiment, it was measured that carbon had
formed in the fuel electrodes during the initial degradation step. The fact that the stack
survived several trips during the initial step, without deteriorating the cells, suggest that
small amounts of carbon formed under less severe conditions do not destroy the cells.

7.6 Conclusion
With the experimental conditions used, it was not possible to show that carbon removal
can be used to allow the stack to be operated at carbon formation conditions. Instead, it
appears that small operation time, at severe carbon formation conditions with intermittent
removal of solid carbon by injection of water, destroys the cells faster than without the
water removal steps. There might be combinations of operation time and conditions
where carbon formation can be tolerated, but the time did not allow to investigate this
further.
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CHAPTER 8
Overall discussion

The overall objective of the thesis was to investigate the limits for the allowed CO
concentration during electrolysis of CO2 and how the limit could be increased. The
increase of CO concentration is desired because it lowers the strain on the separation
unit and amount of recycle, when SOECs are used in systems like Haldor Topsoe A/S’s
eCOs. The CO concentration was limited by the carbon formation via the Boudouard
reaction, a non-uniform flow, and the diffusion in the electrode. The thesis has focused
on obtaining knowledge on the limiting causes and the overall status of this will be
discussed in the following.

8.1 Carbon equilibrium curve (Chapter 3)
The Boudouard reaction was investigated and discussed in Chapter 3 of the thesis. The
reaction was found to produce whisker carbon and graphite, which cause delamination of
the cell between the fuel electrode and the electrolyte layer. From the literature and the
TGA experiments conducted in this work, the reaction was found to occur when it was
thermodynamic favored. From the literature, difference between the thermodynamics for
graphite carbon and whisker carbon was observed.

Three different set of thermodynamic values for the Boudouard reaction was obtained
from the literature, but all based on Ni with much lower particle size than the Ni used
in SOCs. Experiments with TGAs were therefore performed and it was found that
the thermodynamics published by Rostrup-Nielsen provides a good agreement with
the measured values. The used TGAs had an upper temperature limit of 700 ◦C, and
the experimental data has therefore only been obtained below this temperature. The
operation temperature of SOEC are 600-800 ◦C, so experimental data points in the
upper end of the range should also be obtained to strengthen the validation of the
thermodynamic data.

An uncertainty analysis of the thermodynamic data was not performed. However,
the average deviation between the experimental measured points and the calculated
thermodynamics, was calculated to be 1.7 percentage point of XCO in CO2.
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8.2 Flow limitations (Chapter 4)
The influence of operating conditions on the flow was investigated and found to have
very little influence. Instead an optimization of the geometry of the gas inlet lead to
improved flow distribution. The optimization was published for an ideal system and
applied to Haldor Topsoe A/S confidential design. In both cases, it was shown that
the flow optimization is important for CO2 electrolysis. At 750 ◦C, it was found that
the optimized design for Haldor Topsoe A/S increases the allowed CO concentration
(without diffusion, but with the thermodynamics of Rostrup-Nielsen) from 22 % to 32
%. However, the flow index, Fu, only has a value of 0.92, so there is room for further
improvement (although it might require a substantial change of the geometry). Other
companies and research institutions are using designs without corners, e.g. tubular and
circular planer designs, but also e.g. square planar designs such as the design used by
Forschungszentrum Jülich, see Fig. 8.1. In the design by Forschungszentrum Jülich, a
large mixing zone is placed before and after the cell (the quadratic light gray square in
the cell frame is the cell and the dark gray areas before and after are mixing zones). If
a similar large mixing zone is added to the design investigated in this thesis, the flow
would probably be improved considerably. However, the active area would decrease and
thereby decrease the production of CO per area and increase the capital cost (since the
cost of the stack will be roughly the same). Since the capital cost and operation cost of
the separation and recycle will decrease, when the CO concentration is increased, the
addition of a larger mixing zone would be a economical balancing between the two effects.

In addition to the flow, a number of other factors must also be included when a
potential new design is evaluated. The cost and ease of manufacturing, pressure drop,
conductivity, and active area per total area are just some of these factors. However, since
many SOECs are based on designs developed/optimized for SOFCs, there might by room
for optimization of the design. E.g. SOFCs designed as auxiliary power units (APU) for
use in vehicles must be able to withstand vibrations [185], while a stationary SOFC will
not be exposed to such vibrations.

8.3 Diffusion limitations (Chapters 5 and 6)
The effective diffusion in two samples, consisting of fuel electrode support material
and fuel electrode support + active fuel electrode, respectively, was measured with a
Wicke-Kallenbach setup. Combined with measurement of the thickness of the samples,
pore diameter, and porosity, it was possible to fit the tortuosity factor, τ 2, and the
permeability, κ. The fitted value for the fuel electrode support was consistent with values
from the literature on similar material. The fitted value for the tortuosity factor for
active fuel electrode (τ 2

E = 14.8) was significantly higher than the electrode support layer
(τ 2
ES = 4.65). In the literature, a single value (τ 2 = 10.15) for a similar active layer with

a higher porosity (and therefore an expected lower tortuosity factor) was found. The
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stack performance. In addition, pronounced leakages through
cracks formed along the sealant–steel interface have an unfavor-
able effect on stack performance as well. Fuel - air reactions and
the formation of conductive corrosion products then aggravate the
short-circuiting effects.

The present work deals with efforts to relate the electrochemi-
cal performance during SOFC stack tests with the resistance mea-
surements in model experiments �10�. SOFC stack results are pre-
sented, demonstrating a fairly stable electrochemical performance
for several thousand hours as well as stacks with short-circuiting
effects.

2 Experimental Aspects

2.1 SOFC Stack Tests

2.1.1 Stack. In the present work, SOFC stacks of FZJ F-design
�13� are considered. Figure 1 shows a schematic view of a two-
cell short stack variant with internal manifolds and counterflow.
The fuel and oxidant enter the stack from the bottom through two
tubes each. Channels in the interconnect distribute the air over the
surface of the cathode. The electrical contact between the cathode
and the interconnect is provided by a thin contact layer of a
perovskite-type oxide. On the anode side, a coarse nickel mesh
provides the electrical contact with the interconnect. In the exit
manifolds the gases are collected and leave the stack through one
central tube on each side. In the F-design the cells are fixed in a
metal frame with a glass-ceramic sealant. The metallic intercon-
nects and frames are joined together with the same glass-ceramic
material. The bright tracks in Fig. 1 illustrate the location of the
glass-ceramic sealant on the stack planes.

2.1.2 Materials. Stacks were assembled from two high-
chromium ferritic steels, referred to as steel T-1 and steel T-2. The
chemical compositions of the ferritic steels �Table 1� were similar
except that the Si and Al contents were one order of magnitude
higher for T-1 �0.1 wt. % � compared to T-2 ��0.01 wt. % �.

In the case of stack testing, three different glass-ceramic seal-
ants �Table 2� were used, i.e., GS-A, GS-B, and GS-D. The glass-

ceramic sealants are based on glasses of Al2O3, SiO2, CaO, and
BaO systems. They additionally contain minor amounts of transi-
tion metal oxides to optimize the SOFC-relevant physical and
chemical properties �14�. All sealants were dispenser-deposited at
room temperature on the SOFC components as a glass paste. The
stacks reported here all contained two cells.

2.1.3 Cells. The SOFCs had La0.65Sr0.3MnO3 �LSM�/8YSZ
cathodes with an LSM cathode current collector layer. More in-
formation about this type of cell can be found elsewhere �2,3,15�.

2.1.4 Joining. The interconnect components were joined and
the SOFCs fixed in the metallic frame by using a specified thermal
treatment of the sealant and simultaneously applying a mechanical
load. During the entire joining procedure, the anode compartment
was flushed with argon in order to prevent oxidation of the Ni
mesh.

2.1.5 Electrochemical. After reduction of the anode by step-
wise replacement of the argon flow by hydrogen saturated with a
fixed amount of water vapor, the open cell voltage �OCV� was
measured. After the OCV check and I-V measurements the SOFC
stack was operated at the desired temperature under a constant
electrical load of 0.3 A/cm2. The total gas flows of hydrogen
�8.5 vol.% H2O� and air wet set at 4000 and 8000 ml/min �stan-
dard temperature and pressure: STP�, corresponding with a theo-
retical Nernst voltage of 1.051 mV. The failure behavior of the
stack was monitored by means of the output cell voltage as a
function of the operation time. Fuel utilization during steady-state
operation was always less than 10%. The stack tests were termi-
nated after strong failure phenomena were observed.

2.2 Model Experiments

2.2.1 Materials. The test samples consisted of two metallic
sheets of ferritic steel. The sheets with a thickness of 2.0 mm were
cut into 50�50 mm2 squares, with one sheet containing a hole in
the center �diameter: 10 mm� thus allowing the desired gas com-
position to reach the inner part of the sample. Table 1 shows the
chemical compositions of the various model steels tested. The
glass paste was applied by a dispenser to the circumference of one
of the sheets in the sandwich sample. Both types of materials, i.e.,
steels and glass-ceramics, are the same as used for the stack tests
�see Table 2�.

Fig. 1 Schematic view of a two-plane SOFC stack of F-design
„FZJ…

Table 1 Chemical composition of the steels used „wt. % …

Steel: Fe Cr Mn Ti Si Al Ni

T-1 Bal. 22.6 0.4 0.06 0.1 0.1 0.2 La-0.1
T-2 Bal. 23.3 0.4 0.05 �0.01 �0.01 - La-0.1

Table 2 Chemical composition and basic thermal properties
of the various glass-ceramic sealants used „wt. % …

Glass sealant SiO2 CaO BaO Additives

GS-A 34.7 8.6 41.4 Al2O3, B2O3, ZnO, PbO, V2O5
GS-B 46.8 15.8 36.7 -
GS-C 36.8 8.7 44.7 Al2O3, B2O3, ZnO, V2O5
GS-D 27.9 5.7 49.1 Al2O3, B2O3, ZnO, PbO, V2O5

Glass sealant Tg �°C� �600°C

GS-A 620 11�10−6 K−1 �not fully crystalline�
GS-B 710 12�10−6 K−1 �crystalline�
GS-C 650 8.4�10−6 K−1 �crystalline�
GS-D 611 11.5�10−6 K−1 �not fully crystalline�
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Figure 8.1: Planar design used by Forschungszentrum Jülich. Taken from [186]

high tortuosity factor calls for a further investigation of the active layer and optimization
of the structure of the layer. However, since the fuel electrode layer is several times the
thickness of the active layer, the fuel electrode layer accounts for the largest increase in
CO mole fraction, despite its lower tortuosity factor.

It was only possible to obtain samples with either the fuel electrode support layer
or samples with both the fuel electrode support and the active fuel electrode. This
meant that it was not possible to obtain measurements of just the active electrode layer.
The uncertainty in fitting τ 2

ES is therefore contributing to the uncertainty of τ 2
E. Future

experiments should be performed on samples with just the active electrode layer. However,
such samples should probably be thicker than the active layer in the tested samples
(34.8 µm), since thin samples might crack during mounting in the Wicke-Kallenbach
setup or from the pressure difference during permeability measurement (these could of
course be omitted, or at least performed after the tortuosity measurements).

A 1d and 2d model was developed and large concentration gradients from the cell
channel through the fuel electrode to the active layer, especially under the rib, was found.
With the 1d model, four parameters were found to be important for the concentration
gradient: ~it, η, dp, and de. With the 2d model, the effect of the dimensions of the rib
and channel was also investigated and it was found that the width of the rib, wrib, had
a large influence on the concentration gradient. Since four of the total five parameters
are fixed once an SOEC cell has been designed and produced, it is very important to
include thoughts on diffusion in the design of e.g. new SOCs designed as SOECs. With
respect to limiting the impact of diffusion limitations, the cells should be designed with
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fuel electrodes that have a high porosity, large pores and low thickness. The interconnect
should be designed with ribs as thin as possible. However, very thin and highly porous
fuel electrodes are undesired for the type of SOECs used in this thesis (fuel electrode
supported cells), since the fuel electrode support provide mechanical strength to the
cell. Very thin ribs are also undesired, because smaller ribs cause the current density to
increase in the ribs (the same amount of current has to flow through a smaller cross-area).
The size of the ribs will also affect the flow in the fuel channel and will therefore require
a new optimization of the flow, or at least a calculation of the impact. The diffusion
models should therefore not stand alone, but rather be used as elements of a toolbox,
which also includes models for flow, current distribution, mechanical strength etc.

In the confidential version of the thesis, the diffusion limitations were implemented in
the in-house 3d stack model. From the model, it was found that the diffusion caused a
large decrease in the allowed CO channel concentration, and thereby a large decrease in
the average CO outlet concentration.

Since the relationship between the concentration in the channel and at the reaction
interface could be expressed as a simple linear relationship, dependent only on the
current density, the findings could also be implemented in other 3d stack models, without
significantly increasing the complexity or calculation time. This is important, because
it allows for modeling on very different scales (e.g. µm for diffusion to cm for flow in
channels) within the same model.

8.4 Impact on operating space
Fig. 1.9 (presented on page 11) was used to illustrate the limitations of the operation space
during electrolysis of CO2. In the figure, the exact location and size of the equilibrium
curve for the Boudouard reaction and the extend of the flow nonuniformity and diffusion
limitations were not known. With the investigations performed in this thesis, the location
of the equilibrium curve and impact of flow nonuniformity and diffusion limitations were
quantified. The exact quantifications are confidential, and therefore not shown in the
public version of the thesis.

8.5 Carbon removal (Chapter 7)
With the quantification of the flow nonuniformity and diffusion limitations, it could
be seen that the operation space of SOEC was limited and operation at high CO
concentrations was not possible. As a way to possibly operate SOECs with high CO
concentrations (i.e. in the carbon forming region), the possibility for carbon removal,
before irreversible damage are caused to the cell, was investigated. Even when the carbon
was removed at intervals between 15 min to 1 h, irreversible damage and delamination
of the cell was observed. The damage was worst for the cells subjected to the carbon
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removal via steam injections. A reason for this could be that the gas and temperature
changes during the carbon removal step stresses the delaminated cell. A less severe
carbon removal step with CO2 (and some H2 to avoid oxidation of Ni) could be used
instead of steam. However, the literature reviewed in Chapter 7, suggest that during
carbon removal with CO2, it is not possible to completely remove the carbon. This
requires further investigation

Although the possibility for succesful removal of carbon would be very beneficial, it
seems that future work is probably best spend on the optimization of flow and diffusion
on the short term and development of carbon resistant materials on the long term.
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CHAPTER 9
Conclusion

The maximum CO concentration is highly affecting the efficiency and economics of CO
production via SOEC. It was found that the maximum CO concentration was limited
by carbon formation via the Boudouard reaction, a non-uniform flow, and the diffusion
in the electrode. The thesis has focused on obtaining knowledge on the three limiting
causes. From experimental work, the equilibrium for the Boudouard reaction on fuel
electrode material was obtained and found to be in agreement with literature values for
whisker carbon. The impact of the flow was quantified, the flow was optimized via CFD
modeling and a significant improvement of the allowed CO concentration was calculated.
The diffusion in the electrode was measured experimentically and was used as input for
modeling of the diffusion in the fuel electrode. The diffusion was found to have a very
limiting effect on the allowed CO concentration in the channel.

The investigations of carbon formation and their quantification using experiments
and modeling showed that the range for carbon free operation is limited and particularly
it is difficult to obtain sufficiently high CO conversion. It was therefore decided to
investigate if a strategy where carbon was allowed to form, but subsequently removed
before damaging the cell, was viable. A carbon removal strategy with carbon gasification
by water was investigated. However, the cells was quickly damaged beyond reasonable
operation with the removal strategy.

The developed models in the thesis, can be use to evaluate the carbon formation risk
at different operation points. The effect on carbon formation risk when changes of the
design parameters, such as the microstructure of the fuel electrode or flow geometry, are
made, can also be assessed.
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CHAPTER 10
Future work

The thesis has provided knowledge of the limiting factors for operating at high CO
concentration in SOECs. However, a number of questions are still open and a number of
findings needs to be further investigated.

As noted in the discussion, the equilibrium for the Boudoaurd reaction is investigated
in TGAs capable of operation at temperatures up to 700 ◦C, but the SOECs are operated at
temperatures up to 800 ◦C. It would therefore be beneficial to strengthen the investigation
of the thermodynamic data for the equilibrium with experimental data obtained at
temperatures between 700 and 800 ◦C.

There is still room to improve the flow design. Even though the flow index value is
0.92 for the optimized commercial cell, there is a lot to gain from increasing it further
and this should be explored. However, it might require a complete redesign and other
parameters, such as price and easy of manufacturing, pressure drop, conductivity, and
active area per total area, must also be taken into account.

The diffusion investigations showed that the diffusion limitations in the fuel electrode
were very high. The basis for the calculations of diffusion limitations are based on
measurement of samples from only two cells. As such, it should be investigated if these
two samples are representative. If they are representative, the possibility for changing the
microstructure of the fuel electrode, to a more porous structure, should be investigated.
A higher porosity will also in general decrease the tortuosity factor, and thus increase
the effective diffusion factor (ηdiff = ε/τ 2).
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APPENDIXA
Wicke-Kallenbach

This appendix will describe the derivation of the mass balance equations for the Wicke-
Kallenbach diffusion cell used in the thesis. Fig. A.1 shows a schematic drawing of the
two chambers in the diffusion cell. In the experimental setup, the gas to chamber A is
pure N2 and the gas to chamber B is 0.01 % CO in N2. In the following “i” will denote
CO and “j” will denote “N2”.

FA,in

FA,out
Chamber A

Xi,A,,Xj,A

FB,in

FB,out

Xi,B,,Xj,B

FAB FBA

0

L

x

Chamber B

Figure A.1: Schematic illustration of the 1d model of the Wicke-Kallenbach cell

In order to calculate the diffusion flux, a mass balance is set up for chamber A of the
diffusion cell:

FA,out = FA,in − FAB + FBA (A.1)

where FA,in and FA,out is the flow rate of the gas entering and exiting chamber A via
the pipes. FAB and FBA is the flow rate of the gas diffusion from from chamber A to
B and vice-versa. For a two-component N2/CO system, which is used in the diffusion
experiment, FAB and FBA will be pure N2 or CO, respectively.

According the Grahams law, FAB can be calculated by:

FAB =

√√√√(Mi

Mj

)
FBA (A.2)
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Furthermore a mass balance for species i in chamber A yields:

F0,outXj,A = FBA (A.3)[
FA,in +

(
−
√(

Mj

Mi

)
+ 1

)
FBA

]
Xj,A = FBA (A.4)

FA,in = FBA

[
1

Xj,A

−
(
−
√(

Mj

Mi

)
+ 1

)]
(A.5)

FBA = Fi,in[
1

Xj,A
+
√(

Mj

Mi

)
− 1

] (A.6)

FAB can be expressed as:

FAB =
√(

Mj

Mi

)
FBA (A.7)

FAB =
√(

Mj

Mi

)
· FA,in[

1
Xj,A

+
√(

Mj

Mi

)
− 1

] (A.8)

The diffusion flux can now be calculated by dividing the flow rate of i with the area
of the diffusion:

Nd
i = FBA

r2
sampleπ

(A.9)



APPENDIXB
Monte Carlo procedure for

uncertainty analysis
This appendix will describe the Monte Carlo procedure used for uncertainty analysis in
the thesis. The implementation of the Monte Carlo procedure is based on [147].

In the procedure a model structure, represented by f, is used to calculated the output
y given the input parameter θ:

y = f(θ) (B.1)

The Monte Carlo procedure consist of three steps: 1) Specifying the input uncertainty,
2) sampling the input uncertainty, and 3) propagating the sampled input uncertainty
through f to obtain the uncertainty of y [147].

1) The uncertainty of the input parameters where found from datasheet and calcu-
lations (see the main part of the thesis). The uncertainty of the input parameters was
assumed to have a normal probability distribution.

2) The Latin Hypercube Sampling method (LHS) [148] was used for probabilistic
sampling of the input space. For each sample, θl contains one value of each input
parameter:

θn = [θ1,n, θ2,n . . . θL,n], for n = 1, 2 . . . N (B.2)
where l is the parameter, L is the total number of parameters and N is the number of
samples. The value of θl was found by dividing the cumulative normal distribution in
N evenly distributed parts and use the inverse of the cumulative normal distribution
function to calculate the limits of the associated parameter values. A random value
between the two parameter values were then obtained:

θn−1 = inverse-CDF
(
n− 1
N

+ 10−6, µn, σ
2
)

(B.3)

θn = inverse-CDF
(
n

N
− 10−6, µn, σ

2
)

(B.4)

θl,n = rand (θn−1, θn) (B.5)

where µn is the mean value of the parameter, σ2 is the variance, “inverse-CDF” is the
inverse of the cumulative normal distribution function, “rand” is the function returning
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a number value within the given interval, n is the sample number and N is the total
number of samples. The 10−6 value was added/subtracted, since the inverse cumulative
normal distribution function is not defined for 0 or 1. The order of the input vector θl
was randomly mixed. When there was correlation between the input parameters, the
rank-based method of Iman and Conover [187] was used together with the LHS.

3) The sampled input matrix θL×N was propagated through f by performing one
calculation for each input parameter sample. The output, y, was assumed to be normally
distributed and characterized with the mean value and the variance.
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Figure B.1: The cumulative normal distribution for µn = 0, σ2 = 1. The figure illustrates
how θn−1 and θn in Eq. (B.3) and Eq. (B.4) are found.



APPENDIXC
Illustrations of voltage and

temperature response during
stack experiments

In this appendix, the voltage and temperature of the 9-cell stack used in Chapter 7
during various scenarios are plotted.

Fig. C.1 shows the typical response to an OCV measurement. It can be seen that
steady state with respect to the voltage is obtained after 0.5 h. The temperatures
do not reach steady state within the tested 1.5 h, but do no longer affect the voltage
measurement.
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Figure C.1: Responds of the temperature and average cell voltage during OCV measurement.
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Fig. C.2 shows the typical response to a thermocycle. At t = 0 h, the set point of
the heaters are decreased with 3.3 ◦C/min and the power unit is turned off. Due to the
high thermal mass of the setup, compared to the low thermal mass of the gas, the actual
cooling rate of the stack is about four times lower than 3.3 ◦C/min
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Figure C.2: Plot of temperature and average cell voltage respond to a thermocycle. Tin and
Tout is the temperature of the inlet and outlet gas, respectively.
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Fig. C.3 shows the typical response to a trip where the setup is restarted shortly after
the trip event. It can be seen from the figure, that the temperature of the stack only
decreases slowly (due to a high thermal mass of the setup and a low gas flow with a small
heat capacity). During trip, the setup is flushed with safety gas to the fuel electrode
and air to the air electrode. When the setup is restarted, a CO2 flow is added to the
safety gas flow. This increases the thermal mass of the inlet gas. A higher thermal mass
means that the setup is heated faster. Furthermore, the electrical heaters need a certain
minimum flow to maintain their performance. The change in gas composition when
restarting the setup, can also be seen in cell voltage.
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Figure C.3: Plot of temperature and average cell voltage responds to a trip event at t = 0 h.
In this example, the setup is restarted after 0.75 h and heater to the operation
temperature (750 ◦C.
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Fig. C.4 shows the typical response to a trip where the setup is restarted when the
setup has reached room temperature. Since the restart received a manual control of the
system (e.g. to check the reason for the trip), trip event that occurred out of office hours
was first restarted the next day. From the figure, it can be seen that the temperature of
the stack only decreases slowly (due to a high thermal mass of the setup and a low gas
flow with a small heat capacity). The trip should therefore be gently to the stack, with
respect to thermal stresses. With that being said, the trips was designed with personal
safety as the top priority and equipment/stack safety as the secondary priority.
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Figure C.4: Plot of temperature and average cell voltage responds to a trip event at t = 0 h.
In this example, the setup was not restarted, before the setup had reached room
temperature.
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� A novel geometric design for flow distribution in solid oxide cells is modelled.
� The optimized design is robust towards normal tolerances in manufacturing.
� The optimized design maintains high flow uniformity for different flow rates.
� The effect of temperature gradients on the flow uniformity is investigated.
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a b s t r a c t

Design of a gas distributor to distribute gas flow into parallel channels for Solid Oxide Cells (SOC) is
optimized, with respect to flow distribution, using Computational Fluid Dynamics (CFD) modelling. The
CFD model is based on a 3d geometric model and the optimized structural parameters include the width
of the channels in the gas distributor and the area in front of the parallel channels. The flow of the
optimized design is found to have a flow uniformity index value of 0.978. The effects of deviations from
the assumptions used in the modelling (isothermal and non-reacting flow) are evaluated and it is found
that a temperature gradient along the parallel channels does not affect the flow uniformity, whereas a
temperature difference between the channels does. The impact of the flow distribution on the maximum
obtainable conversion during operation is also investigated and the obtainable overall conversion is
found to be directly proportional to the flow uniformity. Finally the effect of manufacturing errors is
investigated. The design is shown to be robust towards deviations from design dimensions of at least
±0.1 mm which is well within obtainable tolerances.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Solid oxide cells (SOC) are electrochemical systems capable of
operating in fuel cell mode (solid oxide fuel cell - SOFC) and elec-
trolyzer mode (solid oxide electrolyzer cell - SOEC). In SOFC mode
hydrogen, carbon monoxide, or hydrocarbons are oxidized, thereby
generating electricity, whereas, in SOEC mode, water or carbon
dioxide are reduced to fuels/chemicals by consuming electricity.

Solid oxide cells are considered a promising energy technology
because of their high theoretical efficiency (due to the high oper-
ating temperature of 850e1200 K) in both SOFC and SOECmode [1].

In order to achieve the high theoretical efficiency, the flow in the
cells must be close to uniform. If the flow is not uniform, the con-
version in some channels/areas of the cell will be higher than
others. If the SOFC is running on hydrogen, Ni might oxidize to NiO
due to high local concentrations of water [2]. In SOEC mode, during
CO2-electrolysis or CO2/H2O co-electrolysis, carbon might be
formed via the Boudouard reaction due to high local concentrations
of CO [3]. Additionally, a non-uniform flow also contributes to
thermal stress within the cell since the heat effects of reaction
become unevenly distributed [4e6].

The flow in SOCs has been widely studied, with U- and Z-type
manifold and parallel channels being favored by most researchers
[7e17]. In U- and Z-type SOCs the parallel channels are fed from a
single manifold. In U-type flow, the channels nearest the inlet/
outlet receive more flow than the channel farthest away from the
inlet/outlet. In Z-type flow, the parallel channels nearest and
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farthest away from the inlet receive roughly the same flow,
whereas the center channels will receive a lesser flow than the
outer channels [12]. To improve the inherently poor flow distri-
butionwith these designs, the cross section of each parallel channel
can be changed [18,19] or the manifold geometry can be changed
[12].

An alternative design to the U- and Z-types is to have gas inlet/
outlet holes in front of the parallel channels and adding barriers
that distributes the gas into the parallel channels [20e22]. In this
article the flow distribution in a commercial SOC cell design [22]
using barriers to distribute the gas flow is investigated and opti-
mized using CFD modelling. The effect of the flow non-uniformity
on the maximum overall conversion is also investigated. We
show that such a design can be optimized to obtain a more optimal
design than achievable by Z or U type designs.

Other designs than U- and Z-type, such as serpentine, inter-
digitated flows [23,24], subset of U- and Z-type geometries [25] and
pin type flow cells [26] has also been investigated in the literature
[27e30]. However, the pressure drop in serpentine and interdigi-
tated flow quickly increases to the order of a few bars for larger fuel
cells [31,32], and the pressure drop in geometries using subset of U-
and Z-type is generally higher than single U- and Z-type [25]. In
general parallel channels has the lowest pressure drop [33] and
parallel channels are therefore of higher interest than the other
designs for SOCs.

For low-temperature fuel cell technologies, like Proton Ex-
change Membranes (PEM), another important aspect is water
management, in order to assure that the fuel cell is not flooded
[7,30,34e38]. In this article we have focused on SOCs where water
flooding is not an issue, and thus we will not investigate water
management in our design.

2. Model description

2.1. Geometric model

Fig. 1 shows the structure of the SOFC/SOEC cell used in this
study. The cell consists of 5 layers: Air electrode, air channel, fuel
channel, fuel electrode and electrolyte. An interconnect is placed
between the air and fuel channel with the purpose to connect the
air and fuel electrode electrically and to distribute the gas evenly to

the entire electrode. In this study an interconnect shape with par-
allel channels is used. Here the gas is divided into the parallel
channels, and the ribs ensure electrical contact between the
interconnect and the electrode. In this paper we are only concerned
with the fuel flow. The fuel channel layer consists of 45 parallel
channels, each 1 mm wide and with a height of h ¼ 0.3 mm,
separated by 1 mm wide ribs.

Fuel gas (typically CH4 or H2 in SOFC and H2O/CO2 in SOEC) is
entering through a manifold of three tubes (which are formed
when single cells are assembled to form the stack) to the left in
Fig. 2, moves through a barrier, hereafter called gas distributor, and
is distributed to all the parallel channels (see insert of Fig. 1). Purge
flow (typically air) is entering through holes at the left side of the
cell and exiting through holes at the right side of the cell. In a stack
several cells are placed on top of each other, however only the flow
in the fuel channel layer is modelled in this study. Furthermore, the
flow in the stack manifold (the pipes with in the cell shown in
Fig. 1) is not included in the model.

Fig. 2 shows the geometry of the model implemented in COM-
SOL 5.1 together with the parameters wsc, wcc, wb. In order to
decrease computational time, the model consists of one third of the
cell. The channels are numbered sequentially starting from the
bottom. Note that the number of channels on each side of the
distributor is not identical. The dimension of the active area is
90 mm � 111 mm (H x B), giving a total active area of 99.9 cm2. The
model is a 3d model where the height (z-dimension) of the inter-
connect is 0.3 mm. Previously, 2d models with different approxi-
mations have been used [8,31,32], while other have applied 3d
models in order to avoid the uncertainty introduced by the ap-
proximations when reducing to a 2d model [11,16,39]. Since the
computational time of ourmodel was relatively low (2e5min on an
Intel Xeon E5-2637 CPU with 3.5 GHz), we only considered the 3d
model.

2.2. Computational methods

The flow in SOCs under operation is affected by electrochemical
reactions and temperature gradients (causing density and viscosity
changes). These changes are often disregarded in studies of the flow
uniformity [8,32,39,40], and we will also assume isothermal and
non-reacting incompressible flow. The validity of these

Nomenclature

Achannel Cross-sectional area (cm2)
Aactive Active cell area (cm2)
a Change transfer coefficient
Eact Activation energy (J mol�1)
F Faraday's constant (96487 C mol�1)
Fnu Flow non-uniformity index
Fu Flow uniformity index
h Height of cell (mm)
j Current density (A cm�2)
jo Exchange current density (A cm�2)
Mi Molar mass of component i (g mol�1)
_m Mass flow rate (kg s�1)
N Number of channels
n Number of moles per second (mol s�1)
nact Activation overpotential (V)
p Pressure (Pa)
pf Pressure at normal conditions (101.325 kPa)

R Universal gas constant (8.3144 J K�1 mol�1)
Tf Temperature at normal conditions (273.15 K)
u Velocity (m s�1)
_v Volumetric flow rate per time unit (NL s�1)
€v Volumetric flow rate per time unit and active cell area

(NL s�1 cm�2)
wb Width of the header before the parallel channels (mm)
wcc Width of the center channel of the distributor (mm)
wsc Width of side channel of the distributor (mm)
X Conversion of the reactant
z Number of electrons transferred
a Ratio of wsc to wcc

g Pre-exponential factor (A cm�2)
r Density (kg m�3)
m Gas viscosity (kg m�1 s�1)
t Viscous stress tensor (Pa)
cH2

Mass fraction of H2 in inlet flow
DP Pressure drop (Pa)
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assumptions is evaluated in section 3.8.

2.2.1. Flow
The flow is assumed steady and is modelled with the steady

state form of the continuity equation and momentum equation:

Continuity equation V$ðruÞ ¼ 0 (1)

Momentum equation rðu$VÞu ¼ V$ð�pI þ tÞ (2)

Here r is the density, u is the velocity vector, p is the pressure, I is
the unity tensor, and t is the viscous stress tensor. The viscosity and
density are fixed at the values of air at 1000 K (r ¼ 0.35 kg m�3,
m ¼ 4.1 � 10�5 kg m�1 s�1).

2.2.2. Boundary conditions
An inlet gauge pressure, pin, of 150 Pa is specified at the inlet

surfaces and on the outlet surfaces a gauge pressure of pout ¼ 0 Pa is
specified (see Fig. 2). On all solid walls, a no slip condition is
applied, except for the surfaces touching the horizontal line in

Fig. 2. Here a symmetry condition is applied. The symmetry con-
dition was validated by modelling two-third of the cell with the
parameters for the optimized design presented in section 3.4, and
the two models were found to give identical flow profiles.

2.2.3. Measure of flow uniformity
Different measures of the flow uniformity/non-uniformity have

been used in the literature. Flow uniformity indices, defined by
either (3) [16] or (4) [39] have been used by some authors, whereas
others have used a non-uniformity index, Fnu [12,32]. The flow
uniformity indices Fu and Fu2 are identical if all single channel areas
(and the density of the gas in each channel) are the same.

For a perfectly uniform flow, the flow uniformity index will be 1
and the non-uniformity index will zero. For non-uniform flow, the
indices will be in the interval ]0,1[.

Flow uniformity index Fu ¼ Nminðu1…unÞPn
i¼iui

(3)

Fig. 1. Sketch of the cell geometry. The insert shows the gas distributor and the parallel channels.

Fig. 2. The flow domain modelled in COMSOL. The cross section is extruded 0.3 mm. An inlet pressure, pin, is applied to the left and an outlet pressure, pout, to the right. On the
dotted horizontal line a symmetry condition is applied.
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Flow uniformity index Fu2 ¼ min
�mi

m

�
¼ min

 
rAchanneliui
rAchannelu

!
ui

¼
P

riAchannel;iui
N

(4)

Flownon�uniformity index Fnu ¼maxðu1…unÞ�minðu1…unÞ
maxðu1…unÞ

(5)

Which flow index to use depends on the purpose of the opti-
mization. If it is important that all reactants entering the channel
are converted, the operating limits would be determined from the
channel with the highest flow. In this case Fu should not be used. A
high flow in a single channel would only affect Fu to aminor degree,
whereas Fnu would be highly affected. If unwanted side reactions
take place at high product concentrations, the operating limits
would be determined by the channel with the lowest flow. In this
case, Fu should be used because it is directly affected by the mini-
mum flow.

In SOFC with pure H2, the produced H2Omight oxidize Ni to NiO
at high H2O concentrations and in SOEC mode, during CO2 and co-
electrolysis, solid carbon might form via the Boudouard reaction at
high product concentrations [3,41e43]. The current model is
therefore optimized with respect to Fu.

2.3. Mesh and solver settings

The mesh was build using cuboids in the parallel channels and
tetrahedrons everywhere else. The cross-sections of the parallel
channels were divided into squares, from which the cuboids were
created by sweeping the channels. The size of the squares was
found by dividing the height and the width of the channel with an
integer, where a value greater than 7 was found not to influence the
results. The sweeping was conducted using COMSOL's built-in
sweep function with the predefined “Coarser” setting. This resul-
ted in cuboids with a size of approx. 5.3 mm � 0.14 mm x 0.04 mm.

The tetrahedrons were created using COMSOL's built-in tetra-
hedral function with the predefined “Finer” setting and a z-direc-
tion scale of 2. All other settings were kept at standard values.

The mesh was tested by coarsening and refining the predefined
settings, and it was found that a further refining than the above
resulted in change of less than 0.05% to the Fu value.

The simulations were carried out with the MUMPS solver with
the fully coupled constant Newton method (damping factor ¼ 1).
All other solver settings were kept at their default values (e.g. the
relative tolerance was 0.001).

The average velocity in each channel was extracted using
COMSOL's built-in average component coupling function

3. Results and discussion

3.1. Scope of optimization

The geometry presented in Fig. 1 has a large range of optimi-
zations. The number of inlet holes and channels could be changed,
the geometry of the distributor and channels could be changed and
a completely different design of the distributor could also be used.
In order to limit the optimization possibilities, the scope of the
optimizationwas restricted to values of the parameterswcc,wsc and
wb. This has several advantages: The purge flow is unaffected and
the same cells, seals and external pipe connections can be used. In
the following, the effect of the parameters will be illustrated, an

optimized design will be constructed, the effect on reaction extent
will be calculated and the effect of manufacturing tolerances on the
optimized design will be evaluated. Figures showing the velocity
field and pressure distribution are available as supplementary
material.

3.2. Effect of gas distributor dimensions

The influence of the dimensions of the gas distributor was
investigated by changingwsc andwcc (see insert on Fig. 3). From the
geometry, it is clear that when wsc < wcc, the outer channels will
obtain a significantly lower flow than the center channels, leading
to a poor flow distribution. The parameter a is therefore introduced,
with the constraint a > 1:

a ¼ wsc=wcc (6)

Fig. 3a shows the effect on Fu of changing wcc and a. The figure
shows that a maximum in the flow uniformity exists for an inter-
mediate value of a. The reason for this is that at lower a levels, the
outer channels (channel 1e4) obtain less flow than the center
channels. Increasing a increases the flow to the outer channels and
reduces the flow to the center channels. However, as a increase
above a certain value the flow reduction in the center channels only
causes an increase of the flow to channel 5 and 12 (Fig. 3b). The
value of a at which the flow uniformity is maximized, decreases
with wcc from 4 to 5 at wcc ¼ 0.4 mm, to 2 at wcc ¼ 1 mm. For
wcc ¼ 0.2 and 0.3 mm the optimum a is lower than that at 0.4 mm.
Furthermore, for wcc ¼ 0.2 mm, a sharp optimum is observed
(a ¼ 2.5) and forwcc ¼ 0.3 and 0.4 mm the flow uniformity reached
a plateau. However, if a is further increased, the flow uniformity
decreases for wcc ¼ 0.3 and 0.4 mm as well (not shown). The sharp
optimum for wcc ¼ 0.2 mm is explained by the fact that at such
small width the inlet pressure is not enough to push sufficient gas
to the center channels when a > 2.5, even though some gas will be
forced from the side channels, around the distributor, into the
center channels. The resulting flow in the center channels is
therefore lower than that of the side channels (especially channel
5).

Overall, the maximum obtainable value of Fu is located atwcc 0.3
and a ¼ 3.5 when wb is fixed at 2 mm.

3.3. Effect of increasing the header width

To further increase the flow uniformity the influence of header
width,wb, before channels 1e4 and 13e15 (see insert on Fig. 3), was
investigated (Fig. 4a). The ribs between channel 5 and 6 and be-
tween 11 and 12 are not changed. Thismeans that these two ribs act
as constrictions for the side channel flow to enter the center
channels. The combinations of wcc and a were based on the
maximum points in Fig. 3 and the optimum value of wb was found
to vary with wcc and a. Increasing wb leads to more flow in channel
1e4 and channel 12e15 (Fig. 4b). Since especially the flow in the
outer channels is low when wb is equal to 2 mm, increasing wb
increases the flow uniformity, until the flow in channel 6e11 be-
comes lower than the flow in channel 1e4.

3.4. Optimal design

To investigate the combined effect of the three parameters,
bounds for the three parameters were defined (Table 1) and the
parameter space was explored using Monte Carlo simulations. The
Monte Carlo method was selected to reduce the risk of finding a
local maximum point and additionally has the advantage that all
the calculations could be performed in parallel, i.e. using a
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computer cluster.
300 Monte Carlo simulations were performed and the optimal

design (highest Fu value) was found to be located at wcc, a and wb

equal to 0.9mm, 4.66 and 7.2mm, respectively, with Fu¼ 0.978. The
normalized flow in each channel is plotted in Fig. 5. It can be seen
that the flow is close to being identical for all channels. Channel 1
still receives the least amount of flow and channel 5, 12e13 the
most. However, the deviations are now very small compared to
those in Figs. 3b and 4b.

The uniformity in flow can also be seen in the pressure. Fig. 6
shows the pressure drop across channel 1 and the differences be-
tween channel 1 and channel 5, 8 and 15, respectively. It can be
seen that the pressure differences for the channels are small. It can
also be seen that approximately one-tenth of the pressure drop is
taking place in the inlet and outlet manifold (approx.10 Pa pressure
drop in each). The pressure is investigated further in the next
section.

Other designs with similar Fu values were also found. To illus-
trate this, the designs were plotted in Fig. 7. In the figure, the data
points are projected onto two-dimensional planes. Fig. 7a contains
all 300 data points, and Fig. 7b contains only the data points with
FU > 0.97. The value of 0.97 was selected to include a sufficient
number of data points to illustrate the correlation between the
parameters, while the rest of the data points was excluded for
clarity. From the figure it can be seen that there is a correlation
betweenwcc andwb and to a minor extent betweenwsc andwb. The
figure shows that an increase in wcc (which leads to more flow in
the center channels), can be compensated for by an increase in wb.
When wb is around 4 mm, the optimum wsc value is around
2.5e3 mm. As wb increase, the span of optimum values for wsc

increases to 2.5e4.5 mm. This means that as long as the combi-
nation of wcc and wb is reasonable, the exact value of wsc is of less
importance (as long as it is within the span defined above).

The model is simplified (isothermal, non-reacting and incom-
pressible flow), meshed with a certain refinement and geometri-
cally restricted to the cell, thus an optimal design for non-
isothermal, reacting and compressible flow may differ somewhat
from the optimized result under simplified conditions Also, since
the performance in terms of flow uniformity is almost identical for
the local maxima, a preferred design can be chosen by evaluating
other properties than the flowuniformity, such as the total pressure
drop over the cell.

3.5. Underlying factors

As stated previously the purpose of the distributor (and also
header width) is to distribute the gas evenly to all the parallel
channels. For the optimized design, it can be seen (Fig. 6b) that the
lengths of all the channels are approx. the same and that the
pressure difference within the header section (i.e. excluding the gas
distributor) is less than 4 Pa (Fig. 6a). Since the pressure applied to
each channel and the channel length is approx. the same, the
resulting flowwill also be close to identical and a high Fu value will
be obtained.

When the parallel channels have a varying length, the pressure
in the header must be higher for long channels compared to short
channels. However, it is hard/sometimes impossible to get a precise
non-uniform pressure distribution in the header section. Fig. 3 il-
lustrates how only a local-maximum, for the design shown in Fig. 1,
can be achieved with parallel channels of uneven length. Parallel

Fig. 3. Effect of gas distributor dimensions. a) Fu as function of a for different wcc values (0.20 mme1 mm). b) Normalized flow in each channel for wcc ¼ 0.6 mm at different values
of a. In both figure a and b, wb was fixed at 2 mm.
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channels of uneven length may be necessary when maximizing the
active area, but from a flow point-of-view parallel channels with
identical length are preferred.

Table 2 lists the average pressure, standard deviation of the inlet
pressure to each channel relative to the average pressure
ðPðpc;i � pavgÞ=NÞ, pressure drop ratio (pressure drop in the

parallel channels over the total pressure drop) and Fu for several
cases (rows 1e6 are also shown in Figs. 3b and 4b).

It can be seen that when a is increased (row 1e3), the average
pressure before the channels is also increased. This increase the
DPchannels=DPtotal ratio and also Fu. The reason for this is that the
cross section of the distributor becomes larger and the pressure
drop over it therefore decreases. From row 4e7 it can be seen that
when the header width is increased, the pressure drop ratio does
not changemuch, but the relative standard deviation decreases and
Fu increases, until a certain value of wb (here between 5.7 and
7.35 mm). This is because the length of the channels becomes more
uniform and the flow resistance in the header decreases due to the
larger value of wb. After a certain value of wb, the pressure drop
ratio decreases (since more flow is going through the side channel,
the pressure drop in the header section increases). This can also be
seen more generally in Fig. 7 and section 3.4, where a correlation
between wcc and wb is described. To reach an optimized design
(row 8), the pressuremust be uniform (low standard deviation) and
the DPchannels=DPtotal must be high.

It is commonly acknowledged that the pressure drop in the
manifold should be significantly lower than that over the cells in a
stack to ensure a uniform flow distribution to the cells
[16,32,39,40]. This is analogous to obtaining a uniform flow in in-
dustrial fixed bed reactors and multiple tubular reactors (after the
pressure drop in each tube has been adjusted to a common value).
For such reactors, a uniform flow can be obtained as long as the
pressure drop in the inlet and outlet hood is lower (more than one
order of magnitude) than the pressure drop in the tubes [44e46].
Plotting FU as function of pressure drop ratio (added as
supplementary material) shows that high Fu values can only be
obtained with high pressure drop ratio and that the length of the
channels should be approx. identical (Wb should be high).

Fig. 4. Effect of wb. a) Fu as function of wb for the optimum points ({wcc, a} ¼ {0.2 mm, 2.5; 0.3 mm, 3.5; 0.4 mm, 4; 0.5 mm, 4; 0.6 mm, 3; 0.7 mm, 3; 0.8 mm, 2.5; 1 mm, 2}) found in
Fig. 3 b) Normalized flow in each channel for wcc ¼ 0.6 mm, a ¼ 2.5 and different values of wb.

Table 1
Parameter space.

Parameter Lower bound Upper bound

wcc, mm 0.2 1.2
a 1.5 6
wb, mm 2 8.5

Fig. 5. Normalized flow in each channel for the optimized design (wcc, a and
wb ¼ 0.9 mm, 4.66, 7.2 mm).
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Based on this, our recommendation for designing a distributor
for parallel channels is to use parallel channels with equal length
and ensure that the pressure drop ratio is high (preferably the
pressure drop in the channels should be one order of magnitude
higher can that of the distributor). Similarly, for U- and Z-type
designs, the pressure drop in the channels should be significantly
higher compared to the manifold/header section.

3.6. Tolerance to errors in manufacturing

During manufacturing the production of the geometries will be
within certain tolerances, e.g. defined in industry standards such as
ISO 2768-1. However, minor changes in the dimensions of the
distributor might alter the flow significantly. According to ISO
2768-1 a tolerance of ±0.05mm is normally a permissible deviation
when working with linear dimensions up to 3 mm in the “fine”

Fig. 6. a) Left: Pressure profile for the optimized design (wcc, a and wb equal to 0.9 mm, 4.66 and 7.2 mm, respectively and Fu ¼ 0.978) for channel 1 (left ordinate). The pressure
differences between channel 1 and channel 5, 8, 15, respectively, are also plotted (right ordinate). b) Right: Illustration of the cutlines used to create the pressure profiles.

Fig. 7. Data points from the Monte Carlo optimization projected onto two-dimensional planes: a) all data points shown, the color map shows the Fu value of each data point. b) Only
the data points with Fu > 0.97.

Table 2
Pressure and flow uniformity parameters for different designs. wcc, wsc and wb in mm, pressure and relative standard deviation in Pa, all others are unitless.

Case Average pressure before parallel channels Relative Standard deviation DPchannels=DPtotal Fu

wcc wsc a wb

0.6 0.9 1.5 2.0 121 1.8 0.61 0.899
0.6 1.5 2.5 2.0 127 2.6 0.69 0.918
0.6 2.1 3.5 2.0 130 2.9 0.74 0.921
0.6 1.5 2.5 2.0 125 2.6 0.67 0.918
0.6 1.5 2.5 3.6 126 2.3 0.68 0.957
0.6 1.5 2.5 5.7 127 1.8 0.69 0.967
0.6 1.5 2.5 7.35 125 1.5 0.65 0.955
Optimized design 139 0.9 0.85 0.978
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tolerance class. Based on the optimized design (wcc, a and wb equal
to 0.9 mm, 4.66 and 7.2 mm, respectively) all combinations of wcc,
wsc, and wb ±0.05 mm were tested and the lowest value of Fu was
found to be 0.976. When the uncertainty was increased to ±0.1
and ± 0.2 mm, the lowest value of Fu was found to be 0.975 and
0.970, respectively. The design of the gas distributor is therefore
robust towards deviations in the geometry caused by tolerance
errors in the manufacturing of up to twice of the value allowed in
ISO 2768-1.

3.7. Effect of flow rate

The effect of flow rate on the flow uniformity and pressure drop
was investigated (Fig. 8) and it was found that the effect on flow
uniformity was small, whereas the pressure drop increased linearly
with the flow rate. The result shows that the design is capable of
handling quite different flows without significant changes in the
flow uniformity. This is important for an SOC operating under
varying conditions. Examples of this include SOFCs operating with
changing load depending on the demand or SOECs used for storing
excess electrical energy in chemical species. A similar response was
observed for the other designs (not shown). Investigation of the
pressure profiles at the high flow rates (not shown) showed that
the decline in flow uniformity was due to different changes in the
pressure drop in the center channel and side channel of the
distributor. The pressure drop in the center channel increasedmore
than in the side channels and this caused a large fraction of the flow
to move through the side channels and thus relatively less flow is
supplied to channels 8 and 9 (see Fig. 2) through the center channel
of the distributor. So, if the design is to be used at higher flow rates
than approx. 1 NL min�1 per cell the distributor should be re-
optimized.

3.8. Effect of assumptions and flow property parameters

The simulations have been performed assuming an isothermal,
non-reactive and incompressible flow (which is similar to others
[8,32,39,40]). In this section we will explore the validity of results
based on these assumptions.

3.8.1. Effect of the flow parameters (viscosity and gas)
The optimization was performing using the viscosity and den-

sity of air at 1000 K. To verify that the optimized design is also good
for other gasses and temperatures, the flow property parameters

were calculated at 900, 1000, and 1100 K for air, H2 and CO2 and
corresponding Fu values were computed. H2 and CO2 were selected
because these are respectively the lightest and heaviest gasses
commonly used in SOCs (disregarding hydrocarbons higher than
methane). The simulations showed no change in the Fu values.

3.8.2. Effect of non-isothermal conditions
Bi et al. [39] found that, when applying a linear temperature

increase of 200 K between the inlet and the outlet of a SOFC and
assuming a uniform rate of the chemical reactions across the
channels, the difference in flow rate distribution compared to the
isothermal and non-reacting flow case was less than 1%. Using
similar conditions as Bi et al. (DT¼ 200 K from 650 �C to 850 �C, 65%
w/w H2, 35% w/w H2O, 85% conversion and an uniform rate) we
found a difference of Fu of less than 0.03%.

Often a non-linear temperature profile between the inlet and
outlet is observed in SOC, especially if a cross- or counter flow is
used, or if the heat transfer from side of the cell to the surroundings
is significant [47e50]. In the literature temperature differences
between the edge and the center of the cell has been reported to be
in the range of 5e10 K cm�1 depending on the operating conditions
and design in SOFC mode [49e52]. In SOEC mode the cell can be
run endothermic, thermo-neutral, and exothermic which means
that the temperature in the center of the cell can either be lower,
the same or higher than the edge. In the literature values in the
range of�2 to 10 K cm�1 has been reported [53]. Using an in-house
model (not presented) we obtained values in the same range.

3.8.3. Effect of reaction present
To investigate if the temperature difference in the y-direction

(see Figs. 1 and 2 for axis orientation) is affecting the flow unifor-
mity, we applied a temperature gradient of �5 to 15 K cm�1 in the
y-direction for the channels and fixed the temperature at the edge
to 1000 K. When air was used as the fluid the effect on Fu was less
than 1%. It would be more correct to include the effect of the
temperature on the current density also. However, the relationship
between the current density and temperature is not straightfor-
ward and a rigorous calculation of the current density is outside the
scope of this article. Instead of a rigorous calculation, we have used
the Butler-Volmer equation to approximately calculate the increase
of the current density w. r.t. temperature.

The Butler-Volmer equation is given as [54]:

j ¼ j0

�
exp
�
azFnact
RT

�
� exp

��azFnact
RT

��
(7)

where Jo is the exchange current density, a is the charge transfer
coefficient, z is the number of electrons transferred and nact is the
activation overpotential. Jo can be expressed as [54].

j0 ¼ gexp
�
� Eact

RT

�
(8)

Using the values given in the literature for the hydrogen-water
reaction [54,55], an increase in the current density of 14% was
found when increasing the temperature from 1000 K to 1010 K and
maintaining the same activation overpotential (0.25 V based on
[54]).

In order to include the effect of the temperature on the current
distribution, we assumed that the fuel cell was fed with a 65% w/w
H2, 35% w/w H2O gas mixture and 50% conversion of H2 in SOFC
mode. In SOECmodewe assumed a feedwith 35%w/wH2, 65%w/w
H2O gas mixture and 50% conversion of H2O. The maximum change
in Fu given these operating conditions was less 1%. This number is
based on the assumptions above and the model presented in

Fig. 8. Effect of flow rate on the flow non-uniformity and pressure drop. Vertical line
shows optimization base case.

J.D. Duhn et al. / Journal of Power Sources 336 (2016) 261e271268

D.1 Optimization of a new flow design for solid oxide cells using computational fluid dynamics
modelling 137



section 2. It therefore appears that violation of the assumptions
does not change the flow significantly.

However, if an entire cell is modelled instead, a temperature
gradient of only 5 K cm�1 in the y-direction (from y¼ 0 mm 45mm
(half the cell width) and �5 K cm�1 from y ¼ 45 mme90 mm)
results in a change in the flow uniformity of more than 1% (using
the same conditions as for the 1/3 of the cell above). The reason for
this is that the absolute temperature difference for a whole cell is
higher than for 1/3 of the cell.

We therefore advise that the results found in this study are only
applied to cells operating with low temperature gradients in the y-
direction. Such operation is possible. Work regarding the under-
standing and reducing of heat transfer from the stack to the sur-
roundings has been carried out and is of critical importance when
designing SOC systems [6,56e59]. Forschungszentrum Jülich also
demonstrated a 5 kW SOFC stack with very low temperature gra-
dients in the y-direction [47]. In SOEC mode, the stack can be
operated thermo-neutral, which means that the net heat genera-
tion is zero and no temperature gradient in either the x- or y-di-
rection is present [60,61] (assuming sufficient insulation of the
sides or that the stack is operating in an oven).

3.9. Effect of flow non-uniformity on possible reaction extent

The level of flow uniformity limits the maximum allowable
extent of conversion of reactants in the cell, before unwanted side-
reactions take place. In SOFC the unwanted side-reactions are ox-
idations of Ni to NiO and in SOEC unwanted side-reactions cause
carbon formation (Table 3). Since the current density is (almost)
constant in the y-direction when the cell is run in co- or counter-
flow configuration and temperature effects from the side of the
stack are ignored, the number of moles converted in each channel
will be the same.

The number of moles per unit time entering a channel is given
by (9). By using this equation, the conversion in each channel and
the overall conversion can be expressed by the flow uniformity
index and the maximum conversion allowed in the channel with
the lowest flow, Xmax.

Moles reactant per time fed to channel i ni ¼
ui
u
$
1
N
$ntotal (9)

Conversion in channel iXchannel;i ¼
Xmax$minðniÞ

ni
¼
Xmax$min

�
ui
u

�
ui
u

¼XmaxFu
ui
u

(10)

Overall conversion Xoverall ¼
N$Xmax$minðniÞ

ntotal
¼ XmaxFu (11)

When side-reactions are ignored, the maximum conversion
allowed is 100%. With the optimized gas distributor design (flow
uniformity index equal to 0.978) the conversion in the channel with

the highest flow is 95.6% (calc. with (10)) and the overall conversion
is 97.8% (calculated with (11)).

In SOFC the conversion is limited by the risk of oxidizing Ni to
NiO by the formed products [62]. Oxidation would damage the
electrode due to volume expansion, eventually destroying the cell.
The oxidation is thermodynamically unfavored when a small
amount of reducing species (CO or H2) is present. At 1000 K the Ni
oxidizing reaction by H2O is thermodynamically unfavored when
the gas mixture contains at least 0.5% H2 (using the thermody-
namics given in Ref. [63]). This means that, for a pure hydrogen
fueled SOFC, Xmax is equal to 99.5%, the overall conversion (calcu-
lated with (11 and using the flow uniformity index of the optimized
gas distributor design) is 97.3% and the conversion in the channel
with the highest flow is 95.2%.

During CO2- and co-electrolysis solid carbon can be formed. The
carbon is typically whisker carbon, causing delamination of the
electrode and electrolyte. In CO2 electrolysis the carbon formation
is thermodynamically favored for conversions above 74.5% at
1000 K (using the thermodynamics given in Ref. [64]). This means
that the overall conversion is limited to 72.9% and the conversion in
the channel with the highest flow is only 71.2%. If a designwith less
uniform flow is used, e.g. the design in Bi et al. [39], the overall
conversion is limited to 67.8% (for Fu ¼ 0.91). This shows that the
flow uniformity has a significant effect on the possible overall
conversion.

The above calculations are only strictly valid under the
assumption of isothermal and non-reacting flow. However, as
shown in section 3.8 the results are nevertheless applicable as long
as there is no temperature gradient in the y-direction.

4. Conclusion

The optimal design of a special gas distributor to distribute the
feed gas into parallel channels of a solid oxide cell has been
investigated with CFD modelling. An optimized design was ach-
ieved by changing three geometrical parameters (wcc ¼ 0.9 mm,
a ¼ 4.66, wb ¼ 7.2 mm) in the gas distributor reaching a flow uni-
formity index of 0.978. The optimization was performed using 300
Monte Carlo simulations and a soft maximumwas found. Since the
maximum is soft, the optimized design can be further tuned by
including e.g. pressure drop in the optimization penalty function.

A temperature gradient of 5 K cm�1 in the direction perpen-
dicular to the flow in the channels was found to influence the
calculated flow uniformity, whereas a temperature gradient in the
x-direction of up to 15 K cm�1 did not affect the flow uniformity.
Thus, the findings in this study are only valid for cells with low
temperature gradients in the y-direction.

The design is robust towards variations in the manufacturing
process since variations in the optimized parameters of ±0.05 mm
only lower the flow uniformity marginally from 0.978 to not less
than 0.976.

Since flow uniformity dictates the possible overall conversion,
the optimized design allows for a higher overall conversion than
the non-optimized design. In the optimized gas distributor design,
the maximum allowable average conversion (to avoid carbon for-
mation) is only reduced by 2.3 percentage point compared to the
situation with ideal flow distribution. In CO2 electrolysis this cor-
responds to an overall conversion of 72.9% with the optimized
design compared to the theoretical maximum of 74.5%.
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Abstract 
 
Carbon formation may occur during CO2 and CO2/H2O electrolysis using solid oxide 
electrolyzer cells due to the Boudouard reaction (2CO  CO2 + C(s)). Formed carbon may 
disintegrate the cell structure and it is therefore of importance to be able to predict when 
carbon is formed, and take actions to prevent its formation.  
For prediction of carbon formation, the gas composition in the electrode must be known. In 
this work, the diffusion of gases in the electrode has been modelled with the dusty gas 
model in 1 and 2 dimensions, and the effect of tortuosity, porosity, temperature, electrode 
thickness, pore diameter, current density, pitch and rib width has been investigated. It is 
shown that diffusion limitations on reactant/product transport may lead to carbon 
formation.  
 
The parameters describing the microstructure and the dimensions of the cathode channels 
and interconnect ribs are found to have a large effect on the carbon formation propensity. 
Given a set of parameters, a simple correlation between the CO mole fraction in the 
channel and under the interconnect rib, and current density during CO2-electrolysis can be 
derived. This correlation makes it possible to efficiently integrate the calculation of carbon 
formation risk in existing electrolyzer cell models. 
 
Keywords: Boudouard reaction, Carbon Formation, Diffusive Mass Transport, 
Electrolysis, Fuel cell, Mathematical Modeling, Solid Oxide Electrolysis Cell. 
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1 Introduction 
Solid oxide electrolyzer cells (SOEC) are electrochemical devices capable of converting 
H2O and CO2 to H2 and CO. The electrolysis of H2O and CO2 is important since it is 
capable of producing H2, CO or syngas directly from electrical energy from e.g. renewable 
energy sources. These compounds can be used to produce synthetic hydrocarbon fuels as 
a solution to reduce oil consumption and carbon dioxide emissions.  
 
However, the formation of carbon has been observed during electrolysis of CO2 and CO2 
and H2 co-electrolysis [1,2]. The carbon can block pores and reaction sites [3], cause the 
Ni structure in the electrode to change [4], and cause local fractures in the cermet [5]. It is 
therefore of great importance to avoid carbon formation. During both CO2 and co-
electrolysis carbon formation has been observed at operating conditions where it should 
be thermodynamically unfavored based on the gas composition in the bulk of the gas 
phase (i.e. in the gas channels of a stack) [2,6]. In the literature it has been presumed that 
this is caused by diffusion limitations within the electrode [2,6]. In this study we investigate 
this presumption by calculating the concentration profiles in the electrode and evaluate the 
risk of carbon formation based on the actual gas composition in the electrode, rather than 
the composition in the gas bulk.  

 
Different models for diffusion in the electrode material have been used in the literature, 
including Fick’s law, Stefan-Maxwell model, dusty gas model, binary friction model, and 
the cylindrical pore interpolation model [7–9]. The most frequently used models are Fick’s 
law and dusty gas model [9]. Suwanwarangkul et al. [10] compared the performance of 
Fick’s law, the Stefan-Maxwell model, and the dusty gas model in predicting the 
experimental measured concentration overpotentials in SOFC anodes for H2-H2O-Ar and 
CO-CO2 systems. The concentration overpotential depends on the gas concentrations in 
both the gas channel and at the interface between the electrode and electrolyte. With the 
diffusion models, the gas composition at the interface can be calculated and thus also the 
concentration overpotential can be calculated and compared to the measured value.  
Using this approach, Suwanwarangkul et al. [10] found that the dusty gas model was 
better at predicting the concentration overpotential. For the CO-CO2 system Fick’s law 
could also be used to model the system with acceptable accuracy (within 15 % of the 
results obtained by the dusty gas model) when the current density was low (0.1 A cm-2) 
and at low (25 %) to intermediate (40%) CO concentrations. At a higher current density 
(0.3 A cm-2) Fick’s law could only be used for intermediate CO concentrations. 
Suwanwarangkul et al. [10] also found that the dusty gas model was the only suitable 
model for the H2-H2O-CO-CO2  system. Vural et al. [8] found that the dusty gas model, 
Stefan-Maxwell model and the binary friction model all gave similar predictions for the 
concentration overpotential for H2-H2O-Ar and CO-CO2 systems up to high current 
densities (1.5 A cm-2) and small pore radius (0.27 µm). Wang et al. [11] compared the 
dusty gas model with the binary friction model and the cylindrical pore interpolation model 
and found that they gave similar results. In this study, the diffusion has been modelled with 
the dusty gas model. This model was chosen because 1) the investigated situations span 
a wide range of current density and CO concentrations, 2) the H2-H2O-CO-CO2 system is 
also investigated.  
 
Ni containing catalysts are used in different industrial processes such as reforming and 
high temperature methanation. The carbon formation on Ni has therefore been thoroughly 
studied [3,12–16]. Carbonaceous gas species might form solid carbon through the 
Boudouard reaction (Reaction 1) and methane decomposition (Reaction 2) [3,17]. The 
carbon can be in the form of graphite [18], pyrolytic carbon, carbides [19,20], and 
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filamentous carbon (also called whisker carbon) [14,21]. At the high temperatures used in 
SOECs, filamentous carbon and graphite will be formed [22,23], see Figure 1.  
 

Boudouard reaction  2CO⇌CO2+C(s)     (1) 
 

Methane decomposition CH4⇌2H2+C(s)     (2) 
 
When both carbon and hydrogen species are present, the water-gas shift reaction and 
methanation reaction will also take place. 
 

Water-gas shift  CO+H2O ⇌ CO2+H2     (3) 
Methanation reactions CO+3H2⇌CH4+H2O     (4) 
 
Carbon deposition on solid oxide cells running in fuel cell mode, with methane [23,24] and 
other hydrocarbons [25] as the carbon source, has been widely studied. However, only a 
few studies have focused on solid oxide cells running in electrolysis mode with either 
H2O+CO2 or CO2 as the process feed [26–29]. In co-electrolysis carbon deposition has 
been observed and is believed to cause delamination of the electrode from the solid 
electrolyte after long-time testing (≤ 700 hr.) [1]. In CO2-electrolysis it has been observed 
that just crossing the equilibrium (forming small amounts of carbon) is a reversible process 
[2]. It is generally accepted that carbon formation is to be expected when there is a nickel 
catalyst present and the gas shows affinity for carbon formation after the establishment of 
methanation and shift equilibria [30]. The affinity for carbon formation, ac, is given as the 
equilibrium constant, divided with the reaction quotient:  
 

𝑎𝑐 = 𝐾1/𝑄1         (5) 

𝑄1 =
𝑋𝐶𝑂2

𝑋CO
2 𝑝𝑡

         (6) 

 
 
K1 is the equilibrium constant for reaction 1, Q1 is the reaction quotient, X is the mole 
fraction of CO2 and CO, respectively, and pt is the total pressure in atm.     
 
When ac > 1, the gas shows affinity for carbon formation. Since the equilibrium constant is 
a function of temperature, the temperature at which the gas mixture starts to show affinity 
to carbon formation via the Boudouard reaction, TB, can be calculated. If the equilibrium 
temperature is less than the actual temperature, the formation of carbon is 
thermodynamically unfavorable and if the equilibrium temperature is above the actual 
temperature, the formation of carbon is thermodynamically favorable. Calculating the 
equilibrium temperature is advantageous since the necessary temperature increase to 
avoid carbon formation can easily be calculated as TB - Tcell.  
 
Some studies have used the thermodynamic data for graphite when calculating the 
equilibrium constant for the Boudouard reaction [1,31,32]. However, there is a significant 
difference between the thermodynamic data for graphite and filamentous carbon 
[13,14,33]. Figure 1 shows the equilibrium curves for carbide (Ni3C), graphite and 
filamentous carbon. It can be seen that for temperatures above 650 °C, the equilibrium 
constant is higher for filamentous carbon than graphite. Thus, the gas mixture will show 
affinity to filamentous carbon, rather than graphite carbon, at a higher temperature. Since 
we want to investigate situations where the gas composition has just crossed the 
equilibrium, we will use the thermodynamic data for filamentous carbon, which are based 
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on experimental studies [3,13,14]. The studies present somewhat different values for the 
equilibrium constant. In this study we have used the thermodynamic data given by 
Rostrup-Nielsen [13], since they are based on experiments up to 700 °C, whereas the 
others are based on temperatures below 575 °C [3] and 627 °C [14], respectively.  
 

 
Figure 1. Equilibrium constant for different forms of carbon formation as function of 
temperature. Based on data from [3]. 
 

2 Models 
Figure 2a and 2b shows a schematic view of the SOEC. Starting from the top on figure 2a, 
gas is entering at the cathode gas channel and flows over the cathode. Gas species are 
diffusing through the porous cathode towards the electrode-electrolyte interface driven by 
a concentration gradient. At the electrode-electrolyte reaction interface the electrochemical 
reduction of CO2 and H2O takes place (reaction 14 and 15, see section 2.4). The thickness 
of this layer, di, is between a few µm and 20 µm [34–36]. In our modelling, we have 
selected a thickness of 10 µm. The specific number does not influence the results 
significantly, since the major part of the diffusion take place in the support layer, which is 
several times thicker than the reaction layer. The products of the electrochemical 
reactions, respectively CO and H2, diffuse back to the channel and are swept out by the 
channel flow. During co-electrolysis, the water-gas shift reaction (reaction 3) as well as the 
methanation reaction (reaction 4) will also take place in the electrode. 
The formed oxygen ions diffuse through the electrolyte and react to oxygen molecules at 
the anode. The formed oxygen molecules are transported out of the cell via the sweep flow 
in the anode channel. Figure 2b shows the cell in the x-z dimension, where the 
interconnect can be seen. The interconnect forms the cathode channels, which help 
distribute the fluid uniformly [37], and the rib, which ensures that there is electrical contact 
between adjacent cells.  
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Figure 2a (left) and 2b (right). Figure 2a is a schematic xy-plane view of the cell and 
2b is the a xz view of the cell. The 1d model is marked on both figures and the 2d 
model is marked on figure 2b. The single letters on figure 2b are used to label the 
boundaries and the double letters are used to label the points, which are referred to 
in the text. 
 
Two models are used in this study: A 1d model and a 2d model (see figure 2a and 2b). 
The 1d model consists of the cathode and electrochemical reaction zone along the line 
shown in figure 2. The 2d model consists of the cathode, electrochemical reaction zone, 
electrolyte and anode (the rectangle shown in figure 2b). In the 2d model, the cathode and 
anode consist of parts with contact to the gas channel and with contact to the interconnect 
rib. In this way, the effect of the interconnect rib on the gas transfer and current density 
distribution is included. The letters in figure 2b are used to label the boundaries and are 
referred to in the following text. The point where “d” and “e” intersect (the point under the 
center of the rib) is labelled “de” in the following text. Likewise, the point where “m” and “e” 
intersect (the point under the center of the channel) is labelled “me”  
 
The governing equations for both models are given in the following. The 1d model only 
considers the changes in the x direction and 2d model only considers the changes in the x 
and z direction. 
 
The following assumptions have been made: 1) the total pressure in the channel is 1 atm, 
2) the system is at steady state, 3) the part of the cell that is modeled is at isothermal 
conditions, 4) the material is isotropic, 5) the surface diffusion and thermal diffusion can be 
neglected. The assumption of isothermal condition is justified since the thickness of the 
cell is relatively thin and the thermal conductivities of the materials are high. Very small 
temperature gradients in the x-direction have previously been calculated [38] and are 
therefore disregarded in this work. The isothermal assumption is furthermore justified by a 
rough evaluation of the difference between the cell temperature and the gas temperature, 
presented in the appendix. 
 
 
2.1 Mass Transport 
The mass balance at steady state is given by  

∇𝑁⃗⃗ 𝑖 = 𝑟𝑖          (7) 

where 𝑁⃗⃗ 𝑖 is the flux of species i, and ri is the rate of reaction of species i. 
 

2.2 Diffusion 
In the dusty gas model, the molar flux of compound i is given as an implicit function of the 
other molar fluxes the molar fractions, and the gradients of pressure and molar fractions: 
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∑
𝑋𝑖𝑁⃗⃗ 𝑗−𝑋𝑗𝑁⃗⃗ 𝑖

𝐷
𝑖𝑗
𝑒𝑓𝑓 −

𝑁⃗⃗ 𝑖

𝐷
𝑖,𝑘
𝑒𝑓𝑓 =

p

𝑅𝑇
∇𝑋𝑖 +

𝑋𝑖

𝑅𝑇
(1 +

𝐵𝑝

µ𝑚𝐷
𝑖,𝑘
𝑒𝑓𝑓) ∇𝑝 𝑛

𝑗=1,𝑗≠𝑖     (8) 

where Xi is the molar fraction of species i, 𝐷𝑖,𝑘
𝑒𝑓𝑓

 is the effective Knudsen diffusion coefficient 

of species i, 𝐷𝑖,𝑗
𝑒𝑓𝑓

 is the effective binary diffusion coefficient of species i in j, p is the 

pressure; 𝑁⃗⃗ 𝑖   is the flux of species i, B is the permeability and µm is the viscosity of the 
mixture 
  
The binary diffusion coefficient is calculated by the Chapman–Enskog correlation and the 
Knudsen diffusion coefficient is calculated by kinetic theory of gases [39]. 

𝐷𝑖,𝑗
𝑒𝑓𝑓

=
𝜖

𝜏
𝐷𝑖,𝑗 =

𝜖

𝜏
0.001858𝑇1.5 ⋅

(
1

𝑀𝑖
+

1

𝑀𝑗
)

0.5

𝑝𝜎𝑖,𝑗
2 𝛺𝐷

     (9) 

𝐷𝑖,𝐾
𝑒𝑓𝑓

=
𝜖

𝜏
𝐷𝑖,𝐾 =

𝜖

𝜏
⋅
𝑑𝑝

3
√

8𝑅𝑇

𝜋𝑀𝑖
       (10) 

  
where Mi is the molecular weight of component i, σi,j is the average collision diameter 

between component i and j and 𝛺𝐷 is the dimensionless collision integral in the Lennard-
Jones potential model, 𝜖 is electrode porosity, 𝜏 is the tortuosity, dp is the pore diameter. σ 
and ΩD are available in the literature [39,40]. Based on [41] where permeabilities for Ni-

YSZ electrodes are summarized, we have selected a permeability of 𝐵 = 5 ⋅ 10−15 m2. 
 
2.3 Transport of electrons and oxygen ions 
In the 2d model two charged particles are modelled, electrons and oxygen ions. The 
electrodes and electrolyte is assumed to be pure electronic and ionic conductors, 
respectively. Ohms law is used to calculate the current distribution in the 2d model.  
 
∇(𝜎𝑒𝑙∇Φel) = 0          (11) 
∇(𝜎𝑖𝑜∇Φio) = 0          (12) 
 

The electronic conductivity, 𝜎𝑒𝑙, of the electrodes is high compared to the ionic conductivity 

of the electrolyte, 𝜎𝑖𝑜, and is therefore assumed to be temperature independent in the 

investigated temperature regime. The electronic conductivity is  800 S cm−1 for the cathode 

(Ni-8YSZ) and 72 S cm−1 for the anode (LSM) [42–44]. The ionic conductivity for the 
electrolyte is temperature dependent and given as [45]: 
 

𝜎𝑖𝑜 = 466 ⋅ exp (−
9934

𝑇
)         (13) 

 

where T is inserted in K and 𝜎𝑖𝑜 is in Ω−1cm−1. In the 1d model, the current density is 
assumed to be uniform and thus equations 11 and 12 are not used.  
 
  
2.4 Reactions 
Two electrochemical reactions take place at the cathode-electrolyte interface, namely the 
reduction of CO2 to CO and of H2O to H2:   

CO2 + 2e− → CO + O2−       (14) 

H2O + 2e− → H2 + O2−       (15)  
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The rates of reactions 14, and 15 are given as functions of the current density, see Table 
1. During co-electrolysis both reaction 14 and reaction 15 may occur at the interface. In 
this case the current density will consist of the current arising from each of the two 
reactions: 
 
𝑖 = 𝑖 𝐻2𝑂 + 𝑖 𝐶𝑂2

        (16) 

 
 One approach to model co-electrolysis is to assume that only reaction 15 occurs at the 
interface and that subsequently CO2 is converted to CO via the water-gas shift reaction 
[46]. Another approach is to assume that both reactions occur at the interface and include 
a parameter β, that determines the fraction of the interface surface available for H2O 
electrolysis [47–49]. In this approach, the electrical current is divided between the two 
reactions depending on the mole fraction of CO2 and H2O at the interface. 
 

 𝛽 =
𝑋𝐻2𝑂

𝑖𝑛𝑡

𝑋𝐶𝑂2
𝑖𝑛𝑡 +𝑋𝐻2𝑂

𝑖𝑛𝑡         (17) 

 
In this study we will use the latter method, where both reaction 14 and 15 take place at the 
interface.In the water-gas shift reaction occur infinite fast, the two methods should give the 
same. However, since the water-gas shift reaction might not reach equilibrium within the 
reaction zone, the latter method is used.   
 
In the entire electrode three reactions might take place: 1) the water-gas shift reaction, 2) 
methanation reaction, and 3) the Boudouard reaction. Only the water-gas shift reaction is 
included in the model as a reaction with finite rate. The rate expression is given in Table 1. 
The reason for excluding the methanation reactions is that the formation of methane is 
severely limited by thermodynamics at the high temperature and low pressure in the 
electrode (calculated with in-house thermodynamics software). The carbon formation 
reactions are excluded because we only want to identify if carbon formation if 
thermodynamic feasible. It is generally accepted that carbon formation will take place 
when the carbon affinity ac is above 1 [12,50]. Since SOECs are normally operated at 
steady state for long periods of time, any affinity for carbon is likely to cause accumulation 
of carbon, regardless of the reaction rate, and will eventually cause problems for the cell. 
 
The rate expressions for reactions 14, 15 and 3 and the thermodynamic equilibrium 
constants for the Boudouard reaction (reaction 1) are given in Table 1. 
 

Table 1. Reaction rates and equilibrium. 

Reaction Thermodynamic equilibrium or rate expression Source 

14 
𝑟𝐶𝑂2,𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑠𝑖𝑠 =

𝑖 

2𝐹
⋅ (1 − 𝛽) ⋅

1

𝑑𝑖
 

 

15 𝑟𝐻2𝑂,𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑠𝑖𝑠 =
𝑖 

2𝐹
⋅ 𝛽 ⋅

1

𝑑𝑖
 

 

3 
𝑟𝑤𝑔𝑠 = 𝑘𝑠𝑓 (𝑃𝐻2𝑂𝑃𝐶𝑂 −

𝑃𝐻2
𝑃𝐶𝑂2

𝐾𝑝𝑠
) 

   𝑘𝑠𝑓 = 0.0171 exp (−
103191

𝑅𝑇
)   mol m−3 Pa−2 s−1 

   𝐾𝑝𝑠 = exp(−0.2935𝑍3 + 0.635𝑍2 + 4.1788𝑍 + 0.3169)  

   𝑍 =
1000

𝑇
− 1 

[38] 
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1 
𝐾𝐵 = exp (

138100 − 144.6𝑇

𝑅𝑇
) ⋅ 1 atm−1  

[13] 

 
 
 In Table 1 F is Faradays constant, pi is the partial pressure of species i, R is the universal 
gas constant and, T is the temperature. 
 
The reaction rate for the four species in the cathode and reaction interface can be written 
as: 
𝑟𝐻2

= 𝑟𝑤𝑔𝑠 + 𝑟𝐻2𝑂,𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑠𝑖𝑠        (18) 

𝑟𝐻2𝑂 = −𝑟𝑤𝑔𝑠 − 𝑟𝐻2𝑂,𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑠𝑖𝑠       (19) 

𝑟𝐶𝑂 = −𝑟𝑤𝑔𝑠 + 𝑟𝐶𝑂2,𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑠𝑖𝑠       (20) 

𝑟𝐶𝑂2
= 𝑟𝑤𝑔𝑠 − 𝑟𝐶𝑂2,𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑠𝑖𝑠        (21) 

 
Where 𝑟𝑤𝑔𝑠 is the reaction rate for the water-gas shift reaction. 𝑟𝐻2𝑂,𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑠𝑖𝑠 and 

𝑟𝐶𝑂2,𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑠𝑖𝑠 are 0 in the cathode support. 

 
In the 2d model the oxidation of the oxygen ion takes place at the anode-electrolyte 
interface: 
 

2 O−2 → O2 + 4e−        (22) 
 

𝑟𝑂2
=

i 

4𝐹
         (23) 

 
The transfer of the oxygen molecules to the anode channel is calculated with the mass 
transfer equation (eq. 7) and the dusty gas model (eq. 8).  
 
 
2.5 Boundary Conditions and Numerical Solution 
It follows from the assumption of negligible mass transfer between the bulk gas in the 
channel and the sample, that the mole fractions of all species at the boundary between the 
fuel electrode and the bulk gas is identical to the bulk gas. The pressure is also the same.  
Thus, the boundary conditions at x = 0 for the 1d model are: 
 

𝑋𝑖|𝑥=0 = 𝑋(𝑖,𝑐ℎ𝑎𝑛𝑛𝑒𝑙)         (24) 

𝑝|𝑥=0 = 𝑝(𝑡,𝑐ℎ𝑎𝑛𝑛𝑒𝑙)        (25) 

 

Where 𝑋(𝑖,𝑐ℎ𝑎𝑛𝑛𝑒𝑙) is the mole fractions in the channel, and 𝑝(𝑡,𝑐ℎ𝑎𝑛𝑛𝑒𝑙) is the channel 

pressure. 𝑋(𝑖,𝑐ℎ𝑎𝑛𝑛𝑒𝑙) and 𝑝(𝑡,𝑐ℎ𝑎𝑛𝑛𝑒𝑙) must be specified as input to the model. 

 
Similar for the 2d model the boundary conditions at x=0 for the part of the cathode in 
contact with the cathode channel (labelled “a” on figure 2b) is given by equation 24 and 25.  
 
Furthermore, no current is transferred from the electrode to the channel. 

𝑛⃗ ⋅  i |𝑥=0 = 0         (28) 
 

Where 𝑛⃗  is the normal vector to the boundary. 
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For the part of the cathode in contact with the interconnect (labelled “b” on figure 2b), the 

potential, Φ, is specified and the mass flux across the boundary is zero.: 

Φ|𝑥=0 = 0        (29) 

𝑛⃗ ⋅  𝑁⃗⃗ 𝑖|𝑥=0 = 0       (30) 
 
The boundary conditions at the anode, x=dc, in contact with the anode channel (labelled “j” 
on figure 2b) are: 
𝑋𝑖|𝑥=dc

= 𝑋(𝑖,𝑐ℎ𝑎𝑛𝑛𝑒𝑙)       (31) 

𝑝|𝑥=dc
= 𝑝(𝑡,𝑐ℎ𝑎𝑛𝑛𝑒𝑙)       (32) 

𝑛⃗ ⋅  i |𝑥=0 = 0        (33) 
 
 
For the anode in contact with the interconnect (labelled “i” on figure 2b), the current density 
is specified and a zero mass flux.  

𝑁⃗⃗ 𝑖 = 0         (34) 

𝑖 = 𝑖 t ⋅
𝑤𝑝𝑖𝑡𝑐ℎ

𝑤𝑟𝑖𝑏
        (35) 

 

where 𝑖 t is the applied current density with respect to the entire cell cross-section. 
 
For the other boundaries in the 2d model a symmetry/insulation condition is applied: 

𝑛⃗ ⋅  𝑁⃗⃗ 𝑖|𝑥=0 = 0        (36) 

𝑛⃗ ⋅  i |𝑥=0 = 0         (37) 
 
The equations were solved in COMSOL Multiphysics (finite element method) using a 
damped Newton solver. The 1d model was divided into 200 elements. For the 2d model 
the cathode and electrode-electrolyte interface was meshed with a triangular mesh using 
COMSOL’s in-build “finer” mesh setting for fluid dynamics. In the electrode-electrolyte 
interface the mesh was refined in the x-direction by a factor of 10 and in the y-direction by 
a factor of 5. The electrolyte and anode were meshed with a triangular mesh using 
COMSOL’s in-build “extra fine” mesh setting for general physics. The actual number of 
elements varied with wpitch and dc. Further refinement of the mesh (changing the in-build 
settings to “very fine” and “extremely fine“, respectively, showed no difference in the 
obtained results.  
 

 

3 Results and Discussion 
The result and discussion section is divided into four main parts. First the results from the 
1d model are presented. Subsequently the results from the 2d model are presented and 
compared to the 1d model. Afterwards, the 1d model is used to investigate if diffusion 
limitations can explain observed carbon formation in some recent studies and, lastly, it is 
shown that the calculated CO mole fraction from the 2d model can be approximated by a 
simple linear correlation between the mole fraction in the channel and the current density. 
Thus makes it possible to include diffusion in current SOEC models without significant 
increase in calculation time. 
 
3.1 1d model 
 

150 D Articles



 
Page 10-26 

 

3.1.1  Electrolysis of CO2 
Figure 3a shows the mole fraction of CO and CO2 through the cathode layer and Figure 3b 
shows the corresponding equilibrium temperature for carbon formation, TB, for a channel 
gas composition of 60 % CO and 40 % CO2 and current densities of 0.4 A cm-2 and 0.5 A 
cm-2, respectively. Since there is neither H2 nor H2O in the system, the water-gas shift 
reaction can be ignored. From Figure 3b it can be seen that the change in mole fraction 
through the cathode layer caused by the diffusion limitations, causes the equilibrium 
temperature to rise above the cell temperature (in this case 973 K, marked with a 
horizontal line in Figure 3b) and the Boudouard reaction will therefore be 
thermodynamically favored close to the electrode-electrolyte interface. In order to avoid 
the carbon formation, the temperature should either be increased by at least 10 or 20 K, 
for 0.4 A cm-2 and 0.5 A cm-2, respectively or the current density must be decreased below 
0.4 A cm-2. With the given parameters (T, 𝑖 𝑡, 𝜖, 𝜏, de, dp, XCO2), gas diffusion limitations 
becomes an important phenomenon in relation to carbon formation even at moderate 
current densities. 
 

 
Figure 3. Mole fraction (a) and equilibrium temperature, TB (b) profiles during CO2 

electrolysis for T=973 K, 𝑖 𝑡=0.4 and 0.5 A cm-2, 𝝐 = 0.3, 𝝉 = 3, de = 400 µm and a CO 
mole fraction of 60 %. The depth of the electrode is from the gas channel, i.e. x=0 is 
at the gas channel and x=400 µm is at the electrode-electrolyte interface. The cell 
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temperature, 973 K, is marked with a gray horizontal line to clearly illustrate where 
the Boudouard equilibrium temperature crosses the cell temperature. 
 
 

3.1.2  Electrolysis of CO2 and H2O (co-electrolysis) 
Figure 4a shows the mole fraction of H2 and CO (H2O and CO2 are omitted for clarity) 

through the electrode layer for 𝑖 = 0.5 and 1.0 A cm-2 and an overall conversion of 60 %. It 
is assumed that the SOEC is fed with a 40:60 mixture of H2O and CO2 and that the gas in 
the fuel channel has reached the water-gas shift equilibrium. Thus, the gas composition in 
the gas channel is 33% CO, 27% CO2, 26% H2 and 14% H2O. The Boudouard equilibrium 
temperature, TB is also shown in Figure 4b. Since the equilibrium temperature is below Tcell 
at 0.5 A cm-2, but slightly above at 1.0 A cm-2, carbon formation is thermodynamically 
unfavorable at the low current density, but favorable at the high current density. The 
difference in diffusion coefficients of H2 and CO can clearly be seen in the different slopes 
of the CO and H2 gradients through the electrode.  
 

 
Figure 4. Mole fraction (a) and equilibrium temperature, TB (b) profiles during co-

electrolysis at T=973 K, 𝒊 𝒕=0.5 and 1.0 A cm-2, ε = 0.3, 𝝉 = 3, de = 400 µm and an gas 
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channel composition of 33% CO, 27% CO2 26% H2 and 14% H2O. The temperature of 
the cell (Tcell = 973 K) is marked with a gray horizontal line. 

 
 
3.2 Sensitivity analysis 
The parameters in the model can be divided into operating parameters (temperature, 
conversion and current density) and property parameters (porosity, tortuosity, electrode 
depth, and pore diameter). By changing only one parameter, while holding all others 
constant, the effect of that parameter can be investigated. In Figure 5 the effect of the 
parameters on the CO mole fraction at the electrode-electrolyte interface for CO2 
electrolysis is shown. All parameters, except the one being changed, were held constant at 
the values given in table 2 

Table 2. Parameter values used for the parameter study 

Parameter Value Unit 

Current density, 𝑖 𝑡  0.75  A cm-2 
CO mole fraction, XCO 0.5 - 
Temperature, Tcell 1000 K 
Cathode depth, de 400 µm 
Porosity, ε 0.3 - 
Tortuosity, τ 3 - 
Pore diameter, dp 0.5 µm 

 

The results shows that 1) the effect of changing T is small, 2) changing ε/𝜏 or dp has a 
large effect when the parameter has a low value, but a low effect when they are above 
about 0.2 and 1 µm respectively, i.e. at about the standard values they are assigned 

(common values for the ε/𝜏 fraction is 0.1 to 0.2 [29,38,51–54] and for the pore diameter it 
is 0.13 µm to 1.5 µm [47,51,53–55]), 3) the CO mole fraction is proportional to the CO 
mole fraction in the channel, current density and electrode depth. Thus, in order to 

minimize the CO mole fraction at the electrode-electrolyte interface, ε/𝜏 and dp must be 
above a certain value while de should be small. If this is not the case the CO mole fraction 
in the channel and the current density must be limited.  

The high effect of ε/𝜏 or dp on the mole fraction shows that for an accurate prediction of the 
diffusion limitations, these parameters must be determined with good accuracy. 
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Figure 5. Effect of operating (T, XCO, 𝑖 𝑡) and property (/, de, dp) parameters on the 

mole fraction of CO (lines) and the equilibrium temperature for the Boudouard 
reaction, Tb, (lines with stars) at the electrode-electrolyte interface during CO2-

electrolysis. Standard conditions are listed in table 2. 
 
 
3.3 2d model 

3.3.1 Electrolysis of CO2 
Figure 6 shows the mole fraction of CO for a case with wpitch = 1 mm and wrib = 0.5 mm 
(similar conditions as used in section 3.1.1. for the 1d model). At point “me” the CO mole 
fraction is 0.75 at the electrode-electrolyte interface, which is close to the 1d model (where 
it is 0.72, see figure 3). Moving to the right, the CO mole fraction increase, especially 
under the rib (from z=0.5 mm) and reaches a mole fraction of 0.89 at point “de”. This 
increase corresponds to an increase in the Boudouard equilibrium temperature from 1000 
K to 1071 K. This is a large increase compared to the 995 K calculated with the 1d model 
and shows the importance of including the effect of the rib on gas transfer. The increase in 
Boudouard equilibrium temperature means that the temperature of the cell must be 
increased above 1071 K in order to thermodynamically suppress the formation of carbon. 
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Figure 6. CO mole fraction in the cathode and reaction interface layers. The vertical 
line at z= wrib = 0.5 mm separates the domain under the channel (left of the vertical 

line) and the domain under the rib (right of the line). Conditions: T=973 K, 𝑖 𝑡=0.5 A 
cm-2, 𝝐 = 0.3, 𝝉 = 3, de = 400 µm XCO = 0.6, wpitch = 1 mm and wrib = 0.5 mm. 
 

3.3.2 Electrolysis of CO2 and H2O (co-electrolysis) 
Figure 7 shows the mole fraction and Boudouard equilibrium temperature for a case with 
wpitch = 1 mm and wrib = 0.5 mm with a gas channel composition of 33% CO, 27% CO2 26% 
H2 and 14% H2O at 0.5 A cm-2 (similar to figure 4). At point “me” the CO mole fraction is 
0.425, which is slightly above the 0.40 obtained with the 1d model (see figure 4). At the 
right side the CO mole fraction increases to 0.52 at point “de”. This corresponds to an 
increase in the Boudouard equilibrium temperature from 947 K to 988 K. In the 1d model 
the equilibrium temperature is calculated to be 970 K.  
 
The reason for the lower Boudouard equilibrium temperature for the 2d model at point 
“me” is that the absolute pressure is lower than in the 1d model (not shown). 
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Figure 7. Mole fraction and Boudouard equilibrium temperature in the cathode and 
reaction interface layers. The vertical line at z= wrib = 0.5 mm separates the domain 
under the channel (left of the line) and the domain under the rib (right of the line). 

Conditions: T=973 K, 𝒊 𝒕=0.5, ε = 0.3, 𝝉 = 3, de = 400 µm, gas composition: 33% CO, 
27% CO2 26% H2 and 14% H2O, wpitch = 1 mm and wrib = 0.5 mm. 
 
 

3.3.3 Effect of wpitch and wrib. 
The effect of wpitch and wrib is illustrated on Figure 8 for electrolysis of CO2 in terms the 
difference between the CO concentration under the rib and under the channel. From the 
figure it can be seen that the difference between the mole fraction beneath the rib (point 
“de”) and the mole fraction beneath the channel (point “me”) increase as wpitch and wrib are 
increased. Especially an increase of the mole fraction difference is observed when wrib is 
increased. 
 

 
Figure 8: Difference in CO concentration (as mole fraction) between point “de” and 
“me” at different combinations of wpitch and wrib. The surface is linear interpolated 
based on the data points marked with black x’s. T = 1000 K, ε =0.3, 𝝉 =3, de = 400 µm, 

dp = 0.5 µm, 𝒊 𝒕 = 0.25 A cm-2, XCO = 0.25 
 
3.4 Comparison with Literature 
During an experimental study of carbon formation in CO2-electrolysis, Skafte et al. [2] 
found that carbon was formed at CO/CO2 ratios in the gas channel thermodynamically 
unfavorable for the reaction. In one case, carbon was observed at 1023 K with a current 
density of 0.39 A cm-2 and an outlet mole fraction of 73 % CO (calculated from the article).  
The size of the cell was 53 mm by 53 mm with an active area of 40 mm by 40 mm. We 
have assumed that the current density and flow is uniform across the cell, and thus 
modelled the diffusion with the 1d model (ignoring the effect of ribs from interconnects). 
The physical properties of the cell are not given; however, assuming an electrode 
thickness of 310 µm, a porosity of 30 % and a tortuosity of 3 (based on data on similar 
cells used by the same authors) the equilibrium temperature for the Boudouard reaction is 
calculated to be 5 K above the actual temperature. This indicates that diffusion limitations 
in the electrode can explain why carbon was formed in their study. 
 
In a recent study by Tao et al. [6] carbon formation was observed during co-electrolysis at 
67 % conversion, where the formation should be thermodynamically unfavored up to 
above 99 % conversion. A total of five cells with different current densities and porosities 
were tested (Table 3). The electrode thickness was ~315 µm, the tortuosity was around 3 
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(based on the model fitting in the article) and the temperature was 1123 K at open circuit 
voltage and increased to 1148 K at current densities of 2.0 A cm-2. The size of the cells 
was 50 mm by 50 mm with an active area of 40 mm by 40 mm.  

 
For cell 4 and 5 carbon formation was observed, while no carbon was observed for cell 1-
3. From impedance spectroscopy an increase in both the conversion impedance and 
diffusion impedance was observed for cell 4 and 5. Furthermore the porosity was lower in 
cells 4 and 5. An increase in conversion impedance means a higher mole fraction of either 
CO+H2 or CO2+H2O. The increase in diffusion impedance is caused by a change between 
the bulk gas and the gas composition at the interface. Based on this, the authors suggest 
that the carbon formation is caused by diffusion limitations. This is also in agreement with 
figure 5, where it can be seen that a change in porosity can cause a significant increase in 
the product mole fraction at the interface due to diffusion limitations. 
 

Table 3. Properties of the five cells tested by Tao et al. [1] 

Cell Current density 𝑖 𝑡 / 
A cm-2 

Gas conversion γ / 
% 

Estimated porosity / % Carbon 
observed 

1 1.5 45 30-40 No 
2 2.0 59 30-40 No 
3 2.0 59 30-40 No 
4 2.0 59 20 Yes 
5 2.25 67 25 Yes 

 
The hypothesis that diffusion limitations caused the carbon formation was tested with the 
1d diffusion model. Again, we have assumed that the flow and current is distributed 
uniformly across the cell and have thus used the 1d model (ignoring the effect of ribs from 
interconnects). This was selected due to the small dimensions of the cell. Furthermore, if 
the 1d model predicts risk of carbon formation, the 2d model would certainly also predict 
risk of carbon formation. The gas channel composition was computed by bringing the gas 
to the water-gas shift equilibrium. Figure 9 shows the equilibrium temperature for the 
Boudouard reaction as a function of current density and porosity at the electrode-
electrolyte interface.  
 

 
Figure 9. Equilibrium temperature for the Boudouard reaction at the electrode-
electrolyte interface as function of the current density at different levels of porosity. 
The horizontal line is the temperature of the cell (1148 K) in the test in [[1]]. 

D.2 Modelling of Gas Diffusion in Ni/YSZ Electrodes in CO2 and co-electrolysis (postprint) 157



 
Page 17-26 

 

Conditions: T=1148 K,  = 0.3, de = 315 µm. The gas composition was 0.45(1-γ) H2O, 

0.45(1-γ) CO2, 0.10+0.45(γ) H2, 0.45(γ) CO, where the conversion γ is a function of 𝒊 𝒕 
and interpolated from table 3. 
 
Since the porosity for cell 1-3 was 30-40 %, it can be seen from the blue and yellow curve 
in figure 9 that TB for these cells lie below the temperature of cell at i = 1.5 to 2.0 A cm-2 
(the reaction is thermodynamically unfavored). However, for cell 4 with a porosity of 20 %, 
it can be seen that the corresponding black line in Figure 9 crosses Tcell at a current 
density of 1.9 A cm-2 i.e. below 2.0 A cm-2 used in the experiment. Similarly, for cell 5, the 
red line shows that TB crosses Tcell at a current density below 2.5 A cm-2, thus suggesting 
that carbon formation locally in the cell is thermodynamically favorable. The diffusion 
limitations thus seem to explain the observed carbon formation in cells 4 and 5. 
 
3.5 Implementation of the rib effect in existing models 
Several existing models of SOEC only calculate the gas composition in the gas channel 
[56,57] or neglect the effect of the ribs on the gas concentration within the electrode 
[38,42,51,58]. For such models it would be advantageous if the gas composition under the 
rib could be found directly from the gas composition within the gas channel and 
operational parameters (𝑖 , T), since this will not significantly increase the computational 
time. When the gas composition has been calculated, the carbon affinity can be calculated 
and the risk of carbon formation can be assessed. 
 
For large 3d models of entire stacks, the difference in scale of the involved structures (e.g. 
mm to cm for inlet manifolds and interconnect channels and µm for the electrode) makes 
the detailed modelling of the diffusion under the interconnect ribs infeasible. 
Homogenization techniques are already used in some models to reduce the number of 
degrees of freedom from billions to tens of thousands [59], so including a detailed 
modelling of the diffusion in the electrode in each cell in the stack would be undesirable. 
To investigate if the gas composition beneath the rib could be expressed as a simple 
function of gas composition in the channel and the operational parameters, we used the 2d 
model to calculate the gas composition with the parameters given in Table 4. The 
parameters describing the microstructure and the interconnect structure were fixed. Those 
parameters will not vary significantly across the cell and from cell-to-cell. The temperature 
influence is omitted due to the small influence observed in Figure 5. 
 

Table 4. Parameter values used for figure 10 

Parameter Value Unit 

Current density, 𝑖 𝑡  0.1, 0.25, 0.5, 0.75  A cm-2 

CO mole fraction, XCO 0.13, 0.25, 0.46, 0.63 - 
Temperature, Tcell 1023 K 
Pitch width, wpitch 1 mm 
Rib width, wrib 0.5 mm 
Cathode depth, de 400 µm 
Porosity, ε 0.3 - 
Tortuosity, τ 3 - 
Pore diameter 0.5 µm 

 
Figure 10 shows the difference between the CO mole fraction in the gas channel and point 
“me” (beneath the center of the channel) and point “de” (beneath the center of the rib), 
respectively. The difference between the CO mole fraction in the channel and the average 
CO mole fraction at the boundary labelled “e” in figure 2b is also shown. The average mole 
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fraction is calculated using elementwise integration with numeric quadrature of 4th order 
(standard in COMSOL). 
 
 
 

 
Figure 10 CO mole fractions difference between the channel and the point beneath 
the middle of the channel (point “me”), the point beneath the middle of the rib (point 
“de”), and the average mole fraction on boundary “e”. Conditions are given in table 
4. 
 
The figure shows that the CO mole fraction at the points and at the boundary “e” can be 
calculated directly from the current density and the CO mole fraction in the channel: 
 
𝑋𝐶𝑂|𝑝𝑜𝑖𝑛𝑡 𝑚𝑒 − 𝑋𝐶𝑂|𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 0.055 ⋅ 𝑖 𝑡       (38) 

𝑋𝐶𝑂
̅̅ ̅̅ ̅|𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑒 − 𝑋𝐶𝑂|𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 0.174 ⋅ 𝑖 𝑡       (39) 

𝑋𝐶𝑂|𝑝𝑜𝑖𝑛𝑡 𝑑𝑒 − 𝑋𝐶𝑂|𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 0.315 ⋅ 𝑖 𝑡       (40) 

 
 
The function will change when the parameters relating to the cell (ε, τ, de, dp, wpitch, wrib) are 
changed, or if the temperature is changed significantly. However, it is relatively simple to 
calculate a new correlation based on a 2d simulation with new parameters. 
 
The credibility of the perfect linear fits can be investigated by examine the dusty gas 
model. For a binary gas mixture (CO-CO2 as present in Figure 10) equation (8) reduces to: 
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𝑋𝐶𝑂𝑁⃗⃗ 𝐶𝑂2−𝑋𝐶𝑂2 𝑁⃗⃗ 𝐶𝑂

𝐷𝐶𝑂−𝐶𝑂2

𝑒𝑓𝑓 −
𝑁⃗⃗ 𝐶𝑂

𝐷𝐶𝑂,𝑘
𝑒𝑓𝑓 =

p

𝑅𝑇
∇𝑋𝐶𝑂 +

𝑋𝐶𝑂

𝑅𝑇
(1 +

𝐵𝑝

µ𝑚𝐷𝐶𝑂,𝑘
𝑒𝑓𝑓 ) ∇𝑝   (41) 

Using Graham’s law, 𝑁⃗⃗ 𝐶𝑂2
/𝑁⃗⃗ 𝐶𝑂 = √(𝑀𝐶𝑂/𝑀𝐶𝑂2

) and the relationship between the mole 

fractions, 𝑋𝐶𝑂2
= 1 − 𝑋𝐶𝑂, equation (41) reduces further to: 

 

−𝑁⃗⃗ 𝐶𝑂 (
1−𝑏𝑋𝐶𝑂

𝐷𝐶𝑂−𝐶𝑂2

𝑒𝑓𝑓 +
1

𝐷𝐶𝑂,𝑘
𝑒𝑓𝑓 ) =

p

𝑅𝑇
∇𝑋𝐶𝑂 +

𝑋𝐶𝑂

𝑅𝑇
(1 +

𝐵𝑝

µ𝑚𝐷𝐶𝑂,𝑘
𝑒𝑓𝑓 ) ∇𝑝     (42) 

 

where 𝑏 = 1 − √(𝑀𝐶𝑂/𝑀𝐶𝑂2
) 

 

Assuming that diffusion only take place in the x direction, approximating ∇𝑋𝐶𝑂 by ΔXCO/Δ𝑥 
and rearranging leads to: 

Δ𝑋𝐶𝑂 = (−𝑁⃗⃗ 𝐶𝑂 (
1−𝑏𝑋𝐶𝑂

𝐷𝐶𝑂−𝐶𝑂2

𝑒𝑓𝑓 +
1

𝐷𝐶𝑂,𝑘
𝑒𝑓𝑓 ) −

𝑋𝐶𝑂

𝑅𝑇
(1 +

𝐵𝑝

µ𝑚𝐷𝐶𝑂,𝑘
𝑒𝑓𝑓 ) ∇𝑝) ⋅

RT

p
Δx   (43) 

 
The pressure difference can be calculation with [9]: 
 

∇𝑝 =

−𝑅𝑇 ∑
𝑁𝑖

𝐷
𝑖,𝑘
𝑒𝑓𝑓

𝑛
𝑖

1+∑
𝑋𝑖𝐵𝑝

𝜇𝑚𝐷
𝑖,𝑘
𝑒𝑓𝑓

𝑛
𝑖

=

−𝑅𝑇𝑁⃗⃗ 𝐶𝑂(
1

𝐷
𝐶𝑂,𝑘
𝑒𝑓𝑓 +

√𝑀𝐶𝑂 / 𝑀𝐶𝑂2
   

𝐷
𝐶𝑂2,𝑘
𝑒𝑓𝑓

)

1+
𝑋𝐶𝑂𝐵𝑝

𝜇𝑚𝐷
𝐶𝑂,𝑘
𝑒𝑓𝑓 +

(1−𝑋𝐶𝑂)𝐵𝑝

𝜇𝑚𝐷
𝐶𝑂2,𝑘
𝑒𝑓𝑓

     (44) 

 
Equation (43) can thus be rewritten to  
 

Δ𝑋𝐶𝑂 = (−𝑁⃗⃗ 𝐶𝑂𝐶1 − 𝑁⃗⃗ 𝐶𝑂𝑋𝐶𝑂C2) ⋅ Δx       (45) 

 
where: 
 

C1 = (
1−𝑏𝑋𝐶𝑂

𝐷𝐶𝑂−𝐶𝑂2

𝑒𝑓𝑓 +
1

𝐷𝐶𝑂,𝑘
𝑒𝑓𝑓 ) ⋅

RT

p
        (46) 

C2 = (1 +
𝐵𝑝

µ𝑚𝐷
𝐶𝑂,𝑘
𝑒𝑓𝑓 )

−(
1

𝐷
𝐶𝑂,𝑘
𝑒𝑓𝑓 +

√𝑀𝐶𝑂 / 𝑀𝐶𝑂2
   

𝐷
𝐶𝑂2,𝑘
𝑒𝑓𝑓 )

1+
𝑋𝐶𝑂𝐵𝑝

𝜇𝑚𝐷
𝐶𝑂,𝑘
𝑒𝑓𝑓 +

(1−𝑋𝐶𝑂)𝐵𝑝

𝜇𝑚𝐷
𝐶𝑂2,𝑘
𝑒𝑓𝑓

⋅
RT

p
      (47) 

 

Since b is low (1 − √(𝑀𝐶𝑂/𝑀𝐶𝑂2
) = 0.2) and 𝐷𝐶𝑂−𝐶𝑂2

𝑒𝑓𝑓
 and 𝐷𝐶𝑂,𝑘

𝑒𝑓𝑓
 are the same order of 

magnitude at the operation conditions,  C1 will not vary much when 𝑋𝐶𝑂 is varied. Also, 

since 𝐷𝐶𝑂,𝑘
𝑒𝑓𝑓

 and 𝐷𝐶𝑂2,𝑘
𝑒𝑓𝑓

 are at the same order of magnitude, the denominator of C2, and 

consequently C2, will not vary much with changes in 𝑋𝐶𝑂. Indeed, calculating and 
comparing the two constant at 𝑋𝐶𝑂 = 0 and 𝑋𝐶𝑂 = 1 showed only a difference of 6 % 
compared to values calculated at 𝑋𝐶𝑂 = 0.5.  
From Figure 3 it can be seen that the mole fraction decrease linear from the channel to the 
reaction zone. Thus, it is reasonable to fix XCO as: 
 

𝑋𝐶𝑂 =
𝑋𝐶𝑂|𝑐+(𝑋𝐶𝑂|𝑐+Δ𝑋𝐶𝑂)

2
=

𝑋𝐶𝑂|𝑐

2
+

𝑋𝐶𝑂|𝑐

2
 +

Δ𝑋𝐶𝑂

2
        (47) 

 

160 D Articles



 
Page 20-26 

 

Inserting into equation 45 and rearranging yields: 

Δ𝑋𝐶𝑂 +
Δ𝑋𝐶𝑂

2
𝑁⃗⃗ 𝐶𝑂𝐶2Δ𝑥 = (−𝑁⃗⃗ 𝐶𝑂𝐶1 − 𝑁⃗⃗ 𝐶𝑂𝑋𝐶𝑂|𝑐C2) ⋅ Δx     (48) 

Δ𝑋𝐶𝑂 =
(−𝑁⃗⃗ 𝐶𝑂𝐶1−𝑁⃗⃗ 𝐶𝑂𝑋𝐶𝑂|𝑐C2)⋅Δx

1+0.5𝑁⃗⃗ 𝐶𝑂𝐶2Δ𝑥
        (49) 

 

Since the diffusion flux, 𝑁⃗⃗ 𝐶𝑂, and distance, Δ𝑥, are rather small in this study, the term 

0.5𝑁⃗⃗ 𝐶𝑂𝐶2Δx in the denominator of equation (49) will be of the order of magnitude 10-2. This 
means that the mole fraction difference can be expresses as in equation (50) and since 

𝑁⃗⃗ 𝐶𝑂 is directly proportional to the current distribution, the linear relationship observed in 
Figure 10 is reasonable.  
 

Δ𝑋𝐶𝑂 ≈ −𝑁⃗⃗ 𝐶𝑂(𝐶1 + 𝑋𝐶𝑂|𝑐C2) ⋅ Δx       (50) 
 
 
 

4. Conclusion 
In this work, two models for diffusion from the gas channel through the electrode layer 
towards the reaction interface of a solid oxide electrolysis cell have been set up and solved 
using COMSOL Multiphysics. The simulations showed that carbon formation may be an 
operational risk due to diffusion limitations that influence the reactant mole fractions in the 
electrode material. The risk may be severe for CO2-electrolysis, but is also significant for 
co-electrolysis.  
 
When the ε/𝜏 ratio is less than 0.3 or the pore diameter, dp, is less than 1 µm, the 
concentration gradient of CO from the channel to the interface becomes large and care 
must be taken in selecting an appropriately conservative (low) current density and gas 
conversion or a high operating temperature to avoid carbon formation. When including the 
effect of the rib from the interconnect, it is clear that the rib causes an increase in the CO 
mole fraction even at low widths. The effect of the rib on the CO concentration at the 
electrode-electrolyte interface can be approximated by a simple linear function of the 
current density and channel gas composition for CO2-electrolysis. This function needs to 
be updated if the parameters relating to the cell (ε, τ, de, dp, wpitch, wrib) are changed. 
However, once that is done, it allows for an easy and low computational cost inclusion to 
existing cell and stack models.  The perfect observed linear fit was justified by examine the 
dusty gas model. 
 
Simulation of two cases from the literature, where carbon formation was observed, showed 
that the observed carbon formation can be explained by diffusion limitations. 
 
The results show clearly that diffusion limitations on transport of reactants and products in 
electrolyzer cells may lead to significant concentration gradients inside the electrode 
material. This in turn may create conditions favorable for the formation of carbon even 
under operating conditions where carbon formation would not otherwise be expected to 
occur based solely on the channel gas composition. Our work shows that models 
accounting for both reaction and diffusion inside SOEC electrodes are needed - both at the 
design stage and during operation - as means to avert potentially devastating carbon 
formation.  
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List of Symbols 
 
ac  Carbon affinity 
c  Fitting parameter 
cp  Heat capacity / J mol-1 K-1 
C1  Diffusion term used in equation (45) 
C2   Pressure difference term used in equation (45) 
d  Fitting parameter 
danode   Depth of anode / µm 
dc  Cell depth / µm 
de  Depth of cathode / µm 
delectrolyte  Depth of electrolyte / µm 
dp  Pore diameter / µm 

𝐷i,k
eff

  Effective Knudsen diffusion coefficient of species i / m2 s-1 

𝐷i,j
eff

  Effective binary diffusion coefficient of species i and j / m2 s-1 

Eact  Activation energy / kJ mol-1 
F  Faradays constant / 96485 C mol-1 

Δ𝐻  Reaction enthalpy / J mol-1
𝑖   Current density flux / A cm2 

𝑖𝑡⃗⃗    Applied current density at the boundary / A cm2 
K1  Equilibrium constant / atm-1 
k  Thermal conductivity / W m-1 K-1 
M  Molar mass / g m-3 
m   Fitting parameter 

𝑁𝑖
⃗⃗  ⃗  Molar flux of species i/ mol m-2 s-1 
ne  Number of electrons 
p  Pressure / atm 
R  Universal gas constant / 8.31445 J mol-1 K-1 
r  Reaction rate / mol m-3 s-1 
T  Temperature / K 
TB  Equilibrium temperature for the Boudouard reaction / K 
Ucell  Cell voltage / V 
Qeq  Reaction quotient / atm-1 
Q  Heat source / W m-3 
q0  Heat convection / W m-2 
 
Xi  Mole fraction of species i 
wpitch  Halfwidth of the pitch / mm 
wrib  Halfwidth of the rib / mm 
 
 

𝛼  Charge transfer coefficient 
β  Ratio of gas species at reaction interface 

  Porosity  

𝜂  Ovenpotential / V
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  Average collision diameter / m 

el  Electrical conductivity / 𝑆 cm−1 

 io  Ionic conductivity / 𝑆 cm−1 

𝛾  Pre-factor / A m-2 
𝜌  Density / g cm-3

  Tortuosity 
µ  Viscosity / Pa s 
Ω  Dimensionless collision integral 

Φ  Potential / V 
 

4 Appendix 
 
4.1 Evaluation of validity of isothermal assumption 
In order to validate the assumption of isothermal conditions, the modelling domain of the 
1d model was extended to include the electrolyte and anode, and the governing energy 
equation was added.  
 
The steady state governing equation for the energy is given by: 

0 = −𝑘𝑒𝑓𝑓𝛻
2 ⋅ 𝑇 + 𝑄      (51) 

 
Where 𝑘𝑒𝑓𝑓 is the effective conduction, 𝑄 is the heat source. 𝑘𝑒𝑓𝑓 is calculated from the 

conduction of the fluid and solid in the porous media: 
 
𝑘𝑒𝑓𝑓  = 𝜖𝑘𝑓𝑙𝑢𝑖𝑑 + (1 − 𝜖)𝑘𝑠𝑜𝑙𝑖𝑑      (52) 

 
For the electrolyte, the effective conduction coefficient reduces to 𝑘𝑒𝑓𝑓 = 𝑘𝑠𝑜𝑙𝑖𝑑. 

 
The heat source Q, is calculated from the reaction heat from the electrochemical reactions 
(16 and 17), the water-gas shift reaction and the Joule heating: 
 
𝑄 = 𝑄𝐻2𝑂 + 𝑄𝐶𝑂2

+ 𝑄𝑊𝐺𝑆 + 𝑄𝐽      (53) 

𝑄 = (
𝛽

2𝐹
Δ𝐻𝐻2𝑂 +

(1−𝛽)

2𝐹
Δ𝐻𝐶𝑂2

+ 𝑈𝑐𝑒𝑙𝑙) ⋅
𝑖 

𝑑𝑖
 + Δ𝐻𝑊𝐺𝑆𝑅𝑤𝑔𝑠   (54)  

     

Where Δ𝐻𝑖 is the reaction enthalpy for the reaction (calculated from [60]) and 𝑈𝑐𝑒𝑙𝑙 is the 
cell voltage calculated as: 
 

𝑈𝑐𝑒𝑙𝑙 = 𝐸 + 𝜂𝑎𝑐𝑡
𝑎𝑛𝑜𝑑𝑒 + 𝜂𝑎𝑐𝑡

𝑐𝑎𝑡ℎ𝑜𝑑𝑒 + 𝜂𝑜ℎ𝑚𝑖𝑐     (55) 
 

Where 𝐸 is the equilibrium potential (including concentration overpotential) and is 
expressed from the Nernst’s equation [51]: 
 

 𝐸 = 𝐸𝐶𝑂2
= 1.46713 − 0.0004527 ⋅ 𝑇 +

𝑅𝑇

2𝐹
ln (

𝑝𝐶𝑂(𝑝𝑂2)
0.5

 

𝑝𝐶𝑂2

)   (56) 

 

𝜂𝑎𝑐𝑡
𝑎𝑛𝑜𝑑𝑒and 𝜂𝑎𝑐𝑡

𝑐𝑎𝑡ℎ𝑜𝑑𝑒 are the activation potentials calculated with the Butler-Volmer equation 
and using a power law to calculate the exchange current densities [61]: 
 

𝑖 = 𝑖0,𝑎𝑛𝑜𝑑𝑒  (exp (
𝛼𝑎𝑛𝑜𝑑𝑒 𝑛𝑒𝐹𝜂𝑎𝑐𝑡

𝑎𝑛𝑜𝑑𝑒

𝑅𝑇
) − exp (

−(1−𝛼𝑎𝑛𝑜𝑑𝑒)𝑛𝑒𝐹𝜂𝑎𝑐𝑡
𝑎𝑛𝑜𝑑𝑒

𝑅𝑇
))   (57) 
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𝑖 = 𝑖0,𝑐𝑎𝑡ℎ𝑜𝑑𝑒  (exp (
𝛼𝑐𝑎𝑡ℎ𝑜𝑑𝑒 𝑛𝑒𝐹𝜂𝑎𝑐𝑡

𝑐𝑎𝑡ℎ𝑜𝑑𝑒

𝑅𝑇
) − exp (

−(1−𝛼𝑐𝑎𝑡ℎ𝑜𝑑𝑒)𝑛𝑒𝐹𝜂𝑎𝑐𝑡
𝑐𝑎𝑡ℎ𝑜𝑑𝑒

𝑅𝑇
))   (58) 

 

𝑖0,𝑎𝑛𝑜𝑑𝑒 = 𝛾𝑎𝑛𝑜𝑑𝑒(𝑝𝑂2,𝑎𝑛𝑜𝑑𝑒)
𝑚

exp (
−𝐸𝑎𝑐𝑡,𝑎𝑛𝑜𝑑𝑒

𝑅𝑇
)       (59) 

𝑖0,𝑎𝑛𝑜𝑑𝑒 = 𝛾𝑐𝑎𝑡ℎ𝑜𝑑𝑒(𝑝𝐶𝑂𝑐𝑎𝑡ℎ𝑜𝑑𝑒
)
𝑐
(𝑝𝐶𝑂2,𝑐𝑎𝑡ℎ𝑜𝑑𝑒)

𝑑
exp (

−𝐸𝑎𝑐𝑡,𝑐𝑎𝑡ℎ𝑜𝑑𝑒

𝑅𝑇
)     (60) 

 

𝜂𝑜ℎ𝑚𝑖𝑐 is the ohmic loss due to resistance:  

𝜂𝑜ℎ𝑚𝑖𝑐 = 𝑅𝑜ℎ𝑚𝑖           (61) 

𝑅𝑜ℎ𝑚 =
𝑑𝑎𝑛𝑜𝑑𝑒

𝜎𝑎𝑛𝑜𝑑𝑒
+

𝑑𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒

𝜎𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒
+

𝑑𝑐𝑎𝑡ℎ𝑜𝑑𝑒

𝜎𝑐𝑎𝑡ℎ𝑜𝑑𝑒
        (62) 

Where d is the thickness of the layers and 𝜎 is the electrical conductivity. The electrical 
conductivity is given in section 2.3. 
 
All the heat sources, except the reaction enthalpy for the water-gas shit reaction, are 
placed in the electrolyte [62].   
 
As a boundary condition, the heat convection to the channels are calculated using a 
Nusselt number of 3.68 [62] and assuming a rectangular channel with a width of 2 mm and 
a height of 1 mm: 
𝜕𝑘eff 𝑇|𝑥=0

𝜕𝑥
=

𝑁𝑢⋅𝑘𝑓𝑙𝑢𝑖𝑑

𝐷𝐻
⋅ (𝑇 − 𝑇𝑔)        (63) 

𝜕𝑘eff 𝑇|𝑥=dcell

𝜕𝑥
=

𝑁𝑢⋅𝑘𝑓𝑙𝑢𝑖𝑑

𝐷𝐻
⋅ (𝑇 − 𝑇𝑔)        (64) 

At both gas channels the gas temperature, Tg, is 1023 K. In the cathode channel the 
properties of CO2 is used and in the anode channel the properties air is used. Heat 
transfer via radiation is neglected. 
 
Table 5 list the parameters used and table 6 shows the maximum temperature deviation 
between the solid part of the cell and the channel. From table 6 it can be seen that the 
temperature difference is within ±2 K. Since figure 5 showed that small temperature 
differences does not influence the diffusion, the isothermal assumption is fair to make.  
 

Table 5. Parameter values 

Parameter Value Unit Source 

Temperature, T 1023 K  
Pitch width, wpitch 1 mm  
Rib width, wrib 0.5 mm  
Cathode depth, de 400 µm  
Porosity, ε 0.3 -  
Tortuorosity, τ 3 -  
Pore diameter 0.5 µm  
Thickness anode, danode 15 µm  
Thickness electrolyte, delectrolyte 15 µm  
Thermal conductivity, cathode 7.5 W m-1 K-1 [63] 
Thermal conductivity, electrolyte 2.3 W m-1 K-1 [64] 
Thermal conductivity, anode 0.8 W m-1 K-1 [63] 
Thermal conductivity, CO2 0.066 W m-1 K-1 [65] 

Thermal conductivity, air* 0.070 W m-1 K-1 [65] 
Density, cathode 5.5 g cm-3 [63] 
Density, electrolyte 5.8 g cm-3 [64] 
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Density, cathode 6.5 g cm-3 [66] 

Pre-factor anode, 𝛾𝑎𝑛𝑜𝑑𝑒 1.52 ⋅ 108𝑇 A m-2 [61] 

Pre-factor cathode, 𝛾𝑐𝑎𝑡ℎ𝑜𝑑𝑒 4.56 ⋅ 106𝑇 A m-2 [61] 
Activation energy anode, Eact,anode 139.86 kJ mol-1 [61] 
Activation energy cathode, Eact,cathode 118.64 kJ mol-1 [61] 

Charge transfer coefficient anode, 𝛼𝑎𝑛𝑜𝑑𝑒 0.65 - [61] 

Charge transfer coefficient cathode, 𝛼𝑐𝑎𝑡ℎ𝑜𝑑𝑒 0.62 - [61] 
Fitting parameter, c -0.058 - [61] 
Fitting parameter, d 0.25 - [61] 
Fitting parameter, m 0.22 - [61] 
*Calculated as 79 % N2 and 21 % O2 
  

Table 6. Temperature difference at various current densities. 

Current density, 
A cm-2 

Maximum temperature difference, K 

 CO2-electrolysis.  
Channel composition:  
50 % CO, 50 % CO2  

CO-electrolysis.  
Channel composition:  
33% CO, 27% CO2 26% H2 and 14% H2O 

0.25 -1.7 -1.5 
0.5 -1.8 -1.5 
0.75  -0.8 -0.2 
1 +1.2 +2.0 
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