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Abstract

Nowadays several research projects are under progress to manage a soft migration toward the 5th generation networks. Radio over Ethernet (RoE) is one of recent topics that try to have a cost efficient and independent front-haul network. In this paper, we discuss the requirements of the 5G networks and analyze the conditions for the implementation of a RoE protocol. For this purpose we digitalize radio frames that are taken from BBU or RRH and create RoE basic frames considering all the requirements of protocol. We then encapsulate RoE basic frames into an Ethernet packet and finally experimentally evaluate this Ethernet packet as a case of study for RoE applications. The packet is transmitted through different fiber spans, measuring the BER and latency on each case. The system achieves BER values below the FEC limit and a manageable latency. These results serve as a guideline and proof of concept for applications on RoE, showing the viability of its implementation as part of the next generation of front-haul networks.
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1. Introduction

Mobile data transmission is foreseen to grow 13-fold in 2017 in comparison to its volume in 2012 [1]. Also it is easily forecasted that 5th generation networks [2] will operate in a completely heterogeneous environment including different types of access technology, devices and user applications [3]. Facing with this challenge has resulted in several research works and experiments. Cloud Radio Access Networks (C-RAN) [4,5,6] is one of recent evolutions in cellular networks to address all these challenges related to increasing the number of users and network traffic [1]. The C-RAN proposes to centralize the processing of the mobile networks, moving the base band units (BBU) from the radio access unites (RAU) to the central office. This change will simplify the RAUs, allowing the network to be more scalable [7], cost and energy efficient [8] and increase the throughput [9], but will bring new challenges with its implementation. One example is the asymmetric architecture of C-RAN in allocating functions between BBU and RRH. As Fig. 1 shows, there is only one functional layer in RRH side (Physical layer) whiles there are three functional layers in BBU side (Physical, MAC and Network layers). This asymmetric architecture creates a dependency between front-haul network and the radio access technology and increases the network burden on front-haul. This problem creates challenges is interconnecting and cooperating Base Band Units (BBU). As a way to address this problem, Radio-over-Ethernet (RoE) has been proposed to achieve a cost efficient and green solution for C-RAN challenges.
In this paper, we present a general overview on Radio over Ethernet (RoE) requirements and specifications to implement in future radio access networks. This overview later is summarized by a case of study for an experimental implementation of RoE protocol, where we evaluate the transmission of the RoE packet in terms of BER performance and latency of the process. The remainder of the paper is structured as follows: section 2 describes the architecture of RoE, section 3 describes the implementation of the RoE protocol and section 4 the experimental setup. Section 4 discusses the experimental results and finally section 5 summarizes and discusses the results.

2. Radio over Ethernet

Radio over Ethernet is a platform that has been standardized as IEEE 1904.3 [10]. This platform is located between RRH side and BBU side and tries to address the main challenges in C-RAN. The heart of RoE is the mapper.

As Fig. 2 shows the mapper receives radio data from RRHs or BBUs and encapsulate them into an Ethernet frame and then transmit it over an Ethernet based network. At the other side the mapper extract radio data from the received Ethernet frame and deliver them to their destinations.

As it was explained before, currently there is only PHY layer at RRH side and each RRH-BBU pair should use a dedicated front-haul network depend on the access technology this pair is using.

By using the RoE architecture, the mapper encapsulates all radio data types in similar Ethernet frames and the only data type is sent on front-haul network is the Ethernet frame. As the first achievement of RoE, the front-haul network becomes independent from the radio access technology and several RRHs with different radio access technologies will be able to transfer their data over the same front-haul network.

Coordination of BBUs and cooperation between them is the other advantage of RoE, because the mapper works as an adaptor and different BBUs can easily understand each other. (Shown in Fig. 3)
Fig. 3: Cooperating BBUs via the mapper

3. Implemented RoE protocol

The structure we have used for this implementation is shown in Fig. 4. In this structure, the mapper at the source side receives the radio data and puts it into an Ethernet frame. By using an Ethernet switch, the Ethernet frame including the radio data is sent over the front-haul network. At the destination, the mapper gets the Ethernet frame from the switch, extracts the radio data and delivers it to the final destination.

In the Ethernet frame, there is a field named Ether_Type that shows the type of data in payload. According to the values reserved for this field, we use ‘E001’ which is free now and can be used for RoE application. In this situation payload should be exactly 1500 Bytes because Ether_type is used for the type of data in payload and there is not any other field for the length of payload. Fig. 5 shows an Ethernet frame.

The data that is received in the mapper is modulated radio signals and we are trying to encapsulate different radio data into one Ethernet frame. To manage this process we need to have a RoE sub-frame to identify and recognize each radio data from others. To simplify and optimize the protocol, this sub-frame is 20 Bytes and used for all radio data. As Fig. 6 shows, RoE sub-frame includes 16 Bytes of radio data and 4 bytes for header. This means that we can encapsulate 75 RoE sub-frames in one Ethernet frame.

The header in RoE sub-frame has some fields to support different radio data types and approaching the goal we are targeting. The media connecting the mappers in both source and destination sides carries only Ethernet frames which are including different radio data.

Frame_ID is a 12 bits field to identify radio frames. Starting with 0 and when it reaches 4095, then it will be set by 0. Each radio frame gets one Frame_ID. If we have frame larger than 16 Bytes, it has to be fragmented and all fragments get similar Frame_ID. These fragments will be differentiated by Seq_No.
Since the largest frame in CPRI is 324 Bytes long so Seq_no should be 5 bits long. When fragmentation is taken place, this field helps to recognize pieces of a radio frame. To manage the fragmentation and defragmentation process a 2-bit field named Fr_Flag has been used. This field shows that whole a radio data is within the payload or current frame is the first, the last or a middle part of a fragmented radio data.

Frame_Type shows the type of frame. The system is able to support several types of radio data regardless their technology and interface. We can use Type='00' in Basic Frame for invalid frames. This can helps when we have less than 75 frames in the buffer and we need to send the Ethernet frame. In this case, invalid sub-frames are used to fill the payload.

Mod_Type shows the type of interface or system that has produced the radio signal.

At the destination the mapper uses these fields and protocol to extract RoE sub-frames from the Ethernet frame and consequently deliver radio data to the destinations.

4. Experimental Setup

Fig. 7 and Fig. 8 show the setup used in the proof of principle experiments. In Fig. 7 a pulse pattern generator (PPG) is used to electrically generate the RoE packet and a 215-1 bit long pseudo-random bit sequence (PRBS15) non-return-to-zero (NRZ) signal at a data rate of 2.5 Gbit/s. The signal is used to modulate the optical carrier of a small factor pluggable (SFP+) module. A variable optical attenuator (VOA) is placed for bit-error-rate (BER) measurements. The optical signal travels through different spans of standard single mode fiber (SSMF) to reach the receiver of the SFP+ module. The recovered electrical signal goes through a bias tee (BT) into a clock recovery system which provides both data and timing information to a bit-error-rate tester (BERT).

Fig. 7: RoE structure to evaluate bit error rate

In Fig. 8 we simulated an actual mapper that generates real RoE frames and injects them directly into the Network Interface Card. We used C++ to implement the mapper and used NDIS to have a driver and work directly with MAC layer. In RRH side, the mapper generate RoE frame and a Media Converter, using the same SFP+ module, is used to transfer the data on optical fiber and reach the other Media Converter to deliver the frame to the mapper in the BBU side. Then the mapper in BBU side sends an ACK frame in RoE frame through this infrastructure. This experiment provides the round trip delay for different lengths of fiber.

Fig. 8: RoE structure to evaluate the latency

5. Results and Analysis

Fig. 9 shows the BER plot of the system for two types of transmitted data: The PRBS15 and the defined RoE packet. In each case, the real-time measurement of the BER was measured for different lengths of fiber.

As depicted in Fig. 9, the system has different BER when we switch from PRBS to packet and when we want to transfer RoE packet, the system needs more optical power in comparison to PRBS. For instance to have log (BER) = -10, the optical powers are -20.2 and -22.6 for packet and PRBS respectively. According to FEC limit, which is shown as a dashed line, the sensitivity of the system when we use PRBS is -27 and is -26.5 for Packet. In this scenario two lines are going to catch each other near FEC limit.
The diagram demonstrates that the fiber length does not affect BER, since it has almost the same diagram when the fiber distance between RRH and BBU is increased.

In order to perform the latency measurements, the packet implemented and directly transmitted through the Network Interface Cards of two computers connected via two media converters with a top data rate of 100Mbps. Fig. 10 shows the latency of round trip transmission in the experimental setup for RoE frames in an optical front-haul network. In this figure, each line gives the round trip time for one of frame sizes between 300 Bytes and 1500 Bytes over different front-haul networks. The latency for round trip transmission not including the medium propagation delay in our experiment is varies from 1.12 to 1.18 ms. In other words, we experienced 1.12 ms round trip time for an Ethernet frame including 30 RoE sub-frame so the protocol has 37 µs extra time for each radio data. The best case in the system is using the maximum size of RoE frame, because according to the size of a basic RoE frame, we can encapsulate 75 RoE sub-frames in each Ethernet frame in maximum size. As the result, we have 14 µs round trip latency for each RoE sub-frame regardless the medium propagation delay. This amount of latency corresponds to the effects of processing, transmission and all restrictions and technical features of network interface cards, media convertors and operating system. When the acceptable latency in 5th G networks is 1 ms our proposal has an almost negligible extra latency.
For the optimum case when we have 1500 bytes in payload (75 RoE sub-frames) and 14 µs of latency, including around 3 µs of transmission in network interface card (Ethernet 100 Mbps), 9 µs of data encapsulation/de-capsulation and processing in the mapper and the remaining 2 µs is the effect of operating systems and other environmental events in both sides. (Fig. 11)

![The proportion of effective delays](image)

Fig. 11: The proportion of effective delays in our experiment

This experiment can be a good model for companies to develop their products to support this protocol and try to meet the latency requirement [11]. If we implement the mapper in hardware level such as FPGA, the delay related to processing delay and the delay related to the operating system will be reduced and negligible. This is technically possible because the radio data is opaque to the mapper and the system does not read its content. Also running the mapper on a switch with 100Gbps interfaces [12, 13] as an embedded system can help to minimize the transmission delay.

As it is shown in Fig. 12, the latency is increased when we use media convertor according to its transmission velocity and the length of data. The delay for converting and transmitting data is 0.5 ms when the length of frame is 300 Bytes and is 1 ms for the maximum size or frame.

![System Latency, not including propagation delay](image)

Fig. 12: System Latency, not including propagation delay

Fig. 13 shows the latency when we use different length of fiber as front-haul. In this diagram each line is the average latency over different front-haul networks for one RoE frame size. As it is shown in the diagram there are some unexpected fluctuations due to the effect of operating system and environmental delays.
6. Conclusion

In this paper, we summarized the main requirements for the implementation of RoE on future access networks and demonstrated the transmission of radio data encapsulated into an Ethernet frame over an optical front-haul network. Firstly we presented a protocol for RoE applications and then implemented the protocol in an experimental setup. Mapper as the main part of the protocol was described and a RoE sub-frame was introduced according to the requirements of the protocol.

Secondly, we implemented the proposed packet in a experimental setup, to analyze the performance of the system in terms of BER and latency. The experiments depicted that our presented protocol can be implemented with BER values below the FEC limit for 7% OH and negligible extra latency in the current C-RAN architecture. The results also show that although RoE applies some informational and operational header but in average the amount of the latency it increases to the 5G networks is negligible and achieves an independent front-haul network to the access technology.
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