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Validation of Vibro-Impact Force Models by Numerical Simulation, Perturbation Methods and Experiments
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Abstract

The frequency response of a single degree of freedom vibro-impact oscillator is analyzed using Harmonic Linearization, Averaging and Numeric Simulation, considering three different impact force models: one given by a piecewise-linear function (Kelvin-Voigt model), another by a high-order power function, and a third one combining the advantages of the other two. Experimental validation is carried out using control-based continuation to obtain the experimental frequency response, including its unstable branch.
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1. Introduction

Generally speaking, the modeling of vibro-impact systems considers two distinct situations: with and without contact. Hence, one can solve each case separately, connecting them using the contact condition \[1\]. In [2,3], the impact condition of piecewise linear systems is used to obtain discrete maps, enabling investigations of bifurcations and stability of periodic motions. However, while it is straightforward to attach solutions of linear systems, the same cannot be said when additional nonlinearities are also present between impacts.
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The contact between two bodies can be modeled as a temporary association of the
stiffness and damping properties of the colliding bodies, each one modeled as a linear
system. Despite its simplicity, this approach has some limitations, mainly the non-
zero values of the impact force on the initial and final parts of the contact phase due
to dissipative forces. This motivated the development of other contact models such
as the one suggested by Hunt and Crossley [4], who derived the damping coefficient
as a power function of the impact deformation. This solved the physical inaccuracy
of the linear model and lead to an ongoing discussion about the appropriate form of
the nonlinear dissipative term [5, 6]. Most of the expressions for the dissipative term
combine the velocity immediately before impact and the coefficient of restitution with
a rational power of the contact deformation, leading to complicated expressions whose
analysis is possible only through numerical simulation.

One of the oldest techniques to model impacting systems is to use a coefficient of
restitution (CoR) to relate the velocities before and after impact. This classic approach
has been used in many applications [7–11]. For instance, Bishop et al. [7] used a single
degree of freedom (SDOF) oscillator with a CoR rule to reproduce the experimental
behavior of an impacting cantilever beam around its first natural frequency. Also, the
coefficient of restitution, together with a power-law elastic force, can be used to obtain
various nonlinear contact force models, such as the one mentioned previously by Hunt
and Crossley [4]. Despite its popularity, it should be pointed out that the CoR is not an
intrinsic property of the material, depending on the impact velocity [12]. Also, using
a simple CoR kinematic rule does not give any direct information about contact forces
or stresses.

From the numerical point of view, one can replace discontinuities by smooth equivalent
functions and use standard techniques to solve the smoothed model as done by
Savi et al. in [13], where the impact condition is smoothed, or by Elmegård et al. [14],
who applied numeric continuation to a smoothed model of a lumped-mass impacting
beam. In these cases, while it is safer to use standard ODE solvers provided by
accredited sources, it is also necessary to properly tune smooth approximations of dis-
continuous functions; see [15] for a discussion on the effect of smoothing functions on
the frequency response of oscillators with clearance. There are also several numerical
integration algorithms designed for non-smooth systems [16,18], but their comparison is out of the scope of this work.

Vibro-impact oscillators can also be analysed using common perturbation techniques, such as Harmonic Linearization [19,20], Averaging [21,23], and the Lindstedt-Poincaré method [24]. Besides their widespread use with nonlinear problems, these methods assume weak and smooth nonlinearities, which are not reasonable assumptions for general impacting systems. This limitation motivated the development of non-smooth transformations with respect to state [25,26] and time [27] variables. By these, one can remove non-smooth terms from a certain model, or make them small, allowing the usage of common perturbation methods. An example of such combination can be found in [8] where non-smooth transformations were used to weaken a near-elastic kinematic impact condition, enabling subsequent application of extended averaging.

In some cases, the applicability of the theoretical/numerical tools mentioned above is accompanied by physical experiments. In [28] the experimental chaotic behavior of a base-excited cantilever beam with one-sided stop is qualitatively compared with results from numeric simulations of a piecewise linear oscillator. In [7] the experimental frequency response of a forced cantilever beam with a unilateral constraint is compared with the one obtained by numeric simulation of a SDOF oscillator with a coefficient of restitution, showing reasonable accuracy. The Averaging method has been extensively used to obtain analytical frequency-amplitude expressions for piecewise linear oscillators with one [21,22] and two [23] degrees of freedom.

In [13] the nonlinear dynamics of a mass-spring system with discontinuous stiffness and damping was analyzed experimentally and numerically by smoothing the impact condition. A similar numerical-experimental analysis was performed by Aguiar and Weber [29], focusing on the behavior of the impact force. Using control-based continuation Bureau et al. [30] obtained experimental frequency responses of a cantilever beam with lumped mass and bilateral constraints. A single-DOF numerical model for this system was proposed by Elmegård et al. [14], who used the experimental data from [30] to validate the model and predict the existence of an isola, which was later identified experimentally by Bureau et al. [31].
From the overview presented above, one can realize that besides the match between results from particular numerical/analytical techniques with experimental findings there are little efforts on comparing the different paradigms used to model and analyze vibro-impact systems.

The objective and main originality of the present work is to compare different impact force models using analytical, numerical and experimental techniques. The frequency response of a SDOF vibro-impact oscillator is analyzed using Harmonic Linearization and Averaging, considering three different impact force models: one given by the Kelvin-Voigt model (piecewise-linear function), another using a power-law function and a third one combining the strengths of the first two. Experimentally, control-based continuation [30, 31] is used to obtain frequency responses of an impacting beam, including its unstable branch. Numerical simulations are used to validate the simple analytic approximations obtained by perturbation methods.

Despite the ability of the mentioned models to produce different qualitative behaviors such as quasiperiodicity and chaos, the analysis presented here is restricted to single-periodic oscillations only.

As the main contribution of this manuscript is to compare different impact force formulations, only the most common models are considered. That is the case of the Kelvin-Voigt model, which is widely used despite its inaccuracies [2, 5, 23]. The Power-law model can be viewed as a generic version of the compliant force models first derived by Hunt and Crossley [4] and further developed by others [5, 32].

2. Experimental setup and procedure

The experimental setup has been described previously in [30, 31] and is shown in Fig. 1. In Fig. 1.a,b an electrodynamic shaker (1) [B&K® 4808] is used to apply a harmonic excitation to a platform (2), containing a cantilever beam and a pair of symmetrically located stops (5) to restrain the lateral movement of the beam. The shaker is driven by a power amplifier [B&K® 2712] and is connected to the platform by a stinger. The impacting beam can be seen in detail in Fig. 1.c,d, where two DC holding electromagnetic actuators (6) [Magnet-Schultz® G MH X 030] are placed on each side of the
lumped mass (4) to execute control-based continuation. The displacement of both plat-
form and lumped mass are measured by two laser sensors (3) [OMRON® ZX-LD40].
Due to the electromagnetic actuators around the lumped mass, its displacement is mea-
sured below the mass location, Fig. 1d. A dSPACE® DS1104 R&D controller board
is used to perform data acquisition and control-based continuation of the experimental
setup.

The experimental frequency response of the impacting beam, shown in Fig. 2a,
was obtained by the authors, who repeated some of the experiments done by [30, 31]
using control-based continuation. In this model-free approach, the equilibrium states
are found by a predictor-corrector algorithm. A non-invasive proportional-derivative
controller is used to stabilize the system through its unstable branch (lower part of the
bent peak) using the electromagnetic actuators (6).

Figure 2b illustrates the harmonic decomposition of the experimental frequency re-
response from its static component, represented by $0\tilde{\Omega}$, up to five times the excitation
frequency $\tilde{\Omega}$. In this figure one can see that the impacting regime increases the ampi-
tude of higher harmonics but they are still negligible if compared with the fundamental
harmonic, $1\tilde{\Omega}$.

In this work, the experimental observations are restricted to the neighborhood of
the system’s fundamental linear natural frequency, measured as $f_n = 7.6$ Hz, which is
much smaller than its second linear natural frequency, which is around 200 Hz. Also,
the lumped mass ($m = 0.2$ kg) is approximately 8 times heavier than the beam’s mass,
being the dominant inertial element. In addition to that, the lumped mass is located at a
reasonable distance from the stops, which can be considered as rigid supports, causing
inelastic impacts.

Based on the above, one can simplify the mathematical modeling of the impacting
beam shown in Fig. 1 in the neighborhood of its fundamental linear natural frequency,
by using a SDOF model, where the lumped mass dynamics dominate the oscillations
in comparison to the flexible beam alone.
Figure 1: Experimental setup (a,c) and its schematic representation (b,d).
Figure 2: (a) Experimental frequency response and its (b) harmonic decomposition
3. Equations of motion

As the measurement and impact locations \( L_S \) and \( L_C \) are not coincident and due to beam deflection, the measured grazing amplitude \( \Delta G \) will differ from the gap width \( \Delta C \). This difference can be seen in Fig. 3 for a cantilever beam oscillating at its first mode. The deflection is caused by the inertial force \( F = -m \ddot{U}(L_m, \tilde{t}) \). The measured grazing amplitude will be used to normalize the equations of motion later on and to define impact force models in Section 4.

The electrodynamic shaker is not feedback controlled, being not able to provide constant excitation amplitude on the investigated frequency range. Also, the displacement of the sub-system shaker-platform around resonance is affected by a nonlinear coupling with the impacting beam as mentioned in [30]. Alternatively, one could consider the single harmonic electric signal fed into the shaker’s power amplifier as the system’s external excitation, since it has constant amplitude (in volts). This electric signal excites the shaker-platform subsystem, which in turn excites the impacting beam.

So, the base excitation can be written as:

\[
\tilde{b}(\tilde{t}) = \tilde{\gamma} \tilde{V} \sin(\tilde{\Omega} \tilde{t}),
\]

where \( \tilde{V} \) is the electric amplitude in V and \( \tilde{\gamma} \) is the unit conversion gain in m/V. In the schematic representation of the forced impacting beam in Fig. 1, \( L_C, L_m, L_S \) and \( L \) represent the axial location of the stops, lumped mass, displacement sensor and beam length, respectively, \( \Delta C \) represents the gap width. Using Bernoulli-Euler beam theory, one can write its equation of motion for transverse displacement \( U(X, \tilde{t}) \) as [14]:

\[
(\rho A + m \delta(X - L_m)) \ddot{U} + DEI \dddot{U} + EIU''' + \tilde{f}_C(U, \dot{U}) \delta(X - L_C) =
\]

\[
(\rho A + m \delta(X - L_m)) \tilde{\Omega}^2 \gamma \tilde{V} \sin(\tilde{\Omega} \tilde{t}),
\]

\[
U(0, \tilde{t}) = U'(0, \tilde{t}) = U''(L, \tilde{t}) = U'''(L, \tilde{t}) = 0,
\]

where \( \dot{\cdot} \equiv \partial(\cdot)/\partial \tilde{t}, \dot{\cdot}' \equiv \partial(\cdot)/\partial X, \rho, E, A \) and \( I \) represents the beam’s density, elasticity modulus, cross-sectional area and cross-section area moment of inertia, respectively, \( m \) is the lumped mass and \( \delta(\cdot) \) is Dirac’s delta function. The function \( \tilde{f}_C(U, \dot{U}) \) represents the transverse impact force, resulting from the contact between beam and
Figure 3: Deflection of a cantilever beam.

stops. This function can be modeled by several means from which three will be ad-
dressed in Section 4.

The present model is similar to the one proposed by Elmegård et al. [14], which
did not define an impact force explicitly but used a piecewise relation for the spatial
discretization of the equations of motion.

One way of inserting the stiffness proportional damping coefficient $D$ in the Bernoulli-
Euler model is to assume the beam’s material to have a viscoelastic behavior, described
by Kelvin and Voigt’s (KV) model. Assuming that lumped mass is much bigger than
the beam’s mass, i.e. $m \gg \rho AL$, and defining $U = u\Delta G$ and $X = xL$ as normalized
transverse displacement and axial position, one arrives at:

$$
\delta(x - x_m)\ddot{u} + (Du''' + u''')EI/(mL^3) +
\tilde{f}_C(u\Delta G, \dot{u}\Delta G)\delta(x - x_C)/(m\Delta G) = \delta(x - x_m)\tilde{V}(\tilde{y}/\Delta G)\tilde{\Omega}^2 \sin(\tilde{\Omega}t),
$$

where now $(\cdot)' \equiv \partial(\cdot)/\partial x$, $x_C = L_C/L$, and $x_m = L_m/L$. This system can be spatially
discretized by defining:

$$
u(x, \tilde{t}) = \sum_{i=1}^{N} \phi_i(x)q_i(\tilde{t}),
$$

with the mode shapes $\phi_i(x)$ satisfying all essential boundary conditions and $q_i(\tilde{t})$ as the
modal coordinates. When the discretized version of Eq. (4) is driven around its first
resonance the high order modes \((i \geq 2)\) are expected to have low influence because they are increasingly damped by the stiffness proportional damping. The weak significance of higher modes for the experimental setup was already illustrated by Fig. 2b. So, a single-DOF discretization of Eq. (4) appears to be an appropriate model for the experimental setup around its first resonance. Using standard Galerkin approximation this model is obtained as:

\[
\ddot{q} + (D \dot{q} + q)\omega_n^2 + \ddot{f}_C(q, \dot{q}) = \ddot{\Omega}^2 \gamma \bar{V} \sin(\ddot{\Omega} \ddot{t}),
\]

(6)

where:

\[
\omega_n^2 = K_S / M_S, \quad M_S = m \phi(x_m)^2,
\]

(7)

\[
K_S = \frac{EI}{L^3} \int_0^1 (\phi''(x))^2 \, dx,
\]

\[
\gamma = \frac{\gamma}{\phi(x_m) \Delta_G},
\]

(8)

\[
\bar{f}_C(q, \dot{q}) = \frac{\phi(x_C)}{M_S \Delta_G} \bar{f}_C(\phi(x_C)q \Delta_G, \phi(x_C)\dot{q} \Delta_G),
\]

(9)

are the squared fundamental linear natural frequency, equivalent structural mass and stiffness coefficient, and normalized unit conversion gain and impact force, respectively. Additionally, \(\phi(\cdot)\) is the static deformation pattern of a cantilever beam loaded at \(x = x_m\). Defining the structural damping ratio as \(\beta_S = \frac{1}{2}D \omega_n\), substituting it into Eq. (4) and normalizing time \(\ddot{t}\) using the system’s fundamental linear natural frequency \(\omega_n\), one arrives at:

\[
\ddot{q} + 2\beta_S \dot{q} + q + f_C(q, \dot{q}) = \Omega^2 \gamma \bar{V} \sin(\Omega \ddot{t}),
\]

(10)

where:

\[
t = \omega_n \ddot{t}, \quad \Omega = \ddot{\Omega} / \omega_n \quad \text{and} \quad f_C(q, \dot{q}) = \ddot{f}_C(q, \omega_n \dot{q}) / \omega_n^2
\]

(11)

are the normalized time, normalized forcing frequency, and nondimensional impact force, respectively. Also, from now on \((\cdot) \equiv \partial (\cdot) / \partial \ddot{t}\).

The vibro-impact oscillations measured from the experimental setup can be related to Eq. (10) by multiplying the model solution by the measured grazing amplitude and by the first mode shape at the measurement location, \(U(L_S, \ddot{t}) = q(\omega_n \ddot{t}) \Delta_G \phi(L_S / L)\).
This relation can be even simpler if the first mode shape is normalized with respect to the measurement location, \( L_S \). By doing so, the measured vibrations become proportional to the grazing amplitude, i.e., \( U(L_S, \tilde{t}) = q(\omega_n \tilde{t}) \Delta_G \).

4. Impact force models

As mentioned in Section 1, there are several ways of modeling vibro-impact forces. In this work three impact force models will be considered. The piecewise-linear Kelvin-Voigt model, the Power-law function impact force and a combination of the two called the modified Kelvin-Voigt model. This section describes these models, showing their physical basis, advantages and limitations.

4.1. Kelvin-Voigt model

The mass and stops are mounted in different locations of the beam, being not coincident \( (L_m \neq L_C) \), see Fig. 1c,d. Thus the vibrations of the lumped mass are not directly constrained by the stops, allowing points of the beam to suffer further deformations beyond those necessary to reach the stops. With first-mode beam oscillations, in a contact configuration only a segment of the beam, from \( L_C \) to \( L_m \), suffers further deformation. This segment can be considered as a lumped mass beam in a pinned-free configuration, with its own dynamic properties, such as natural frequency and damping.

So one can model the contact configuration applying Kelvin-Voigt’s approach to the beam segment as well. This secondary system is inactive by default, being active only if the measured transverse mass displacement exceeds the measured grazing amplitude, \( \Delta_G \). For symmetric bilateral impacts:

\[
\tilde{f}_C(U, \dot{U}) = \begin{cases} 
0, & \text{if } |U_C| \leq \Delta_C, \\
(K_C - K_S)(U_C - \Delta_C) + D_C \dot{U}_C, & \text{if } U_C \geq \Delta_C, \\
(K_C - K_S)(U_C + \Delta_C) + D_C \dot{U}_C, & \text{if } U_C \leq -\Delta_C,
\end{cases}
\]

(12)

where \( K_C \) and \( D_C \) are the stiffness and damping coefficients for the beam in the contact configuration and \( U_C = U(L_C, \tilde{t}) \) because the force it is being applied at \( L_C \). Its non-dimensional version can be obtained by applying the same steps taken from Eq. 2 to Eq. 10, giving:
\( f_c(q, \dot{q}) = \begin{cases} 
0, & \text{if } |q| \leq 1, \\
\phi_C^2 \left( (\omega_R^2 - 1)(q - 1) + 2\beta_C \omega_R \dot{q} \right), & \text{if } q \geq 1, \\
\phi_C^2 \left( (\omega_R^2 - 1)(q + 1) + 2\beta_C \omega_R \dot{q} \right), & \text{if } q \leq -1,
\end{cases} \)  
(13)

where:

\[
\beta_C = \frac{D_C}{2M_S \omega_C}, \quad \omega_C^2 = K_C/M_S, \quad \omega_R = \omega_C/\omega_n, \quad \phi_C = \phi(x_C) = \frac{\Delta C}{\Delta G} \tag{14}
\]

are the contact damping ratio, the contact natural frequency, the natural frequency ratio and the cantilever beam mode shape evaluated at \( x_C \), which is equal to \( \Delta C/\Delta G \).

The factor \( \phi_C \) is purely geometric, accounting for the distance between impact and measurement points. For the experimental setup in Fig. 1, \( \phi_C = 0.241 \). Comparing the locations of measurement and impact on the beam, see Figs. 1 and 3, one can see that the contact point is closer to the beam’s clamped end than the measurement point, so for first mode oscillations, \( \phi_C < 1 \) attenuating the impact force. On the other hand, swapping impact and measurement positions would strengthen the impact force.

Despite its straightforward physical interpretation, Fig. 4a illustrates that KV’s model dissipative term is discontinuous with respect to velocity. Also, the impact force changes its sign at the end of the contact, indicating that the impacting element is being pulled towards the stop again, a situation which does not make sense from the physical point of view.

Besides the drawbacks mentioned previously, the impact condition enables one to estimate the impact duration. From the contact intervals (where \( |q| \geq 1 \)) shown in Fig. 4b, one can define the normalized contact duration for a full oscillation as:

\[
\tau = \frac{2(\pi - 2\varphi_0)}{\Omega}, \tag{15}
\]

where \( \varphi_0 = \arcsin(1/Q) \) is the grazing angle and \( Q \) is the first-order modal amplitude, which heavily depends on the model parameters, \( \omega_R \) and \( \beta_C \). When using this model, one can estimate the normalized contact duration for any pair \( (\Omega, Q) \) as shown in Fig. 4c, where curves of constant \( \tau \) are presented with normalized experimental data (crosses). The experimental data was taken from Fig. 1c and normalized using the fundamental linear natural frequency and the measured grazing amplitude, given by \( f_n \approx \).
Figure 4: (a): Elastic and dissipative components of the piecewise linear impact force model ($\omega_R = 7.278, \beta_C = 0.258$ and $\phi_C = 0.241$). (b): Time series of elastic Kelvin-Voigt impact force together with $q = Q \sin(\phi)$. (c): Normalized experimental data (red x’s) and curves of constant normalized contact duration (blue lines), the numbers on each curve represent the contact duration.
7.6 Hz and $\Delta G \approx 1.6 \text{ mm}$, respectively. As expected, the contact duration grows for higher amplitudes $Q$.

### 4.2. Power-law impact force model

The drawbacks of Kelvin and Voigt’s model can be overcome by approximating the impact force by a power function. However, instead of considering powers of impact deformation ($U_C \pm \Delta_C$) as done by Hunt and Crossley [4], one can consider powers of the ratio between displacement and the gap width, $U_C/\Delta_C$. With this approach, one can define a smooth force impact which is weak in the region $|U_C| < \Delta_C$ but grows very fast around the gap width, $\pm \Delta_C$. Also, the participation of the Power-law impact force on the non-contact regime is not necessarily a problem; a similar effect can actually occur due to a small measurement error on the gap width, shifting the ratio $U_C/\Delta_C$ a little bit away from 1, which is the value where the power function starts to grow faster. Also, the participation in the non-contact phase can be increased/decreased according to model parameters. For symmetric bilateral impacts, the elastic force should be an odd exponent power, while the dissipative force should have an even exponent term multiplying the velocity. So:

$$\tilde{f}_C(U, \dot{U}) = F \left( \frac{U_C}{\Delta C} \right)^{2n-1} + D_C \left( \frac{U_C}{\Delta C} \right)^{2p} \dot{U}_C, \quad (16)$$

where $n \geq 1$ and $p \geq 0$ are integer exponents for the restoring and dissipative terms, respectively. As $U_S/\Delta G$ is non dimensional, $D_C$ has the same physical dimension of a linear viscous damping coefficient, while $F$ has dimensions of force. So, considering $F = K_C \Delta G$ and applying the same steps as from Eq. (2) to Eq. (10), one can obtain the non-dimensional Power-law impact force as:

$$f_C(q, \dot{q}) = \phi_C \omega_R^2 q^{2n-1} + 2\beta_C \omega_R q^{2p} \dot{q} \phi_C^2. \quad (17)$$

where $\beta_C, \phi_C$ and $\omega_R$ were defined previously for the KV force model. However, it should be mentioned that despite having dynamic parameters with the same name and definition, the models are not equivalent. With the exception of $\phi_C$, one should not expect their parameters to have similar numeric values or physical meaning. For instance,
Figure 5: Elastic and dissipative components of Power-law impact force model for $q = Q \sin(\phi)$, $\omega_R = 0.715, \beta_C = 0.659, n = 4, p = 3$ and $\phi_C = 0.241$.

the terms $\omega_R$ and $\beta_C$ have no physical meaning for the Power-law model. Also, notice that $\phi_C$ affects the restoring and dissipative parts of the impact force differently.

Comparing Fig. 4a and Fig. 5, the smoothness of the Power-law model is clearly seen. Instead of jumping to a nonzero value, the dissipative Power-law force grows smoothly. However, nonphysical sign changes similar to KV model are possible if the model is purely dissipative, $\omega_R \equiv 0$.

Finally, it is important to remember that numeric simulations involving the Power-law model become demanding for high $n$ and $p$, due to the stiffening of the ODE, losing the advantage of being easier to simulate than the KV model, which is given by a piecewise linear function.

4.3. Modified Kelvin-Voigt model

While the Power-law model solves the problems presented by Kelvin and Voigt’s model, it also removes most of the physical meaning of the parameters involved in the impact phenomenon. In order to obtain the expected behavior for the impact force while keeping part of the physical insight given by the KV approach, a combination of both models is presented.
As the dissipative term seems to be the problematic part of the KV model, one can multiply it by a power of the displacement. However, instead of using $U_C/\Delta_C$ as power term, one can add $\pm 1$ to it, obtaining $(U_C/\Delta_C \pm 1)$. In this way, it is assured that the damping term starts to grow smoothly from zero, without any discontinuity. Also, this term can be rewritten as $(U_C \pm \Delta_C)/\Delta_C$ which can be interpreted as a mechanical impact strain. Another option would be using the impact deformation $(U_C \pm \Delta_C)$ as power term, but this term is highly dependent on the gap width, which is very small and would demand an extremely high damping coefficient to compensate for it. So, the combined model is given by:

$$\tilde{f}_C(U, \dot{U}) = \begin{cases} 
0, & \text{if } |U_C| \leq \Delta_C, \\
(K_C - K_S)(U_C - \Delta_C) + D_C \dot{U}_C \left(\frac{U_C}{\Delta_C} - 1\right)^2, & \text{if } U_C \geq \Delta_C \\
(K_C - K_S)(U_C + \Delta_C) + D_C \dot{U}_C \left(\frac{U_C}{\Delta_C} + 1\right)^2, & \text{if } U_C \leq -\Delta_C, 
\end{cases}$$

(18)

which leads to the original KV model if $p = 0$. The nondimensionalization of this expression gives:

$$f_C(q, \dot{q}) = \begin{cases} 
0, & \text{if } |q| \leq 1, \\
\phi_C^2 \left((\omega_R^2 - 1)(q - 1) + 2\beta_C \omega_R \dot{q}(q - 1)^2\right), & \text{if } q \geq 1, \\
\phi_C^2 \left((\omega_R^2 - 1)(q + 1) + 2\beta_C \omega_R \dot{q}(q + 1)^2\right), & \text{if } q \leq -1, 
\end{cases}$$

(19)

with $\beta_C$ and $\omega_R$ being the same as before and $\omega_R$ keeping its straightforward physical meaning. This model can be seen as a particular case of Hunt and Crossley’s model [4], which originally assumed the elastic term to be a power function as well.

The advantages of mixing both models can be seen by comparing Fig. 6 with Fig. 4a and Fig. 5. While the original KV model changes its sign during impact, leading to nonphysical situations, and the Power-law model is active also in the non-contact phase, the combined model has none of this undesired behaviors. Also, it is possible to obtain the normalized contact duration for a full oscillation using this model, shown in Fig. 4c and given by Eq. (15). However, all the three models considered in this work present nonphysical sign changes, when elastic forces are neglected.
Figure 6: Elastic and dissipative components of modified Kelvin-Voigt impact force model for \( q = Q \sin(\varphi) \), \( \omega_R = 7.306, \beta_C = 4.636, p = 1 \) and \( \phi_C = 0.241 \).

5. Approximate analysis of time periodic response

After the presentation of three different models for the impact force, it is necessary to solve the equation of motion, Eq. (10), for each of them. That is the objective of this section, which employs two analytical techniques commonly used to obtain approximated solutions of nonlinear systems.

5.1. Harmonic Linearization

The method of Harmonic Linearization assumes that the steady-state response of a nonlinear system, like Eq. (10), can be well approximated by a mono-frequency solution, neglecting terms with higher harmonics. Then one can approximate model nonlinearities, like \( f_C(q, \dot{q}) \) in Eq. (10), using a single harmonic Fourier series:

\[
 f_C(q(t), \dot{q}(t)) \approx a_1 \sin(\Omega t) + b_1 \cos(\Omega t), \tag{20}
\]

where:

\[
a_1 = \frac{2}{T} \int_0^T f_C(q(t), \dot{q}(t)) \sin(\Omega t) \, dt, \quad b_1 = \frac{2}{T} \int_0^T f_C(q(t), \dot{q}(t)) \cos(\Omega t) \, dt \tag{21}
\]
are Fourier coefficients, $\Omega$ is the forcing frequency and $T$ is the forcing period. To obtain some physical insight, this approximation can be rearranged as a spring-dashpot system, $f_C(q, \dot{q}) \approx \kappa q + 2\sigma \dot{q}$, whose coefficients can be found by comparing the responses of its mechanical and Fourier approximations to a solution $q(t) = Q \sin(\Omega t + \theta)$, as follows:

$$f_C(q(t), \dot{q}(t)) \approx \kappa Q \sin(\Omega t + \theta) + 2\sigma \Omega Q \cos(\Omega t + \theta) \approx a_1 \sin(\Omega t) + b_1 \cos(\Omega t) \quad (22)$$

Defining $\varphi = \Omega t + \theta$, the harmonic linearization coefficients $\kappa$ and $\sigma$ can be defined as:

$$\kappa = \frac{1}{\pi Q} \int_0^{2\pi} f_C(q(\varphi), \dot{q}(\varphi)) \sin \varphi \, d\varphi, \quad (23)$$

$$\sigma = \frac{1}{2\pi Q \Omega} \int_0^{2\pi} f_C(q(\varphi), \dot{q}(\varphi)) \cos \varphi \, d\varphi. \quad (24)$$

Substituting the spring-dashpot approximation into Eq. (10) leads to:

$$\ddot{q} + 2(\beta S + \sigma)\dot{q} + (1 + \kappa)q = \Omega^2 \gamma \bar{V} \sin(\Omega t), \quad (25)$$

which corresponds to a standard mechanical oscillator with a pair of springs and dampers in parallel. Its stationary frequency response is given by $q(t) = Q \sin(\Omega t + \theta)$, where:

$$Q = \frac{\Omega^2 \gamma \bar{V}}{\sqrt{(\Omega^2 - 1 - \kappa)^2 + 4\Omega^2(\beta S + \sigma)^2}}, \quad (26)$$

or:

$$Q^2 \left(\Omega^2 - 1 - \kappa \right)^2 + 4\Omega^2 (\beta S + \sigma)^2 \right) = (\Omega^2 \gamma \bar{V})^2. \quad (27)$$

The difference between the current case and a standard mechanical oscillator is that the harmonic linearization coefficients $\kappa$ and $\sigma$ depend of the response amplitude, $Q$. Both coefficients will be defined in Section 5.3 for different models of the impact force.
Standard first-order averaging [34] implicitly uses the same assumption made for
harmonic linearization, that higher harmonics can be neglected and the solution can be
approximated by a single harmonic expression, \( q(t) \approx Q \sin \varphi, \varphi = \Omega t + \theta \). However
standard averaging is restricted to weakly nonlinear systems only [35], i.e., systems
with small forcing amplitude \( \tilde{V} \), damping \( \beta_5 \) and nonlinearities \( f_C(q, \dot{q}) \). The equation
of motion can be written as a weakly nonlinear system in the following way:

\[
\ddot{q} + q = \epsilon \left( \Omega^2 \gamma \tilde{V} \sin(\Omega t) - 2\beta_5 \dot{q} - f_C(q, \dot{q}) \right)
\]  

(28)

where the parameter \( \epsilon \ll 1 \) indicates which terms are small in comparison with linear
terms. Another feature of the standard averaging is that it allows both amplitude and
phase to vary in time, i.e. \( Q = Q(t) \) and \( \theta = \theta(t) \). Defining the time-derivative of
the solution as \( \dot{q}(t) \approx \Omega Q \cos \varphi \) implies that \( \dot{\theta} Q \cos \varphi = -\dot{Q} \sin \varphi \). Substituting these
relations into Eq. (28) results in a system of differential equations in terms of amplitude
and phase:

\[
\Omega \dot{Q} = \frac{1}{2} Q(\Omega^2 - 1) \sin 2\varphi + \epsilon \left( \cos \varphi (\gamma \tilde{V} \Omega^2 \sin(\varphi - \theta) + \\
- f_C(q, \dot{q}) - 2\Omega \beta_5 Q \cos^2 \varphi \right) 
\]  

(29)

\[
\Omega \dot{\theta} = -Q(\Omega^2 - 1) \sin^2 \varphi + \epsilon \left( \sin \varphi (f_C(q, \dot{q}) + \\
- \gamma \tilde{V}^2 \sin(\varphi - \theta)) + \beta_5 \Omega Q \sin 2\varphi \right) 
\]  

(30)

Almost all terms on the right-hand sides of these equations are multiplying \( \epsilon \) and there-
fore are small. Around the primary external resonance the term \( \Omega^2 - 1 \) is also small
and so the whole right-hand side of these differential equations is small, which means
that both \( Q \) and \( \theta \) vary slowly with time. In this case one can approximate Eqs. (29)
and (30) by their average over one period of oscillations, obtaining:

\[
2\pi \Omega \dot{Q} = -\epsilon \left( 2\pi \Omega \beta_5 Q + \pi \gamma \tilde{V} \Omega^2 \sin \theta + \int_0^{2\pi} f_C(q(\varphi), \dot{q}(\varphi)) \cos \varphi \, d\varphi \right),
\]  

(31)

\[
2\pi \Omega \dot{\theta} = -\epsilon \pi Q(\Omega^2 - 1) + \epsilon \left( \int_0^{2\pi} f_C(q(\varphi), \dot{q}(\varphi)) \sin \varphi \, d\varphi - \pi \gamma \tilde{V} \Omega^2 \cos \theta \right),
\]  

(32)
where $\epsilon$ is multiplying the term $(\Omega^2 - 1)$ to explicitly indicate that this term is small. The integrals of the impact force can be replaced by the harmonic linearization coefficients $\kappa, \sigma$ given by Eqs. (23) and (24). The equilibria of the resulting system correspond to the steady-state response of Eq. (10), so:

\begin{align*}
\Omega^2 y \dot{V} \sin \theta + 2 \Omega Q(\beta S + \sigma) &= 0, \\
Q(1 + \kappa - \Omega^2) - \Omega^2 y \dot{V} \cos \theta &= 0.
\end{align*}

(33)

(34)

Eliminating $\theta$ from the last expressions gives:

\begin{equation}
(y \dot{V} \Omega^2)^2 = Q^2((\Omega^2 - 1 - \kappa)^2 + 4\Omega^2(\beta S + \sigma)^2),
\end{equation}

(35)

which is identical to Eq. (27). This same relation could be obtained using Multiple Scales or modified Lindstedt-Poincaré methods, but Averaging was chosen due to its well developed mathematical basis and effectiveness for other vibro-impacting systems. In this context, despite its loose mathematical basis, Harmonic Linearization can be seen as a shortcut method, giving the same results for stationary solutions as Averaging, but bypassing its intermediate steps such as defining small terms, obtaining a system of differential equations for amplitude and phase and finding its equilibrium state.

5.3. Application to specific impact force models

5.3.1. Kelvin-Voigt impact force

As mentioned previously, Kelvin-Voigt’s impact force is not active during the whole period of oscillation. So, the limits of integration in Eqs. (23) and (24) can be restricted to the contact period, i.e. for $\varphi \in [\varphi_0; \pi - \varphi_0]$ for $q \geq 1$ and $\varphi \in [\pi + \varphi_0; 2\pi - \varphi_0]$ for $q \leq -1$, as shown in Fig. [4]. Considering $q \approx Q \sin \varphi$ and substituting Eq. (13) into Eqs. (23) and (24) leads to:

\begin{align*}
\kappa &= \phi_c^2(\omega_R^2 - 1)W(Q), \\
\sigma &= \phi_c^2\beta_c\omega_R W(Q),
\end{align*}

(36)

(37)

where:
\[ W(Q) = 1 - \frac{2}{\pi}(\phi_0 + \frac{1}{2}\sin(2\phi_0)), \quad \phi_0 = \arcsin(1/Q), \tag{38} \]

is a function of the forcing amplitude \( Q \). Despite its complicated formula, \( W(Q) \) does not grow unbounded, being limited between 0 and 1 for \( Q \) between 1 and infinity. Substituting \( \kappa \) and \( \sigma \) in the frequency response, Eq. (27) leads to:

\[ Q^2\left((\Omega^2 - 1 - \phi_C^2(\omega_R^2 - 1)W(Q))^2 + 4\Omega^2(\beta_S + \phi_C^2\beta_C\omega_R W(Q))^2\right) - (\Omega^2\gamma \tilde{V})^2 = 0. \tag{39} \]

As \( W(Q) \) varies between 0 and 1, it works as a tuning parameter between two linear oscillators, one given by Eq. (10) and \( f_C \equiv 0 \), and another given by the same equation and \( f_C \equiv 0 \), but with natural frequency \( \omega_R \) instead of unity and damping \( \beta_S + \beta_C\omega_R \) instead of \( \beta_S \). The frequency response equations for these oscillators are given by respectively:

\[ Q^2\left((\Omega^2 - 1)^2 + 4\Omega^2\beta_S^2\right) - (\Omega^2\gamma \tilde{V})^2 = 0, \tag{40} \]
\[ Q^2\left((\Omega^2 - \phi_C^2\omega_R^2)^2 + 4\Omega^2(\beta_S + \phi_C^2\beta_C\omega_R)^2\right) - (\Omega^2\gamma \tilde{V})^2 = 0. \tag{41} \]

5.3.2. Power-law impact force

Substituting Eq. (17) into Eqs. (23) and (24) leads to:

\[ \kappa = 2\phi_C G_n \frac{\omega_R^2}{Q^2}, \tag{42} \]
\[ \sigma = \phi_C^2\beta_C\omega_R \frac{G_p}{p + 1}, \tag{43} \]

where:

\[ G_j = \frac{Q^{2j} \Gamma(j + 1/2)}{\sqrt{\pi} \Gamma(j + 1)}, \quad j = n, p \tag{44} \]

is a function of the exponent \( n \) or \( p \) and the steady-state amplitude \( Q \) and \( \Gamma \) denotes the Gamma function. As expected for a power-function term, \( G_j \) grows unbounded for \( j \to \infty \) and \( |Q| > 1 \). Substituting \( \kappa \) and \( \sigma \) in the frequency response equation, Eq. (27) gives:

\[ Q^2\left((\Omega^2 - 1 - 2\phi_C G_n \omega_R^2/Q^2)^2 + 4\Omega^2(\beta_S + \phi_C^2\beta_C\omega_R G_p/(p + 1))^2\right) - (\Omega^2\gamma \tilde{V})^2 = 0. \tag{45} \]
5.3.3. Modified Kelvin-Voigt impact model

The equivalent stiffness $\kappa$ is given by Eq. (36) and the equivalent damping is given by:

$$\pi \sigma = \beta_c \omega R \phi_C^2 \int_{-\pi}^{\pi} \cos^2 \varphi (Q \sin \varphi - 1)^{2p} d\varphi +$$

$$+ \beta_c \omega R \phi_C^2 \int_{\pi}^{2\pi} \cos^2 \varphi (Q \sin \varphi + 1)^{2p} d\varphi,$$

whose integration limits are the same as the original Kelvin-Voigt model. When $p = 0$, $\sigma$ is given by Eq. (37), but there is no general formula for this integral as a function of $Q$ and $p$. As an example of its complexity, the formula for $\sigma$ when $p = 1$ is shown below:

$$\sigma = \frac{\beta_c \omega R \phi_C^2}{4\pi} \left( (Q^2 + 4)(\pi - 2\varphi_0) - \frac{2}{3} \cos \varphi_0 (13Q + 2 \sin \varphi_0) \right)$$

6. Model tuning and analysis

The frequency response for each impact model can be obtained by substituting the harmonic linearization coefficients found in Section 5.3 into the generic amplitude-frequency relationship, Eq. (27). Then one can use a nonlinear least squares solver to fit the frequency response equations of each model to experimental data, such as the one from Fig. 2a. Again, the experimental data is normalized using the fundamental linear natural frequency, $f_n \approx 7.6$ Hz, and grazing amplitude $\Delta_G \approx 1.6$ mm.

6.1. Linear range

Before defining appropriate values for the impact force model parameters, one should deal with the conversion gain $\gamma$ and structural damping ratio $\beta_S$, which are necessary to model both impacting and non-impacting vibrations. Fig. 7 illustrates the normalized linear experimental frequency response together with its model approximations for $\gamma = 0.195$ V$^{-1}$ and $\beta_S = 14 \times 10^{-3}$. Despite being able to reproduce the resonance peak accurately, model predictions deteriorate outside the peak neighbourhood. That can be explained by the unmodeled dynamics of the subsystem shaker-platform.
For vibro-impact oscillations the excitation amplitude was chosen as $\tilde{V} = 0.6 \text{ V}$ in order to maximize the nonlinear frequency range without saturating the displacement sensors.

### 6.2. Power function exponents

The fitting of models with power function was made considering pairs of $1 \leq n \leq 10$ and $0 \leq p \leq 10$ as constant while varying $\omega_R$ and $\beta_C$. This revealed some insights into the role of the power exponents on the frequency response, see Fig. 8. For instance, by increasing $p$ the Power-law model response gets closer to the experimental upper folding point (Fig. 8b). In this case, the fitted $\omega_R$ keeps almost constant, while $\beta_C$ decreases. By increasing $n$, as shown in Fig. 8a, the model response gets closer to both the upper and lower folding points, going further away from the upper one if $n$ grows too much. Also, by increasing $n$ the model response approaches the curvature of the bent peak. In this case, the fitted $\beta_C$ goes up, while $\omega_R$ goes down. This approach to the lower folding point and peak curvature for growing exponents can be explained by the fact that for small $n$ and $p$ the Power-law force is not negligible in the non-impacting region. For the MKV model, Fig. 8c shows that there are no significant changes for $1 \leq p \leq 5$, with the parameter $\omega_R$ remaining constant while $\beta_C$ grows.
Based on this analysis, the model parameters are chosen as the ones which led their models’ frequency response closer to experimental data with the lower exponent. For the MKV model, the exponent $p = 1$ is chosen as the one whose response is closer to
Table 1: Fitted model parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter</th>
<th>$\omega_R$</th>
<th>$\beta_C$</th>
<th>n</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kelvin-Voigt</td>
<td></td>
<td>7.278</td>
<td>0.258</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Power-law</td>
<td></td>
<td>0.715</td>
<td>0.659</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Mod. Kelvin-Voigt</td>
<td></td>
<td>7.306</td>
<td>4.636</td>
<td>—</td>
<td>1</td>
</tr>
</tbody>
</table>

experimental data. The fitted model parameters are shown in Table 1 were obtained by applying the same reasoning to all models. In this table one can see that the MKV model has lower exponent coefficient than the Power-law model. That can be explained by the fact that both KV models are only defined on contact areas, while the power function is defined also on the non-contact region and demands high order exponents to be negligible in this area.

6.3. Model validation

To check the validity of the assumptions made, the fitted values shown in Table 1 are used to obtain the frequency response of the system by numeric simulation of the single-DOF model from Eq. (10) together with the force models from Eqs. (13), (17) and (19) using a standard MATLAB® ODE solver `ode45()` together with the option ‘Events’ to handle the transition between impacting and non-impacting regimes when necessary.

Looking at the results from the perturbation methods, numeric simulations and experiments shown in Fig. 9 one can see that all of the mentioned mathematical models give results reasonably close to experimental observations. Thus, the assumptions made appear adequate. Also, one can see that the modified Kelvin-Voigt model is able to predict the experimental behavior more precisely, capturing both fold points, while Kelvin-Voigt’s classic model is further away from the upper folding point and the Power-law model is further away from both folding points.
Figure 9: Comparison of frequency responses obtained using (a) the Kelvin-Voigt model (b) the Power-law model and (c) the Modified Kelvin-Voigt model. \( \tilde{V} = 0.6 \, \text{V} \).

6.4. Parameter analysis

After finding appropriate parameter values for the impact force models, one can analyze the individual effects of each parameter on the frequency response. That can expand one’s knowledge about the different models, being used to design other vibro-impacting devices, which enhance or mitigate certain effects presented here such as the maximum response amplitude or the length and curvature of the bent peak.

Starting with Kelvin-Voigt’s model, shown in Fig. 10, one can see that as expected, the peak curvature is very sensitive to \( \omega_R \), with the peak length (hysteresis region) growing as \( \omega_R \) increases. Also, by increasing the contact damping one can decrease the oscillation amplitude.

Similarly, for the Power-law impact model, shown in Fig. 11, one can see that the parameters related to the elastic force control the peak curvature and length, while the ones related to dissipative forces control the response amplitude. Increasing \( \beta_C \) and \( p \) causes the response amplitude to decrease. While increasing \( \omega_R \) moves both folding...
Figure 10: Parameter analysis of Kelvin-Voigt’s model varying (a) $\omega_R$ and (b) $\beta_C$. The arrows indicate how the frequency response changes as the value of each parameter increase.

Figure 11: Parameter analysis of Power-law model varying (a) $\omega_R$, (b) $\beta_C$, (c) $n$ and (d) $p$. The arrows indicate how the frequency response changes as the value of each parameter increase.

points to the right, increasing $n$ moves the upper folding point to the right and the lower one to the left. Also, only the restoring force parameters have an influence on the non-impacting region of the frequency response.

The influence of the natural frequency ratio and contact damping ratio are the same for both versions of Kelvin-Voigt’s model, see Figs. 10 and 12a,b. However, different
from the Power-law model, the amplitude increases for higher values of $p$, see Fig. [12].

This happens because the dissipative force is proportional to $(q \pm 1)^{2p}$, which, for lower exponents, is stronger in the neighborhood of impact. $Q \approx 1$. As $p$ increases the dissipative term becomes negligible for low impacting amplitudes. Also, it is worth to point out that despite the modified Kelvin-Voigt model being equivalent to its standard version for $p = 0$, the frequency response on Fig. [12] is not equivalent to the one in Fig. [9]a for the standard Kelvin-Voigt model because the contact damping has different numerical values.

7. Conclusions

The experimental behavior of an impacting forced lumped mass cantilever beam around its first resonance was modeled as a single degree of freedom oscillator. Harmonic decomposition of the frequency response of the experimental setup showed that higher harmonic components were negligible if compared with the fundamental one.
The SDOF model was analyzed using Averaging and Harmonic Linearization to obtain frequency-amplitude relations. Numeric values for model parameters were obtained by fitting the nonlinear frequency response relationship to the experimental frequency response obtained using control-based continuation. After choosing the most appropriate model parameters, their role on the frequency response was also analyzed.

For all the impact models discussed in the present work, it was found that length and curvature of the bent peak are governed by the parameter \( \omega_R \), defined as the natural frequency ratio, while the contact damping ratio controls the amplitude of vibration. For the Power-law model, while the exponent of the elastic term has an influence on both impacting and non-impacting regions of the frequency response, the damping exponent affects only the amplitude of oscillation of the impacting region. Also, the exponent of the dissipative term has opposite effects on MKV and power function models.

Experimental observations could be reproduced by all of the impact force models under analysis, with the modified Kelvin-Voigt model describing the experimental frequency response more accurately, predicting both fold points, while the other models fail to predict the upper fold point. The reason for that relies on the modified KV model being a combination of the other models, mixing their positive characteristics to obtain a physically more accurate model. Nevertheless, numeric simulations of the MKV model are more demanding than the continuous Power-law model, due to its non-smoothness with respect to displacement and velocity. Also, the lack of a general compact formula for the equivalent damping term, which has to be obtained for every power exponent, gives rise to complicated expressions.

The experimental setup could be modified in order to analyze systems whose mass displacement is directly limited by the stops, becoming a test bed for experimental validation of kinematic impact models together with nonsmooth transformations \([8, 36]\), thus, making it possible to compare also to kinematically based vibro-impact models in terms of ease of use, applicability and reliability.

The discussion presented in this work can be applied to the analysis of other mechanical systems with non-rigid constraints and whose steady-state oscillations are single-periodic. However, for different parameter configurations, the considered models can produce other qualitative behaviors, such as quasiperiodicity and chaos, not...
discussed here.
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