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Abstract

Recent X-ray diffraction (XRD) measurements have revealed that plastic deformation and a residual elastic strain field can be present around the graphite particles in ductile cast iron after manufacturing, probably due to some local mismatch in thermal contraction. However, as only one component of the elastic strain tensor could be obtained from the XRD data, the shape and magnitude of the associated residual stress field have remained unknown. To compensate for this and to provide theoretical insight into this unexplored topic, a combined experimental-numerical approach is presented in this paper. First, a material equivalent to the ductile cast iron matrix is manufactured and subjected to dilatometric and high-temperature tensile tests. Subsequently, a two-scale hierarchical top-down model is devised, calibrated on the basis of the collected data and used to simulate the interaction between the graphite particles and the matrix during manufacturing of the industrial part considered in the XRD study. The model indicates that, besides the viscoplastic deformation of the matrix, the effect of the inelastic deformation of the graphite has to be considered to explain the magnitude of the XRD strain. Moreover, the model shows that the large elastic strain perturbations recorded with XRD close to the
graphite-matrix interface are not artifacts due to e.g. sharp gradients in chemical composition, but correspond to residual stress concentrations induced by the conical sectors forming the internal structure of the graphite particles. In contrast to common belief, these results thus suggest that ductile cast iron parts cannot be considered, in general, as stress-free at the microstructural scale.
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1 Introduction

The discovery of ductile cast iron, also referred to as nodular cast iron or spheroidal graphite iron (SGI), dates back to 1943, when Keith D. Millis of the International Nickel Company Research Laboratory found out that a small addition of magnesium to gray cast iron resulted in the formation of spherical graphite particles (Loper Jr., 1994). In the subsequent decades, the material has experienced an enormous and constantly growing development (Labrecque and Gagne, 1998), certified by the fact that today, more than 70 years after its introduction, it represents as much as 25% of the total castings produced worldwide (47th Census of World Casting Production, 2013). The main reason behind this phenomenal success is the unique combination of castability, high ductility and strength this material can offer, along with lower prices compared to traditional low carbon steels (Ductile Iron Society, 2013). This makes SGI the best choice for manufacturing small and medium sized heavily loaded parts with high demands for consistent quality for the automotive industry and very large industrial components with extreme demands for mechanical properties, particularly fatigue strength and fracture toughness (Tiedje, 2010).

Due to the primary technological importance that SGI has in our society, and the huge monetary losses associated with premature failure of critical SGI components in the automotive and energy sectors, major efforts have been devoted in the past years to understand the fracture mechanisms under both monotonic and cyclic loading, as reported in a recent review article (Hütter et al., 2015a). In this respect, a major challenge is represented by the material microstructure, which, in contrast to many other metallic alloys, is not homogeneous but consists of spherical graphite particles, called spheroids or nodules,
embedded in a metallic matrix which can be either ferritic, pearlitic or a mixture of the two (Grimvall, 1997)(Sjögren and Svensson, 2004). The impact of this composite nature at the micro-scale on the material fracture behavior has been documented by fracture tests conducted on ferritic and ferritic-pearlitic SGI, which have clearly shown that the crack propagation path is strongly affected by the presence of the graphite nodules (Baer, 2014)(Di Cocco et al., 2014)(Fernandino and Boeri, 2015)(Iacoviello and Di Cocco, 2016). The consequence is that the fracture process of SGI can hardly be explained on the basis of standard theoretical models which consider the material as homogeneous (Dong et al., 1997)(Berdin et al., 2001). Prompted by the recent progress in advanced characterization techniques such as micro X-ray tomography, which allows unprecedented insight into the morphology and distribution of the microstructural phases, more advanced models which take into account the local interactions arising between the different microstructural elements are now emerging, whose development is a current research area (Costa et al., 2010)(Collini and Pirondi, 2014)(Hütter et al., 2015b)(Salomonsson and Olofsson, 2017)(Fernandino et al., 2017).

Concerning this last point, recent research by the present authors has shown that, despite most of the models proposed so far consider SGI as stress-free at the microstructural scale, significant interactions between the graphite nodules and the matrix occur during the manufacturing process, leading to a localized residual stress state in the material. The reason is the larger thermal contraction experienced by the matrix during solid-state cooling compared to the nodules, with the former that tends to compress the latter in a hydrostatic fashion. This aspect was often neglected in the past, probably due to the scarce knowledge of the mechanical properties of the nodules, pointed out in (Andriollo and Hattel, 2016), and the technical difficulties of performing direct residual stress measurement around embedded particles whose diameter does not normally exceed 150 μm. In the last 10-15 years however, such experimental limitations have been progressively disappearing due to the advent of new, powerful X-ray diffraction techniques based on synchrotron radiation, which have dramatically increased the possibilities of characterizing the material stress state at the micro-scale (Yang et al., 2002)(Yang et al., 2004). Indeed, by exploiting one of these new techniques, known as differential-aperture X-ray microscopy (DAXM), the
existence of a non-negligible residual elastic strain field in the ferrite matrix region surrounding the nodules has recently been shown for the first time in a thin sample extracted from an industrial SGI component (Zhang et al., 2016). In this respect, it is worth remarking that the reduced size of the sample and the sub-surface location of the nodules selected for the measurements have allowed ruling out the hypothesis that the recorded elastic strain field could be associated to either a macroscopic residual stress field or to surface-related effects. Moreover, the gradient of the recorded elastic strain has been found globally consistent with that expected on the basis of the type of thermo-mechanical interaction between the nodules and the matrix described above. Altogether, these results are an indicator that the stress-free assumption may be inadequate to describe the room-temperature microstructure of SGI.

Unfortunately, despite showing unambiguously that the nodules and the matrix interact mechanically during manufacturing, the findings of (Zhang et al., 2016) do not provide a complete picture of the residual elastic strain field existing around the nodules, nor of the associated residual stress field, which would be essential for developing any advanced SGI fracture theory. The reason is twofold and can be better appreciated with the help of figure 1. First of all, only one component of the elastic strain tensor, corresponding to the normal strain $\varepsilon_{FF}^{el}$ along the F-axis of the F-H coordinate system of figure 1 (a), was measured.

![Figure 1](image_url)

**Figure 1** – DAXM measurements of residual elastic strain in the ferrite matrix close to nodule “A” in (Zhang et al., 2016). (a) – (b) Schematic of the X-ray beam direction, indicated with blue dots, with respect to the nodule. The XHF coordinate system is 45° rotated about the X-axis compared to the XYZ system. Note that the Y-Z section crosses the nodule center, denoted with the letter “O”. $R_n = 25 \mu m$ is the nodule radius. (c) Normal residual elastic strain in the F-direction, measured along the 6 blue dotted lines parallel to the Z-axis depicted in (b).
which is not sufficient to derive the full stress tensor via the generalized Hooke’s law. Secondly, the variation of this single strain component was recorded along straight parallel paths, depicted with blue dots in figure 1 (b), whose non-radial orientation complicates significantly the interpretation of the results. To compensate for these issues, one possibility is to construct a theoretical model which simulates the relevant physics and allows predicting both the full residual elastic strain and stress fields around the nodules. If the model is capable of reproducing the experimentally recorded elastic strain within engineering accuracy, the linearity of Hooke’s law should guarantee that the model can be used to estimate the stress with a similar level of accuracy.

A first, partial attempt to apply the strategy just described to estimate the residual stress field around the graphite particles was made in (Zhang et al., 2016), on the basis of the linear elastic micro-mechanical unit cell model proposed in (Andriollo et al., 2016b) to simulate the thermo-elastic properties of ferritic SGI at room temperature. Despite being able to explain the global tendency of $\varepsilon_{FF}^{el}$ to become less compressive with increasing values of the z-coordinate (see figure 1), the analysis based on this simplified model was affected by deficiencies so severe that it could not be used to make any sound conclusions regarding the residual stress field. The first reason was that the overall gradient of $\varepsilon_{FF}^{el}$ and its maximum compressive values were overestimated by approximately a factor of 2, probably due to the model incapability of accounting for inelastic deformation of the SGI matrix during solid-state cooling, which was clearly observable in the ferrite grains neighboring the nodules (Zhang et al., 2016). Regarding this, it is worth mentioning that some simulations were performed allowing time-independent plastic deformation in the matrix via the standard J2-flow theory, using yield stress data proper to pure ferrite. Nevertheless, the model predictions did not change considerably, suggesting that, not surprisingly, the deformation of the matrix during cooling is probably controlled by time-dependent relaxation mechanisms. The second reason that made this early analysis inadequate was the incapability of reproducing, and thereby providing a valid explanation for, the non-monotonic profiles of $\varepsilon_{FF}^{el}$ visible in figure 1 (c) when the distance from the nodule is below $\approx 20\%$ of the nodule’s radius. More generally, it was not possible to clarify whether such strain perturbations were due to some mechanical effect or were
simply a reflection of sharp gradients in chemical composition, which are known to affect the value of the unstrained lattice spacing used as reference to calculate the experimental strain (Levine et al., 2015). It has to be emphasized that this last issue is particularly critical when considered in the overall context of the present discussion, as the large amplitude of the $\varepsilon^{\text{estr}}_F$ perturbations (up to $\approx 5 \times 10^{-4}$) might be associated with large variations of the residual stress field around the nodules ($5 \times 10^{-4} \times E \approx 103$ MPa, with $E = 205$ GPa being the isotropic ferrite Young’s modulus), which might possibly play a decisive role in the fracturing process of SGI.

Given the serious deficiencies of the early analysis outlined above, a new attempt to quantify the residual stress field existing around the graphite particles is described in this paper. In detail, a new model which simulates both the elastic and inelastic interactions occurring between the nodules and the matrix during manufacturing of the ferritic SGI component considered in the DAXM study is introduced and used to 1) justify the overall magnitude and gradient of the residual elastic strain measured in the matrix, 2) explain the nature of the residual elastic strain perturbations recorded in proximity to the nodule-matrix interface, 3) provide a reasonable estimate of the associated residual stress field, to be used as future basis for improving the current knowledge of the mechanical and fracture behavior of SGI.

It should be clear, from what stated previously, that a prerequisite for the success of such model is the availability of data regarding the time-dependent deformation of the ferrite matrix over a large range of temperatures. Due to its peculiar chemical composition, rich in silicon and low in carbon, which somewhat resembles that of the so-called electrical steels (Malagari, 1973)(Moses, 1990), comprehensive information is lacking in the literature. To the authors’ best knowledge, steady-state creep data can be found, but not full uniaxial stress-strain curves or measurements of the thermal expansion coefficient in conditions other than room temperature. Therefore, Section 2 of this article will be dedicated to report the results of an experimental campaign aimed at collecting these data, whereas the presentation of the model and of the related numerical findings will be given in Section 3 and Section 4 respectively.
2 Equivalent matrix material characterization

The problem of obtaining proper thermo-mechanical data for the SGI matrix can be split into two separate tasks. The first one involves re-creating an alloy with the same characteristics of the material surrounding the nodules, henceforth called equivalent matrix material. The second one concerns testing such alloy to obtain values for those properties which are not available in the literature, but are necessary to calibrate a thermo-mechanical rate-dependent constitutive model.

2.1 Manufacturing

In order to manufacture the equivalent matrix material, it is necessary to define its meaning in more precise, quantitative terms. To this end, it is convenient to review briefly the solidification process experienced by a SGI with composition equivalent to that considered in the DAXM experiments performed by (Zhang et al., 2016). This will also help in understanding the numerical model that will be presented later in Section 3.

Under the assumption of thermodynamic equilibrium, which should suffice for the present purposes, it may be assumed that solidification of SGI proceeds as dictated by the red dashed arrow reported on the phase diagram of figure 2. The first step is eutectic solidification in the strictest sense, which involves in sequence 1) independent nucleation of the nodules and of the austenite in the melt, 2) envelopment of the nodules by the austenite dendrites, with their further growth which becomes controlled by carbon diffusion from the liquid through the austenite, and 3) eventual solidification of the liquid remaining between the different dendrites or in between the secondary arms of the same dendrite (Rivera et al., 2002). The second step is solid-state-cooling in the austenitic field, which is characterized by carbon diffusion from the austenite to the graphite, associated with the progressive reduction in solubility of this element in the metallic phase. According to (Di Cocco et al., 2013), this causes the radius of the nodules to increase from 90 % of the value at room temperature, which represents the size of such particles by the end of the eutectic solidification, up to approximately 95 %. The third step starts when the upper inter-critical temperature $T_{ui}$ of 811 °C is reached and the eutectoid reaction begins: the austenite loses carbon and transforms into ferrite, causing the nodules to expand to almost their final size.
(Di Cocco et al., 2013). Finally, the fourth step involves solid-state cooling in the ferritic field from the lower inter-critical temperature $T_{li}$ of 792 °C down to room temperature, and entails only minor changes in chemistry.

What should be gleaned from the previous description is that the matrix composition changes continuously during cooling. Both the silicon and another important alloying element like manganese are rejected by the nodules, so that their average concentration in the matrix can be assumed almost constant. But the carbon concentration varies over a few orders of magnitude according to the solubility limit in austenite first, and then in ferrite. This means that one should, in principle, manufacture a number of equivalent matrix materials equal to the number of temperatures at which mechanical testing is needed, each with a different chemical composition. As this would require a huge investment of time and resources, the choice in this work was to investigate only the properties over the temperature range spanned by the ferritic field. On the one hand, this allows working with only one alloy, as the matrix composition does not vary significantly in this range. On the other hand, as will be explained in Section 3, the ferritic field corresponds to the part of the cooling process where the magnitude of the stresses forming around the nodules becomes

---

**Figure 2** – Slice of the multidimensional phase diagram corresponding to the chemical composition of the SGI used in the analysis of (Zhang et al., 2016). Data generated using Thermo-Calc (Andersson et al., 2002).
significant, making the accurate knowledge of the material’s behavior more important in this stage compared to e.g. solid state cooling in the austenitic field. Consequently, the equivalent matrix material was defined, from a chemical perspective, as the alloy having the same average composition of the SGI used in (Zhang et al., 2016) except for a carbon content in the range of the solubility limit in the ferritic field.

Manufacturing of the equivalent matrix material was carried out by melting iron blocks with purity level of 99.9 % in an induction furnace and adjusting the silicon and carbon content by addition of ferrosilicon 75 wt% and graphite powder. The melt was poured at a temperature of \( \approx 1600 \, ^\circ\text{C} \) into sand molds to produce castings of the geometry shown in figure 3 (a). Optical microscope examinations revealed that the final microstructure was, as expected, entirely ferritic. The chemical composition was checked further via optical emission spectrometry and it is reported in table 1. It can be observed that the concentration of Si and Mn was 1.99 wt% and 0.10 wt%, respectively. These values are very common for the SGI grades used in the wind energy sector, due to the requirements of ferritic structure and low-temperature ductility (Stefanescu, 2017). However, with respect to the particular SGI considered in (Zhang et al., 2016), whose composition is listed for comparison in the same table 1, the concentration of Si and Mn is underestimated by 13% and 55%, respectively. In relation to this, it is worth remarking that both elements give rise to micro-segregation during solidification of SGI. Particularly, their final concentration tends to be higher – for Si – and lower – for Mn – in the region around the graphite nodules (Selig and Lacaze, 2000)(Vazehrad et al., 2015), which is clearly the most important when it comes to analyzing the nodule-matrix interaction. As a consequence, a Mn level in the equivalent matrix material lower than the average value in SGI should not be seen as detrimental in the context of the present work. Concerning Si, its concentration in the Si-rich regions of SGI is normally only \( \approx 10\%-15\% \) larger than the average value (Selig and Lacaze, 2000). This means that the Si content close to the graphite nodules considered in (Zhang et al., 2016) might reasonably be \( \approx 0.5 \, \text{wt}\% \) larger than the Si content in the equivalent matrix material manufactured in the present work. This difference is not expected to have a large impact on the mechanical properties, especially at temperatures where creep becomes important (Davies, 1963). Nevertheless, its potential influence on the
model predictions in terms of the residual stress and strain field around the nodules will be assessed via the uncertainty analysis carried out in section 4.1.2.

![Figure 3](image)

**Figure 3** – Geometry of the casting (a), of the high-temperature tensile test samples (b) and of dilatometric samples (c) used to characterize the equivalent matrix material. Units are millimeters.

<table>
<thead>
<tr>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Cr</th>
<th>Ni</th>
<th>Co</th>
<th>Cu</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGI</td>
<td>3.68</td>
<td>2.30</td>
<td>0.22</td>
<td>0.015</td>
<td>0.011</td>
<td>0.027</td>
<td>0.048</td>
<td>0.024</td>
<td>0.016</td>
</tr>
<tr>
<td>Equivalent matrix material</td>
<td>0.036</td>
<td>1.99</td>
<td>0.10</td>
<td>0.007</td>
<td>0.005</td>
<td>0.029</td>
<td>0.021</td>
<td>0.005</td>
<td>0.018</td>
</tr>
</tbody>
</table>

**Table 1** – Comparison between the chemical composition of the SGI used in (Zhang et al., 2016) and that of the equivalent matrix material manufactured in the present work. Values are expressed as wt %.

### 2.2 Thermo-mechanical testing

#### 2.2.1 High-temperature tensile tests

As shortly mentioned in the introduction, experimental studies are available in the literature regarding steady-state creep of ferritic alloys with composition similar to that of the equivalent matrix material defined in this work. The most relevant for the present analysis are summarized in **table 2**, with indication of the specific silicon concentration and

<table>
<thead>
<tr>
<th>Authors and year</th>
<th>Silicon level (wt%)</th>
<th>Temperature level (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Davies, 1963)</td>
<td>1.04 ÷ 5.07</td>
<td>390 ÷ 586</td>
</tr>
<tr>
<td>(Barrett and Nix, 1965)</td>
<td>3.0</td>
<td>643</td>
</tr>
<tr>
<td>(Barrett, 1967)</td>
<td>3.0</td>
<td>820 ÷ 1025</td>
</tr>
<tr>
<td>(Stang et al., 1973)</td>
<td>3.0</td>
<td>1100 ÷ 1405</td>
</tr>
</tbody>
</table>
temperature range investigated. Steady-state creep data alone is, however, not sufficient to characterize completely the time-dependent behavior of the equivalent matrix material, but needs to be supported by e.g. uniaxial tensile tests conducted at different strain rates, as discussed in (Pina et al., 2014) for the case of pearlitic steels. For this reason, cylindrical dog-bone-shaped specimens with the geometry shown in figure 3 (b) were machined from the bottom region of the castings, marked with a red dashed rectangle in figure 3 (a), and tested in tension at temperatures between 20 and 700 °C. The tests were carried out using the Gleeble 1500 thermo-mechanical simulator, which, as described in detail elsewhere (Brown et al., 1997)(Zhang et al., 2010), allows direct heating of the specimen via AC current flowing through the water-cooled copper clamps. Each test was performed in three steps: 1) heating of the specimen at 10 °C/s up to the prescribed temperature, 2) application of 60 s holding time to reach steady-state thermal conditions, 3) straining of the specimen in displacement control mode. During this last stage, determination of the stress and strain was made on the basis of the applied force and of the radial contraction measured at the center of the specimen via a C-shaped gauge, which is part of the standard Gleeble equipment. The tensile test results for different combinations of temperature and nominal strain rate are reported in figure 4 (a) and (b). It has to be remarked that the nominal strain rate, which was kept fixed during each test, is defined on the basis of the clamps’ displacement. In contrast, the plotted strain and strain rate refer to the deformation experienced by the central cross-section of the specimen, which is the location where the thermocouple controlling the temperature was located. This explains the non-flat appearance of the curves shown in figure 4 (a) and their vertical shift compared to the nominal strain value they are associated with. Focusing the attention on figure 4 (b), it can be noted that the equivalent matrix material shows some strain rate sensitivity already at 350 °C, which, not surprisingly, becomes more pronounced at 700 °C. This is in agreement with the common rule of thumb that creep mechanisms for metals start at approximately 35 % of the melting temperature in Kelvin (Ashby et al., 2010), which corresponds to ≈ 340 °C in the present case. Moreover, this fact provides also an explanation for why the simulations mentioned in
the second-last paragraph of the introduction, based on rate-independent models for the matrix, were unsuccessful.

An important point to be discussed is the sensitivity of the results to the grain size. The reason is that the ferrite grains observed around the graphite nodules in the DAXM experiments of (Zhang et al., 2016) had an average size of ≈ 30 microns, whereas those of the equivalent matrix material tested in this work are about ten times larger. In this respect, it should be noted that in the curves at 700 °C it is possible to identify plateau regions

Figure 4 – Equivalent matrix material tested in uniaxial tension at different temperatures and nominal strain rates. (a) Strain rate vs strain curves. (b) Stress vs strain curves. (c) Log-log plot of the strain rate at $\varepsilon = 5\%$ for the curves at 700 °C as a function of the corresponding stress. In all graphs, the engineering definition of stress and strain applies.
where the stress and the strain rate are approximately constant. These conditions correspond to those defining steady-state creep, which can be described by the generalized law (Mukherjee, 2002)

\[
\dot{\varepsilon}_{ss} = A \frac{D G b}{k T} \left( \frac{b}{d} \right)^p \left( \frac{\sigma}{G} \right)^n
\]

where \(\dot{\varepsilon}_{ss}\) is the creep rate, \(D\) is the approximate diffusivity, \(G\) is the shear modulus, \(b\) is the Burger vector, \(k\) is the Boltzmann constant, \(T\) is the test temperature, \(d\) is the grain size, \(p\) is the grain size exponent, \(\sigma\) is the flow stress and \(n\) is the strain rate sensitivity. The stress and strain rates corresponding to the plateau regions can then be identified with \(\sigma\) and \(\dot{\varepsilon}_{ss}\) in the equation above. By plotting these quantities on a log-log plot and performing a linear fit (figure 4 (c)), a value of 5.5 for the exponent \(n\) is obtained. According to the discussion reported in (Walser and Sherby, 1982) and (Mukherjee, 2002), the combination of this value of \(n\), the coarse material microstructure and the strain rates measured in the tests, suggests that the material deformation is controlled by dislocation climb. This is in agreement with the findings of (Davies, 1963), who came to the same conclusion by analyzing the steady-state creep rate of Fe-Si alloys with Si between 1 and 5 wt% at temperatures between 475 and 600 °C. Remarkably, for this particular type of creep the exponent \(p\) in equation (1) is zero, meaning that the grain size does not affect, to a first approximation, the deformation mechanism (Walser and Sherby, 1982)(Schneibel and Heilmaier, 2014). Consequently, the curves recorded at 700 °C should look similar to those that would be obtained for a material with the same chemical composition, but smaller grains. This should hold true for the curves at 350 and 600 degrees as well, as they lie above the critical homologous temperature of 0.35 required for dislocation climb (Ashby et al., 2010). Concerning the room temperature case instead, (Suits and Chalmers, 1961) performed uniaxial tensile tests on ferrite with 3 wt% silicon and grain sizes between 20 and 170 microns. They observed that the stress-strain curves differed substantially in the initial yield stress and in the maximum elongation, but not in the hardening behavior up to \(\approx 8\%\) strain. As the deformation that is expected to occur during manufacturing of SGI is likely to be within this limit, it seems reasonable to assume that the curves associated with different grain sizes differ only by a shift along the stress axis, whose magnitude depends
on the difference in yield stress. This can be quantified by means of the Hall-Petch relation as

\[ \Delta \sigma_y = k_p \left( \frac{1}{\sqrt{d_1}} - \frac{1}{\sqrt{d_2}} \right) \]

where \( d_1 \) and \( d_2 \) denote the grain sizes and \( k_p \) is the Petch constant. A value of 0.70 MPa·m\(^{1/2}\) was found for \( k_p \) in (Suits and Chalmers, 1961), which was used in the present investigations to adjust the room temperature stress-strain curve to the desired grain size. It is worth remarking that for standard mild steel with negligible silicon content the value of \( k_p \) is about 0.74 MPa·m\(^{1/2}\) (Smith and Hashemi, 2006).

### 2.2.2 Dilatometric tests

Besides obtaining a more precise quantification of its time-dependent behavior at high temperature, another important reason for manufacturing the equivalent matrix material was to measure its thermal contraction during cooling, which plays a crucial role in the formation of the type of micro-scale stresses discussed in the introduction. Indeed, values of the coefficient of thermal expansion (CTE) for ferrite up to 1000 °C are available in the literature (Bonora and Ruggiero, 2005), but the effect of silicon levels comparable to those considered in the present study do not appear to have been documented yet. To investigate this point, cylindrical specimens as shown in figure 3 (c) were machined from the bottom region of the cast wedge blocks depicted in figure 3 (a), and subjected to dilatometric analysis. A push-rod dilatometer, model 402C, from Netzsch was used for the purpose. Heating and cooling rates were set to 8 K/min and the maximum temperature to 1273 K (1000°C). An isothermal time of 15 minutes was added at maximum temperature, before cooling. Before testing the samples the temperature program was performed on an aluminum oxide standard, with the same measures as the samples, in order to obtain a standard curve. Subsequent measurements were then corrected by the standard curve. Both the standard and the samples were subjected to the same treatment and tested in helium atmosphere. The load of the push rod on the samples (and standard) was 25 cN. The logged data on temperature and length variation were exported and used to calculate the contraction experienced by the equivalent matrix material during cooling from a generic
temperature T down to 20 °C. The results are shown in figure 5, where they are compared with the measurements conducted on another alloy which was 50 % higher in silicon. It can be seen that a small effect of this element on the material thermal contraction can be detected, even though it is so limited that it can be neglected for the present purposes.

Figure 5 - Engineering thermal strain experienced by the equivalent matrix material upon cooling from a temperature T to 20 °C. The small error bars indicate the standard deviation recorded by repeating the measurement 3 times.

3 Numerical model

A two-scale hierarchical top-down model is used to study the thermo-mechanical interaction between the nodules and the matrix during manufacturing. First, solidification and solid-state cooling of the entire SGI component is simulated at the macro-scale with a continuum-type model. Subsequently, the temperature vs time curve at the location from which the DAXM sample was extracted is passed on to the micro-scale level, where the single microstructural constituents of SGI are modelled as independent entities. The following three subsections provide separate descriptions of the models adopted at both scales and of the constitutive relations used for the nodules and for the matrix.
3.1 Macro-scale level

The sample used in the DAXM study of (Zhang et al., 2016) was extracted from a large wind turbine main shaft cast in a metal mold. The geometry of the casting and the location from which the sample was taken are sketched in figure 6 (a).

To simulate the manufacturing process of the main shaft at the macroscopic level the software MAGMA5 (MAGMA GmbH, 2017) is used. This numerical code, widely adopted in the foundry industry, solves the energy and linear momentum equations in a coupled way to determine the temperature and displacement fields during solidification and solid-state cooling. Effects like visco-elasto-plastic material behavior, varying heat transfer coefficient at the casting-mold interface and latent heat release associated with phase transformations can all be accounted for. A thorough discussion of MAGMA5, its features and the specific setup used to simulate the casting of the main shaft of figure 6 (a) is outside the scope of the present paper, but can be found in (Sonne et al., 2017). Here, only the results strictly relevant to the current analysis are reported. These consist in the numerically-predicted cooling curve relative to the position from which the DAXM sample was extracted, which is shown in figure 6 (b).

Figure 6 – Macro-scale modelling. (a) Geometry of the casting with indication of the location from which the DAXM sample was extracted. (b) Numerically predicted cooling curve for the location marked in (a).
3.2 Micro-scale level

To simulate the nodule-matrix interaction during manufacturing, the micro-mechanical model depicted in figure 7 (a) is used. The model is composed of a single spherical nodule surrounded by a matrix shell, whose thickness is adjusted to provide the 11.5% graphite volume fraction of the SGI under examination. It should be noted that this geometry is consistent with the fact that the nodule considered in the DAXM study (nodule “A” in (Zhang et al., 2016)) had a high spheroidicity level and no close neighboring particles.

The highly-inhomogeneous internal structure of the nodule is discretized explicitly following the physically-based approach initially proposed by (Andriollo et al., 2016a) and subsequently improved by (Andriollo et al., 2016b), which draws on the transmission electron microscopy investigations of (Miao et al., 1990) (Miao et al., 1994) (Monchoux et al., 2001) (Theuwissen et al., 2012) (Theuwissen et al., 2014) (Theuwissen et al., 2016). Accordingly, the nodule is subdivided into \( n_s = 80 \) conical sectors radiating from the center of the particle as shown in figure 7 (b). Each sector is subdivided further into a bulk region, composed of graphite platelets oriented perpendicularly to the radial direction, and a superficial layer with thickness 10% of the nodule radius, characterized by smaller and highly misoriented graphite crystals. Further details and motivations for all these assumptions can be found in (Andriollo et al., 2016b), except for the choice of the number of conical sectors. This last parameter is estimated here from the findings of (Monchoux et al., 2001), who noted that in nodules with diameter \( \approx 30 \mu m \) the sectors are between 2 and 4

**Figure 7** – Schematic of the micro-scale model. (a) Model geometry with indication of the different microstructural constituents. (b) Close-up view of the subdivision of the nodule into conical sectors. (c) Mesh generated in ABAQUS.
μm wide at their base. Approximate upper and lower bounds can then be constructed by
taking the ratio between the nodule surface area and the basal area of the sectors (assumed
circular) as
\[
\frac{4\pi 15^2}{\pi 4^2} \approx 56 \leq n_s \leq \frac{4\pi 15^2}{\pi 2^2} = 225
\]
which confirm that 80 is a reasonable assumption.

As done in (Bonora and Ruggiero, 2005), a frictionless contact interface with zero normal
tensile strength is assumed to exist between the nodule and the matrix. This is justified by
the experimental evidence of the negligible strength of the interface reported in (Berdin et
al., 2001). It is worth remarking though, that separate simulations performed assuming a
perfect bonding between the nodule and the matrix did not show significant variations in
the results. The reason is that mainly normal compressive stresses are transmitted across the
interface for the loading scenario analyzed in the present work.

In contrast to the macro-scale level, where all 4 solidification steps described in Section 2.1
are modelled, only the eutectoid transformation and the solid-state cooling in the ferritic
field are simulated at the micro-scale. This is because above the upper inter-critical
temperature $T_{ui}$ the high diffusion rate and the low flow stress of the austenite, in the order
of a few MPa only (Kaibyshev and Kazakulov, 2000), are likely to prevent the buildup of
significant thermal stresses driven by the CTE mismatch between the nodule and the
matrix. Preliminary simulations performed considering the matrix mechanical properties at
temperatures above $T_{ui}$ equal to those at $T_{ui}$, thereby overestimating the matrix strength,
confirmed that this assumption is reasonable and affects the final residual stress & strain
field at room temperature to a minor extent only. Consequently, $T_{ui}$ is assumed to be the
stress-free temperature in the present case. Below $T_{ui}$, the temperature of both the nodule
and the matrix shell is prescribed according to the cooling curve of figure 6 (b), and it is
assumed to be uniform at any time over the entire model volume.

Following (Lacaze and Gerval, 1998), the eutectoid reaction is modelled as a ferrite-halo
that nucleates at the graphite-austenite interface and then grows in the radial direction. For
simplicity, it is considered that the ferrite fraction in the matrix varies linearly from zero at
$T_{ui}$ to one at $T_{ii}$. The local volumetric expansion associated with the austenite-ferrite phase
transformation is taken equal to 1.2 % (Cockett and Davis, 1963). Furthermore, the nodule radius is assumed to increase linearly by 5 % over the progress of the eutectoid reaction due to carbon diffusion, as discussed in Section 2.1.

The micro-scale model is implemented in the finite element software ABAQUS. Due to symmetry, only 1/8 of the model is discretized, as shown in figure 7 (c). The depicted mesh is constituted of 86970 second-order tetrahedral elements, which are preferred over hexahedral ones to minimize distortion within the conical sectors. The mesh guarantees a numerical error of less than 1 % on the predicted residual elastic strain field at room temperature. Symmetry boundary conditions are applied to the 3 faces orthogonal to the coordinate axes, whereas a uniform radial displacement constraint is imposed on the curved external surface of the matrix shell. The small-strain kinematic framework is adopted and the eutectoid reaction is simulated via the user-defined subroutine UEXPAND. Detailed information about the specific constitutive relations used for the nodule and for the matrix is given in the next section.

3.3 Constitutive models

3.3.1 Matrix

The constitutive behavior of the matrix is assumed to be described by the isotropic visco-plastic model proposed by (Peric, 1993), which is capable of taking the strain-rate sensitivity pointed out in connection with figure 4 into account. The basic equations of the model are as follows:

- Additive strain decomposition:
  \[ \varepsilon^{tot} = \varepsilon^{el} + \varepsilon^{vp} + \varepsilon^{th} \]  
  where \( \varepsilon^{tot}, \varepsilon^{el}, \varepsilon^{vp}, \varepsilon^{th} \) denote the total, elastic, visco-plastic and thermal strain.

- Linear elastic law:
  \[ \sigma = C^{el} : \varepsilon^{el} \]  
  where \( \sigma \) is the Cauchy stress and \( C^{el} \) is the 4th order isotropic elastic stiffness tensor.

- Von Mises-type yield function:
  \[ \Phi = \sigma_e - \sigma_{th}(\varepsilon_{eq}^{vp}), \quad \sigma_e = \left( \frac{3}{2} \mathbf{s} : \mathbf{s} \right)^{1/2}, \quad \mathbf{s} = \sigma - \frac{1}{3} \text{tr}(\sigma) \mathbf{l} \]  
  \[ (6) \]
where \( \sigma_{th} \) is the so-called stress threshold, \( \varepsilon_{eq}^{vp} \) is the equivalent visco-plastic strain which obeys the evolution law \( \dot{\varepsilon}_{eq}^{vp} = \dot{\lambda} \), \( \mathbf{I} \) is the 2nd order identity tensor and \( \text{tr}(\cdot) \) denotes the trace operator.

- Associative flow rule:

\[
\dot{\varepsilon}_{eq}^{vp} = \frac{\partial \Phi}{\partial \sigma} \dot{\lambda}, \quad \dot{\lambda} = \begin{cases} 
\frac{1}{\xi} \left[ \left( \frac{\sigma_{e}}{\sigma_{th}} \right)^{1/m} - 1 \right] & \text{if } \Phi(\sigma, \sigma_{th}) > 0 \\
0 & \text{if } \Phi(\sigma, \sigma_{th}) \leq 0
\end{cases}
\]  

(7)

where \( m \) and \( \xi \) are the strain-rate sensitivity and the viscosity-related parameter respectively.

To complete the model, the following exponential strain hardening law is selected:

\[
\sigma_{th}(\varepsilon_{eq}^{vp}) = R_0 + (R_{\infty} - R_0) \times (1 - \exp(-\varepsilon_{eq}^{vp}/\varepsilon^*))
\]

(8)

where \( R_0, R_{\infty} \) and \( \varepsilon^* \) are material parameters.

The major reason for choosing Peric’s model is its behavior in the limit \( \sigma_{th} \to 0 \) and \( \xi \to 0 \). Indeed, in the first case the model reduces to the well-known Norton-Hoff model, which is used to describe power-law creep at high temperature. For 1D steady-state conditions, this has the same mathematical structure of equation (1). In the second case instead, the model reduces to the standard rate-independent J2-flow theory of plasticity, which is normally adopted to describe the behavior of metals at room temperature. In such a condition, \( \sigma_{th} \) defines the yield stress evolution, with \( R_0 \) and \( R_{\infty} \) representing the initial yield stress \( \sigma_{y0} \) and the ultimate tensile strength \( \sigma_{UTS} \) respectively. As a consequence, Peric’s model is well suited for the present analysis, where applicability over a wide temperature range is required.

In addition to the standard isotropic elastic moduli and CTE, Peric’s model contains 5 additional parameters: 3 related to hardening (\( R_0, R_{\infty} \) and \( \varepsilon^* \)) and 2 related to visco-plastic flow (\( m \) and \( \xi \)), which bring the total number to 8. In this work, Young’s modulus is assumed to follow the relation (Schneibsel and Heilmaier, 2014)

\[
E(\Delta T) = E_{RT} \left( 1 + \beta_{RT} \frac{\Delta T}{T_m} \right)
\]

(9)
where $\beta_{RT} = -0.81$, $\Delta T$ is the difference between the actual temperature and 20 °C, and $E_{RT}$ and $T_m$ are the Young’s modulus at 20 °C and the matrix melting temperature, which are taken equal to 205 GPa and 1773 K respectively. Furthermore, Poisson’s ratio is assumed constant and equal to 0.29 (Schneibel and Heilmaier, 2014), whereas the CTE is provided directly by the curve in figure 5 (a). The remaining model parameters and their temperature dependence are found by means of the identification procedure described in Appendix A, based on the data reported in both figure 4 and in the works referenced in table 2. The identified parameters are shown in figure 8. It is worth noting that at 20 °C the values of $R_0$ and $R_\infty$ are quite close to the values of $\sigma_{y0}$ and $\sigma_{UTS}$ measured by (Baer et al., 1996) on an equivalent matrix material manufactured on the basis of a SGI grade similar to the one considered in the present study. Comparison can also be done between $R_0$ and the values of $\sigma_{y0}$ used by (Bonora and Ruggiero, 2005) in their rate-independent model for ferrite. It is seen that at low temperatures $R_0$ is above $\sigma_{y0}$, while above $\approx 350$ °C the situation reverses, indicating that the present model would allow for visco-plastic flow at lower stress levels.

Before leaving this section, it should be said that Peric’s model was implemented as a UMAT subroutine in ABAQUS. For the purpose, the implicit discretization scheme and
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**Figure 8** – Visco-plastic parameters of Peric’s model at different temperatures, calibrated via the procedure reported in Appendix A. (a) Strain-rate sensitivity and viscosity-related parameter. (b) Hardening parameters $R_0$ and $R_\infty$, compared to the values of the initial yield stress $\sigma_{y0}$ and the ultimate tensile strength $\sigma_{UTS}$ used in (Baer et al., 1996) and in (Bonora and Ruggiero, 2005).
integration algorithm proposed in (de Souza Neto et al., 2008) were employed. Moreover, the model was assumed to apply to both the ferrite and the austenite within the eutectoid interval, i.e. these two phases were assumed to have the same mechanical behavior in this temperature range.

3.3.2 Nodule – Elastic case

The elastic properties of the nodule are assigned following the physically-based approach of (Andriollo et al., 2016b) mentioned in Section 3.2, which guarantees that the room-temperature elastic behavior of SGI at the macroscale is recovered. Accordingly, the bulk region of the sectors, formed by graphite platelets stacked on each other, is assumed to have the elastic symmetry characteristic of rhombohedral graphite. The associated elastic moduli are reported in table 3, where the 3-direction denotes the axis perpendicular to the graphene planes. Such direction is assumed to be oriented, within each conical sector, along the axis connecting the center of the nodule to the centroid of the related spherical triangle, which is formally defined as the element of the nodule surface identified by a given sector. As rhombohedral graphite is transversely isotropic with respect to the basal plane, i.e. the graphene layers, the other two principal material directions can be set arbitrarily without affecting the analysis. The superficial layer of the sectors is assumed to be isotropic instead, with Young’s modulus and Poisson’s ratio equal to 10 GPa and 0.2 respectively, for the reasons discussed in (Andriollo et al., 2016b). No temperature dependence is taken into account, as this quantity seems to affect the elastic properties of graphite to a limited extent only within the temperature range considered (Faris et al., 1952).

Concerning the thermal contraction, the values proper to graphene are employed for the platelets forming the bulk region of the sectors, whereas the values of the isotropic fine-grain graphite IGI-110 are used for the superficial layer. Both sets of data, taken from (Tsang et al., 2005), are plotted in figure 9.

Table 3 – Elastic moduli of rhombohedral graphite (Savini et al., 2011). Entries are in GPa.

<table>
<thead>
<tr>
<th>C11</th>
<th>C44</th>
<th>C12</th>
<th>C13</th>
<th>C33</th>
</tr>
</thead>
<tbody>
<tr>
<td>1107</td>
<td>4.4</td>
<td>175</td>
<td>-2.5</td>
<td>29</td>
</tr>
</tbody>
</table>
3.3.3 Nodule – Elastoplastic case

As will be explained in detail in section 4.1.2, there are indications suggesting that inelastic deformation occurs during manufacturing inside the graphite platelets forming the bulk region of the nodule. Unfortunately, to the authors’ best knowledge, dedicated models capable of describing the behavior of the platelets beyond their elastic limit do not exist in the literature. A possible alternative are some models developed in the ’70s to describe the elasto-plastic deformation of transversely isotropic types of bulky graphite employed in nuclear applications. In the present study an attempt is made to use the work of (Merkle, 1970), who proposed a rate-independent elasto-plastic model on the basis of the thorough experimental characterization of the transversely isotropic EGCR AGOT graphite reported in (Greenstreet et al., 1969). The model is based on the following ellipsoidal yield function

\[
\Phi(\sigma, \bar{\sigma}) = B \sigma_{11}^2 + B \sigma_{22}^2 + A \sigma_{33}^2 + E \sigma_{11} \sigma_{22} + D \sigma_{22} \sigma_{33} + \\
+D \sigma_{11} \sigma_{33} + (2B - E) \sigma_{12}^2 + M \sigma_{13}^2 + M \sigma_{23}^2 - \bar{\sigma}^2
\]

where \(\sigma_{ij}, i, j = 1,2,3\) are the normal and shear stresses along the principal directions of symmetry, with 3 being the direction perpendicular to the plane of isotropy, and \(A, B, D, E, M\) are material parameters whose values are listed in table 4. The quantity \(\bar{\sigma}\) is a power-law hardening function, which has the form

\[
\bar{\sigma} = h_M \left(\varepsilon_{eq}^p\right)^r
\]
where \( h_M = 315.8 \, MPa \) and \( r = 0.44 \). The evolution of the equivalent plastic strain \( \varepsilon_{eq}^p \) is dictated by the expression

\[
(\dot{\varepsilon}_{eq}^p)^2 = H(\dot{\varepsilon}_{11}^p)^2 + H(\dot{\varepsilon}_{22}^p)^2 + G(\dot{\varepsilon}_{33}^p)^2 + K\dot{\varepsilon}_{11}^p \dot{\varepsilon}_{22}^p + J\dot{\varepsilon}_{22}^p \dot{\varepsilon}_{33}^p + J\dot{\varepsilon}_{11}^p \dot{\varepsilon}_{33}^p + \\
+ \frac{1}{2B-E}(2\dot{\varepsilon}_{12}^p)^2 + \frac{1}{M}(2\dot{\varepsilon}_{23}^p)^2 + \frac{1}{M}(2\dot{\varepsilon}_{13}^p)^2
\]

(12)

where \( G, H, J, K \) have the values listed in Table 4 and \( \dot{\varepsilon}_{ij}^p, i, j = 1,2,3 \) are the plastic strain rates along the principal directions of symmetry. These are quantified by an associative flow rule equivalent to equation (7), with the difference that the plastic multiplier \( \lambda \) is now determined by the conditions

\[
\Phi \leq 0, \quad \dot{\lambda} \geq 0, \quad \Phi \dot{\lambda} = 0
\]

(13)

Additive strain decomposition and a linear elastic law of the type shown in equations (4) and (5) complete the model. The elastic moduli of Table 3 are assumed to apply. Contrary to Peric’s model, suitable implicit discretization and integration schemes had to be devised in order to implement Merkle’s model as a UMAT subroutine in ABAQUS. The details can be found in Appendix B.

One limitation of Merkle’s model is that it allows for both positive and negative volumetric inelastic deformation. While this is justifiable for nuclear grades of graphite, as they contain a certain fraction of porosity created by the manufacturing process (Merkle, 1970), it is more difficult to rationalize in the case of the bulk region of the nodule, which is fully dense. To compensate for this issue an additional rate-independent elasto-plastic model is adopted in the present study besides Merkle’s one, which can still account for the anisotropy and the different tension-compression behavior of the graphite, but produces only isochoric plastic flow. The model rests on the following yield function

\[
\Phi(\sigma, \bar{\sigma}) = H_1(\sigma_{11} - \sigma_{22})^2 + H_2(\sigma_{11} - \sigma_{33})^2 + H_2(\sigma_{22} - \sigma_{33})^2 + \\
+ (4H_1 + 2H_2)\sigma_{12}^p + H_5(\sigma_{23}^2 + \sigma_{13}^2) + H_7(\sigma_{11} + \sigma_{22}) + H_9\sigma_{33} - \bar{\sigma}^2
\]

(14)
where the same formalism used in connection with equation (10) applies. Expression (14) represents the particularization to the case of transversely isotropic symmetry of the function proposed by (Hoffman, 1967) to define a fracture criterion for brittle orthotropic materials. Following (de Souza Neto et al., 2008), who dealt with the development of an associative plasticity theory from Hoffman’s yield function, the flow rule, additive strain decomposition, linear elastic law and loading/unloading conditions are assumed to have the general format of equations (7), (4), (5) and (13) respectively. Moreover, hardening is considered controlled by the evolution of the von Mises equivalent plastic strain

\[
\varepsilon_{eq}^p = \left( \frac{2}{3} \varepsilon_{ij}^p \varepsilon_{ij}^p \right)^{1/2}
\]

(15)

where summation over the i and j indices is implied. For simplicity, a linear hardening law is postulated in the present work:

\[
\bar{\sigma}(\varepsilon_{eq}^p) = 1 + h_H \varepsilon_{eq}^p
\]

(16)

As explained in (de Souza Neto et al., 2008), any volumetric plastic flow is inhibited by the constraint

\[
2H_7 + H_9 = 0
\]

(17)

The elastic parameters of the model are assumed to be those reported in table 3. Moreover, the six parameters controlling the material plastic deformation, i.e. \(H_1\), \(H_2\), \(H_5\), \(H_7\), \(H_9\) and \(h_H\), are identified using the experimental stress-strain curves of (Greenstreet et al., 1969), obtained by deforming the transversely isotropic EGCR AGOT graphite along its principal directions of symmetry. The details of the procedure are found in Appendix C, whereas the outcome is given in table 5. The model is implemented in ABAQUS as a UMAT subroutine, taking advantage of the implicit discretization and integration schemes presented in (de Souza Neto et al., 2008).

**Table 5** – Parameters of Hoffman’s model identified using the procedure described in Appendix C.

<table>
<thead>
<tr>
<th>(H_1) [MPa]</th>
<th>(H_2) [MPa]</th>
<th>(H_5) [MPa]</th>
<th>(H_7) [MPa]</th>
<th>(H_9) [MPa]</th>
<th>(h_H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.57x10^{-2}</td>
<td>6.01x10^{-3}</td>
<td>7.30x10^{-2}</td>
<td>-6.22x10^{-3}</td>
<td>1.24x10^{-2}</td>
<td>1.94x10^{2}</td>
</tr>
</tbody>
</table>
4 Results and discussion

4.1 Predicted VS measured residual elastic strain in the matrix

This section presents the comparison between the residual elastic strain field predicted by the model and the DAXM measurements shown in figure 1. Initially, the focus is on the peculiar elastic strain pattern seen in proximity to the nodule-matrix interface. After that, the overall gradient and magnitude of the elastic strain at further distance in the matrix is discussed.

4.1.1 Strain pattern close to the nodule

To enable comparison with the experimental data, it is necessary to make a choice regarding the positioning of the XYZ coordinate system of figure 1 with respect to the conical sectors forming the nodule. Indeed, the explicit discretization of the nodule internal structure implies that conditions of spherical symmetry no longer exist in the micromechanical model of figure 7, meaning that any numerical $\varepsilon_{el}^F$ vs $z$ curve depends on how the origin and the orientation of the XYZ axes are selected. In figure 10 (a) and (b) two possible options are shown, which are denoted by “A” and “B” respectively. The fundamental difference between them relates to the location of the intersection points between the nodule surface and the six paths along which $\varepsilon_{el}^F$ is recorded. In figure 10 (a) and (b), the paths are sketched as blue dotted lines, whereas the intersection points are marked with blue crosses. It can be seen that, in configuration “A”, the origin P and the orientation of the XYZ coordinate system are such that the intersection points lie near the boundary between two sectors for the paths closest to P. At the same time, the intersection point lies approximately at the center of a conical sector for the path most distant from P. In configuration “B” the opposite holds true: the intersection point lies approximately at the center of a conical sector for the path closest to P, and it approaches the boundary with another conical sector when the path distance from P (quantified by the path x-coordinate) increases.
The $\varepsilon_F$ vs $z$ curves extracted from the model according to configuration “A” are shown in figure 10 (c), where they are compared with the DAXM measurements. Besides the over-prediction of both the gradient and the maximum magnitude of the residual elastic strain, which will be analyzed in detail in the next section, the shape of the numerical curves deserves special attention. Indeed, it can be observed that, in contrast to the experimental results, the numerical curves never intersect. The strain predicted along a given path is everywhere more compressive (resp. less compressive) than the strain predicted along a
path which has a higher (resp. lower) value of the x-coordinate, i.e. which is more (resp. less) distant from the origin P of the XYZ coordinate system. This behavior can be justified on physical grounds. In fact, the greater thermal contraction of the matrix during manufacturing suggests that the material close to the nodule gets stretched in the hoop direction and compressed radially. The direction along which the strain is calculated, defined by the F-axis of figure 1 (a), is almost perfectly aligned with the nodule surface normal when \( z, x = 0 \), meaning that compressive strain values are to be expected at that location. However, when \( x \) increases the strain direction deviates progressively more and more from the normal direction. Consequently, the material stretching in the hoop direction starts affecting the calculated strain along the F-axis, which becomes less compressive.

At this point, an obvious question arises as to why the same monotonic, non-intersecting pattern is not seen in the experimental curves as well. One might speculate on the existence of very sharp chemical gradients which, as mentioned in the introduction, could change the value of the unstrained lattice spacing used as reference to calculate the experimental strain. Failure to account for this effect would create artifacts like the intersection point seen in the experimental curves of figure 1 (c). Nevertheless, the gradients required to induce strain variations of up to \( 5 \times 10^{-4} \) are quite unrealistic, as explained in (Zhang et al., 2016), and in conflict with some experimental investigations which suggest that the radial concentration profiles of the main alloying elements are relatively flat close to the nodule-matrix interface for this grade of SGI (Dong et al., 1997).

A more consistent explanation for the particular pattern of the \( \varepsilon_{FF}^{el} \) vs \( z \) curves recorded in the DAXM study can be given on the basis of the residual elastic strain perturbations induced by the conical sectors forming the internal structure of the nodule. These may or may not influence the shape and the monotonicity of the \( \varepsilon_{FF}^{el} \) vs \( z \) curves depending on the positioning of the paths along which the strain is recorded with respect to the nodule sectors. In fact, figure 10 (d) shows unequivocally that when configuration “B” is chosen, the numerical curves predicted by the model intersect and exhibit a pattern which closely resembles the experimental data. The physical reason is that, as stated previously, when the path x-coordinate increases, the nodule-path intersection point gets closer to the boundary between two sectors. Here, the sudden change in orientation of the graphite platelets,

\[29\]
combined with their high in-plane stiffness, create some local stress concentration. This in turn increases the matrix radial compression at this point compared to the region adjacent to the center of the conical sector, where no stress concentration is present. As a consequence, the strain calculated for the path with \( x/R_n = 0.32 \) is, near the nodule, more compressive than that predicted for the paths closer to the origin \( P \), despite the physical argumentation of the previous paragraph would suggest the opposite.

Two examples are useful to obtain further insight into the connection between the nodule internal structure and the residual elastic strain pattern in the matrix. In the first one, the thickness of the superficial layer composing the outer part of the sectors is reduced from 10 % to 5 % of the nodule radius. Intuition would suggest that by making the isotropic layer thinner, the stress concentration induced in the matrix by the underlying anisotropic graphite platelets would become more pronounced, thereby generating larger perturbations in the strain curves. This is confirmed by the results shown in figure 11 (a), where it can be seen that the curves spread out twice as much close to the nodule compared to figure 10 (d). The second example consists of increasing the number of conical sector to infinity to obtain a condition of spherical symmetry. In practice, this can be achieved by prescribing the 3-direction of rhombohedral graphite parallel to the nodule radius pointwise throughout the entire nodule volume. The consequence is twofold: firstly, the positioning of the XYZ coordinate system becomes irrelevant and secondly, the stress concentrations induced by the sector boundaries should disappear. Accordingly, figure 11 (b) indicates that the numerical \( \varepsilon_{FF}^\text{el} vs z \) curves show a monotonic, non-intersecting behavior over the entire range of \( z \) values. It should be recognized that this is also the only pattern that may be generated using a standard, homogeneous isotropic model of the nodule. That is, the intersecting pattern of the experimental curves cannot be reproduced with a model that does not take the internal structure of the nodule into account. This is an additional element that points towards the inadequacy of modeling the nodules as homogeneous isotropic particles, besides those discussed in (Andriollo and Hattel, 2016).

Before concluding this section, it is worth saying that the arguments adduced so far give reason of another experimental fact. In the DAXM investigations, it was shown that the intersecting pattern of the \( \varepsilon_{FF}^\text{el} vs z \) curves was detected only around 2 out of the 3 nodules
considered in the study, even though all the nodules came from the same region of the sample (i.e. they had been subjected to the same solidification and cooling conditions). This is coherent with the expected dependence of the shape of the curves on the orientation of the X-ray paths with respect to the sectors forming the nodule, which could not be controlled in the DAXM experiments and therefore may have introduced some degree of randomness in the results.

4.1.2 Overall strain gradient and magnitude

The results reported in figure 10 (c) and (d) indicate that the model over-predicts both the overall gradient and the maximum magnitude of the residual elastic strain by a factor ≈ 2 for z > 20 % of the nodule radius, no matter the orientation of the XYZ coordinate system with respect to the nodule internal structure. The following paragraphs discuss whether or not this can be explained on the basis of the uncertainty existing on the values of the model parameters.

The geometrical parameters of the micro-mechanical model of figure 7 are considered first. Variations in the thickness of the matrix shell associated with up to ± 30 % variation in the

\[ \varepsilon_F(x, y, z) \]

\[ \varepsilon_F(x, y, z) \] vs \[ z/R_n \] curves are extracted from the model according to configuration “B” of figure 10 (b).
local graphite concentration are not expected to bring significant changes to the results, for the reasons stated in (Andriollo et al., 2016b). The main source of uncertainty can rather be the number of conical sectors forming the nodule. However, by comparing figure 10 (c) with figure 11 (b) the conclusion is this quantity does not affect the overall strain gradient significantly. Similarly, figure 10 (d) and figure 11 (a) suggest that changes up to ± 50 % in the superficial layer thickness are not sufficient to explain the discrepancy with the experimental data for z values greater than ≈ 20 % of the nodule radius.

Concerning the thermo-elastic properties of the constituents, the parameters of the matrix are known to a high level of accuracy. At the same time, the elastic description of the nodule is known to be realistic to the extent that it allows recovering the room-temperature elastic behavior of SGI at the macroscale. The CTE of rhombohedral graphite has been investigated heavily in the literature and the values adopted can be considered as trustworthy. On the contrary, in the present work the CTE of the superficial layer of the nodule is assumed equal to that of IGI-110 isotropic graphite a priori. This could be a source of error, as it is known that isotropic grades of graphite show a large variability in the CTE, between 0.6 and 4.3x10^-6 °C^-1 at room-temperature (Bonora and Ruggiero, 2005). The main reason seems to lie in the formation of Mrozowski cracks (Hacker et al., 2000), which are nanometric lenticular pores lying parallel to the graphene planes created during manufacture by anisotropic contraction of graphitic crystallites. These prevent achieving the theoretical CTE that would be equal to the mean CTE along the three principal directions of graphene. If this theoretical CTE was used in the model instead of that proper to IGI-110, which is twice as large as seen in figure 9, the thermal expansion mismatch with the matrix should decrease, and the elastic strain gradient should be lowered accordingly. However, figure 12 (a) shows that this effect is, all in all, very limited.
Figure 12 – Model predictions vs DAXM measurements, under the assumption that significant uncertainty exists on selected model parameters. (a) Isotropic CTE of the superficial layer of the conical sectors increased up to the theoretical value. (b) Hardening parameters $R_0$ and $R_\infty$ of Peric’s model reduced by 20% at all temperatures. (c) Cooling rate decreased by a factor of 10 at all temperatures. (d) Eutectoid reaction neglected in the numerical simulations. (e) Effect of (a) to (d) combined. In all plots, full markers are used for the experimental curves, empty markers for the numerical ones. Moreover, all the numerical $\epsilon_{ff}'$ vs $z$ curves are extracted from the model according to configuration “B” of figure 10 (b).
Given the several assumptions made in the manufacture & testing of the equivalent matrix material, which in turn affect the calibration of Peric’s model, the visco-plastic parameters of the matrix are likely to be affected by a non-negligible error as well. Particularly, it might be that the stress threshold is over-estimated, preventing in this way the achievement of the correct degree of stress relaxation during cooling. Nevertheless, figure 12 (b) indicates that if the values of $R_0$ and $R_\infty$ are reduced by 20% at all temperatures, only changes of a few percentages in the elastic strain are produced. As visible in figure 12 (c), an even minor effect is recorded by reducing the cooling rate by a factor of 10, hence allowing much more time for visco-plastic flow in order to compensate for the uncertainty on both $\xi$, $m$ and the cooling curve of figure 6 (b).

One last aspect which may possibly introduce significant uncertainty in the model is the eutectoid reaction. This is partly due to the simplifying assumptions made in order to simulate its occurrence and partly due to the low accuracy affecting many of the related parameters. To analyze the impact of the eutectoid transformation on the results, it is worth remarking that this reaction creates additional volumetric mismatch between the nodule and the matrix, besides that associated with the standard thermal contraction. Figure 12 (d) shows what happens when the eutectoid reaction is neglected, i.e. the stress free temperature is assumed to be $T_{li}$ instead of $T_{ui}$. Two observations can be made: first, the magnitude of the elastic strain is not reduced significantly, and second, the curvature of the strain profiles seem to turn upward for $z$ values between 20 and 40% of the nodule radius. This last effect is in contrast to the experimental results and therefore suggests that the eutectoid reaction cannot be ignored, even though it does not affect the overall elastic strain magnitude to a great extent.

Finally, figure 12 (e) demonstrates that even by combining the effects of all the most favorable uncertainties analyzed so far, some of which almost unrealistic, it is still not possible to explain the discrepancy with the experimental data in terms of overall residual elastic strain gradient and magnitude. This leads to the conclusion that some fundamental mechanisms and/or physical factors are probably neglected in the model. One of these might be the anisotropy of the matrix grains, which unfortunately cannot be taken into account due to the lack of sufficient crystallographic information regarding the region.
around the nodule. However, the anisotropy of ferrite crystals is not pronounced, therefore the error associated with considering the matrix as isotropic might not be enough to justify the elastic strain over-prediction. Another factor which seems more suited to explain the discrepancy with the experimental data is the inelastic deformation of the nodule, whose occurrence is supported by three facts. First, several studies have detected inelastic deformation and damage of the graphite particles during room-temperature deformation of SGI specimens (He et al., 1997)(Iacoviello et al., 2008)(Di Cocco et al., 2010)(Di Cocco et al., 2014), in some cases even before macroscopic yielding of the matrix. Second, as explained in detail in (Andriollo et al., 2016a) and in (Andriollo et al., 2016b), the nodule carries a hydrostatic load like a rigid shell with high hoop stiffness, due to the circumferential orientation of the graphite platelets forming the bulk region of the conical sectors. This means that the greater contraction of the matrix around the nodule during manufacturing generates large compressive hoop stresses in the latter which lie in the stiff basal planes of the platelets. The formation of twins, bending planes and micro-cracks according to the mechanisms observed by (Freise and Kelly, 1961) in single crystals of graphite is then energetically favorable, as these defects diminish the in-plane length of the platelets thereby decreasing the hoop stresses. Third, the existence of such twins and bending planes within the graphite platelets of different types of cast iron seems to be an experimentally accepted fact (Moumeni et al., 2012)(Moumeni et al., 2014)(Stefanescu et al., 2016). Even though there is no evidence yet that this is linked to the loading scenario just discussed, there is little doubt that it constitutes a valid proof of the occurrence of inelastic deformation within the nodule.

As already stated, no dedicated models have been found in the literature to simulate the inelastic deformation of the graphite platelets. Therefore, two alternatives are considered in the present work. Initially, it is assumed that the platelets deform according to the time-independent elasto-plastic model of Merkle presented in section 3.3.3, which was developed for transversely isotropic grades of polycrystalline graphite used in nuclear applications. The results obtained using Merkle’s model, reported in figure 13 (b), show that the overall gradient and the maximum magnitude of the $\epsilon_{FF}^{el}$ vs $z$ curves are reduced by as much as a factor of $\approx 10$ compared to the situation where only the elastic deformation of
the platelets is considered (figure 10 (c) and (d)). This translates into a factor 5 underestimation of the elastic strain compared to the experimental findings, which are reproduced in figure 13 (a) for the sake of clarity. This effect is likely a consequence of the irreversible volumetric plastic contraction allowed by Merkle’s model, which, as pointed out in section 3.3.3, is difficult to justify from a physical standpoint for a fully dense particle like the nodule. Figure 13 (c) shows what happens when Merkle’s model is replaced by Hoffman’s model, which is still an associative elasto-plastic model, based on an ellipsoidal yield function and calibrated on the basis of the same type of nuclear graphite, but it allows only isochoric plastic flow. It may be seen that the maximum elastic strain magnitude at \( z = 0.2R_n \), with \( R_n \) being the nodule radius, and overall gradient in the interval \( 0.2R_n \leq z \leq 0.7R_n \) turn out to be overestimated, but only by 20% and 60% respectively. It is worth emphasizing that this relatively good agreement is achieved by using material parameters proper to the transversely isotropic EGCR AGOT graphite. Despite the chemical similarity, it is clear that some non-negligible differences compared to the graphite platelets forming the nodule are present, for instance in terms of grain size. One can then hypothesize that if more appropriate material parameters were available, the error on the residual elastic strain magnitude and gradient might be reduced even further.

However, it should also be observed that the elastic strain curves of both figure 13 (b) and (c), despite being extracted from the model according to configuration “B”, do not exhibit the characteristic intersecting pattern close to the nodule which has been thoroughly analyzed in the previous section. This suggests that associative elasto-plastic models based on ellipsoidal yield functions, like Merkle’s or Hoffman’s, are actually capable of capturing the behavior of the bulk region of the nodule as a whole, at least to some extent. Nonetheless, they are not effective in describing the local mechanical interactions arising between the single graphite platelets, which strongly affect the residual stress & strain field in the vicinity of the nodule.
Figure 13 – Effect of different ways of accounting for the inelastic deformation in the graphite platelets on the predicted residual elastic strain in the matrix. (a) DAXM measurements. (b) Model prediction assuming that the platelets deform elasto-plastically according to Merkle’s model. (c) Model prediction assuming that the platelets deform elasto-plastically according to Hoffman’s model. (d) Model prediction assuming that the elastic moduli of the platelets are reduced to 15 % of the theoretical values of Table 3. (e) The same as in (d), but considering a superficial layer thickness of 5 % of the nodule radius instead of 10 %. Note that in (b) – (e) the $\varepsilon_{FF}^e$ vs $z$ curves are extracted from the model according to configuration “B” of Figure 10 (b).
A second, simpler option to simulate the effect of the formation of twins and bending planes within the graphite platelets is to reduce their in-plane stiffness. Indeed, so far their elastic moduli have been assumed to correspond to those of pristine rhombohedral graphite (see table 3), which are valid under the assumption that the material is formed by a perfect stacking of flat graphene layers. On the other hand, recent research has shown that the mechanical properties of graphene are strongly affected by the presence of out-of-plane wrinkles (Baimova et al., 2015)(Qin et al., 2016)(Baimova et al., 2016). Particularly, (Qin et al., 2016) demonstrated that wrinkled graphene sheets with an aspect ratio of 0.15 are characterized by elastic in-plane moduli which are 3-4 times smaller than those exhibited by perfectly flat graphene layers, i.e. with an aspect ratio of zero. In this respect, figure 13 (d) indicates that a very good agreement with the DAXM measurements is obtained when the in-plane moduli of the graphite platelets are decreased to 15 % of the values given in table 3. The error is of ≈ 15 % on the elastic strain magnitude at $z = 0.2R_n$ and of less than 10 % on the overall gradient in the interval $0.2R_n \leq z \leq 0.7R_n$. As visible in figure 13 (e), the agreement with the experimental results can be improved even further, especially in the vicinity of the nodule, by assuming that the thickness of the superficial layer of the particle is 5 % instead of 10 % of the nodule radius. The 5 % value should not look unrealistic, as it lies within the uncertainty range that affects the determination of this parameter (Monchoux et al., 2001). Additional theoretical & experimental investigations would be required instead to clarify whether or not the twins, bending planes and micro-cracks that have been detected experimentally within the graphite platelets can be responsible for a decrease in the platelet stiffness in the order of ≈ 85 %. Such investigations are, however, beyond the scope of the present analysis, due to the supplementary level of theoretical and experimental complexity involved.

4.2 Predicted residual stress in the matrix

As mentioned in the last paragraph of the previous section, additional analyses would be necessary to support the second, simple approach used to account for the effect of the inelastic deformation occurring in the graphite platelets during manufacturing. However, even though the underlying physical mechanisms are not simulated in detail, as a matter of
fact a reduction of the platelet stiffness by a factor 6-7 allows achieving a very good match between model predictions and DAXM measurements in terms of residual elastic strain in the matrix. This result is of crucial importance, as it enables the analysis of the residual stress field existing around the nodule considered in the work of (Zhang et al., 2016), which constitutes the ultimate goal of the present study. Indeed, the linearity of Hooke’s law, equation (5), indicates that if the numerical elastic strain field is accurate, the associated stress field can be trusted to a similar level of confidence.

The model predictions in terms of residual stress field in the matrix are shown in figure 14, where the variations of the von Mises, hydrostatic, radial and maximum principal stress are plotted along two different radial paths. These radial paths, which are meant to highlight the effect of the nodule internal structure, are selected as follows. The first one, denoted by “center”, intersects the nodule surface at point P of figure 10 (a), i.e. at the center of a conical sector. The second one, denoted by “boundary”, intersects the nodule surface at point P of figure 10 (b), i.e. at the boundary between two neighboring sectors. Besides giving the results of the model with 80 conical sectors, figure 14 reports also the stress profiles obtained using a nodule with 48 partitions, whose geometry is described in (Andriollo et al., 2016b), as well as the results corresponding to the limit case of an infinite number of sectors.

It is apparent from figure 14 (a) and (b) that the sector boundary creates some local stress concentration in the neighboring matrix. Indeed, very large deviatoric stresses (von Mises stress of ≈ 330 MPa) and moderately high hydrostatic pressure (≈ 80 MPa) are visible at r ≈ 0 for the “boundary” path. Moreover, figure 14 (c) shows that a significant compressive state in the radial direction exists at that location, which supports the arguments adduced in section 4.1.1 to justify the intersecting pattern of the elastic strain curves of figure 10 (d).

Both the magnitude of the stress concentration and the extent of its propagation into the matrix are enhanced by an increase in the size of the conical sectors. More specifically, increments of 20 % and 100 % in the maximum von Mises and compressive radial stress are recorded when the number of sectors is reduced from infinite to 48. The associated change in hydrostatic stress is even more pronounced, as the value of this quantity is only a few MPa close to the nodule for the case of an infinite number of sectors. Not surprisingly,
the stress field perturbation caused by the sector boundary gradually fades away with increasing distance from the nodule, becoming negligible when the latter exceeds \( \approx 20 \text{ - } 30 \% \) of the particle radius.

A less intuitive feature of the residual stress field is depicted in figure 14 (d) instead, where it can be seen that, in terms of maximum principal stress, the matrix region adjacent to the center of a sector is more critical than that close to the boundary between two sectors. This

---

**Figure 14** – Residual stresses in the matrix as functions of the radial distance from the nodule: (a) von Mises stress, (b) hydrostatic stress, (c) radial stress and (d) maximum principal stress. The model parameters are those used to generate the results of figure 13 (e). Note that the stresses are reported along two different radial paths in the matrix. One, denoted by “center”, intersects the nodule surface at point P of figure 10 (a), i.e. at the center of a conical sector. The other, denoted by “boundary”, intersects the nodule surface at point P of figure 10 (b), i.e. at the boundary between two neighboring sectors.
suggests that while the latter region is likely to deform plastically at some point, the former seems more prone to nucleating a crack, due to the unfavorable combination of positive hydrostatic, low deviatoric and high maximum principal stress.

To conclude this section, is it worth remarking that the maximum stress amplitude that can be applied to the SGI grade under investigation in order to achieve a target fatigue life of 2.5 million cycles under axial loading is $\approx 150$ MPa (Shirani and Härkegård, 2011). In addition, the macroscopic 0.2 % proof stress and maximum tensile strength are roughly in the order of $\approx 250$ MPa and 400 MPa. These values emphasize the impact that the residual stresses of figure 14 may have on the mechanical performance of the SGI component under examination. Consequently, it seems reasonable to conclude that any micro-mechanical fracture model for SGI cannot ignore a priori the existence of such residual stress field by considering the material as stress-free at the micro-scale.

5 Conclusions

In the present paper the thermo-mechanical interactions arising between the graphite nodules and the ferrite matrix during manufacturing of SGI were investigated following a combined experimental-numerical approach. First, a material equivalent to the SGI matrix was manufactured and characterized via dilatometry and high-temperature tensile tests. Subsequently, the collected data was used to devise a two-scale model capable of simulating the formation of residual stresses around a nodule placed at a specific location in an industrial SGI component. The results in terms of residual elastic strain in the matrix were compared to DAXM measurements and used to analyze the influence of the nodule internal structure on the shape and magnitude of the residual stress field at the micro-scale. The main findings can be summarized as follows:

1. The equivalent matrix material shows non-negligible strain-rate sensitivity already at 350°C. Therefore, rate-dependent constitutive models are necessary to simulate its mechanical response even at temperatures below the eutectoid transformation. On the other hand, the effect of the peculiar silicon content on the material CTE can be ignored.
2. The characteristic residual elastic strain pattern recorded with DAXM close to the nodule is not an experimental artifact but a real effect. It is caused by the interaction between the matrix and the conical sectors forming the nodule. The impossibility of controlling the positioning of the X-ray beam relative to the sectors introduces a certain degree of randomness in the pattern of the strain profiles recorded with DAXM.

3. When the nodule is assumed to behave elastically, the model overestimates both overall magnitude and gradient of the residual elastic strain in the matrix. The uncertainty existing on the model parameters is not sufficient to explain the discrepancy. The reason is likely the non-negligibility of the irreversible deformation occurring inside the graphite platelets. Associative elasto-plastic theories developed for nuclear grades of graphite can model this in an overall sense, provided that any volumetric inelastic contraction is inhibited, but fail to reproduce the strain pattern recorded close to the nodule. A very good match with the DAXM findings is obtained instead by assuming that the formation of twins and bending planes within the graphite platelets is, all in all, equivalent to a reduction in their elastic stiffness of a factor 6-7 compared to the values proper to graphene.

4. The correct prediction of the residual elastic strain around the nodule provides confidence in using the model to assess the associated stress field. It is concluded that the sector boundaries drive von Mises stress concentrations in the neighboring matrix, whose effect fades away when the distance from the nodule exceeds ≈ 20 - 30 % of its radius. In terms of maximum principal stress though, the matrix region adjacent to the center of a sector seems more critical than that close to the boundary between two sectors. Overall, the maximum residual stresses recorded are comparable with the macroscopic yield stress of the SGI under examination. This indicates that any micro-mechanical fracture model for SGI cannot ignore a priori the existence of the microscopic residual stress field produced during manufacturing.
Appendix A: Materials parameters identification for Peric’s model

The five material parameters that need to be identified are $R_0$, $R_\infty$, $\varepsilon^*$, $m$ and $\xi$. The strain-rate sensitivity parameter $m$ is considered first. In the creep tests reported in the works referenced in table 2 the condition $(\sigma_e/\sigma_{th})^{1/m} \gg 1$ applies. In such a case, Peric’s equations reduce to the 1D expression

$$\dot{\varepsilon}_{in} = \frac{1}{\xi \sigma_{th}^{1/m}} \sigma^{1/m}$$  \hspace{1cm} (A.1)

where $1/m$ can be identified as the creep exponent determined from a log-log plot of the stress $\sigma$ and strain rate $\dot{\varepsilon}_{in}$. The creep exponent is available for all steady-state creep tests mentioned above, and so is $m$. This represents the source of the data plotted in figure 8 (a), with the exception of the room temperature case, where a value of $m = 0.02$ is selected which is standard for steels (Tvergaard, 2001).

Uniaxial room-temperature tensile tests performed on the equivalent matrix material at a larger nominal strain rate of $10^{-3} \text{ s}^{-1}$ produced curves overlapping with that given in figure 4, which relates to a nominal strain rate of $10^{-4} \text{ s}^{-1}$. This indicates that the equivalent matrix material strain-rate sensitivity at room-temperature is negligible, at least within this range of deformation rates. Therefore, following (Santos and Rossi, 2013), the classic J2-flow theory of plasticity can be used to identify the hardening parameters $R_0$, $R_\infty$, and $\varepsilon^*$ (it is worth remarking that, as stated in section 3.3.1, Peric’s model reduces to the J2-flow theory in the limit $\xi \to 0$). The identification is made by minimizing the squares of the deviations between the stress measured and the stress predicted by the model for every available time $t_m$ and total strain $\varepsilon^{tot}(t_m)$. The numerical stress at a given time $t_m$ is calculated by integration over the experimental pairs $(t_i, \varepsilon^{tot}(t_i))$ with $i = 0, ..., m$, where the total strain is the real one, i.e. the one associated with the deformation experienced by the central cross-section of the specimen. The minimization problem is solved using the genetic algorithm available in Matlab Global Optimization Toolbox (The MathWorks, 2012).
identified values of $R_0$ and $R_\infty$ are plotted in figure 8 (b). For $\varepsilon^*$, a best-fit value of 0.10 is found, which is assumed to apply at higher temperatures as well.

Concerning the viscoplastic parameter $\xi$, it is assumed to be 1000 s at room-temperature. This value is similar to those adopted by other authors (de Souza Neto et al., 2008) and it is sufficient to ensure that, at 10 % total strain, the numerical stress predicted during a tensile test at constant $\dot{\varepsilon}^{tot} = 10^{-3} \text{s}^{-1}$ is only 1 % larger than that calculated using the J2-flow theory. Conversely, at 700 °C the value of $\xi$ is found by minimizing the model deviation from the corresponding curves of figure 4 (b) by means of the optimization procedure outlined above. In principle, the minimization should be performed considering three unknowns: $\xi$, $R_0$ and $R_\infty$. However, one unknown can be eliminated by observing that the intercept $I_{ss}$ of the regression line of figure 4 (c) gives, in light of equation (A.1), the product $\log(\xi R_\infty^{1/m})$. As the data of figure 4 (c) relate to a total strain of 5 %, at which hardening seems to be saturated, the relation

$$I_{ss} = \log(\xi R_\infty^{1/m}) \quad (A.2)$$

holds true, which provides the constraint needed to eliminate one unknown from the minimization procedure. Finally, at all other temperatures, the viscoplastic parameter $\xi$ is assumed to be described by an Arrhenius-type law:

$$\xi(T) = \xi_0 \exp \left( \frac{-Q\mu}{RT} \right) \quad (A.3)$$

where $R$ is the universal gas constant and $\xi_0 = 2.92 \times 10^8$ s and $Q\mu = 3.07 \times 10^4$ J/mol are parameters, independent of temperature, whose values are calculated by prescribing the already determined values of $\xi$ at room temperature and at 700 °C.

Values for $R_0$ and $R_\infty$ at 350 °C and 600 °C are determined by minimizing the model deviation from the corresponding curves of figure 4 (b) according to the procedure mentioned previously. Moreover, from the results at 700 °C, it can be assumed that $R_0 \approx R_\infty$ above that temperature level. Therefore, values for the former parameters at higher temperatures can be obtained by using equations (A.2) and (A.3) in combination with the intercept $I_{ss}$ of the steady-state creep curves reported in the works of table 2.
Appendix B: Implicit integration scheme for Merkle’s model

To develop an implicit integration scheme, all the fundamental equations of Merkle’s model are reformulated for convenience in matrix form. The yield function, equation (10), is rewritten as

\[ \Phi(\sigma, \bar{\sigma}) = \frac{1}{2} \sigma^T P \sigma - \bar{\sigma}^2 \]  

(B.1)

where the matrix \( P \) and the stress column vector \( \sigma \) are defined as

\[ P = 2 \cdot \begin{bmatrix} B & E/2 & D/2 & 0 & 0 & 0 \\ E/2 & B & D/2 & 0 & 0 & 0 \\ D/2 & B & D/2 & A & 0 & 0 \\ 0 & 0 & 0 & (2B - E) & 0 & 0 \\ 0 & 0 & 0 & 0 & M & 0 \\ 0 & 0 & 0 & 0 & 0 & M \end{bmatrix}, \quad \sigma = \begin{bmatrix} \sigma_{11} \\ \sigma_{22} \\ \sigma_{33} \\ \sigma_{12} \\ \sigma_{13} \\ \sigma_{23} \end{bmatrix} \]  

(B.2)

The equivalent plastic strain evolution law (12) is recast in the form

\[ \dot{\varepsilon}_{eq}^P = \sqrt{(\dot{\varepsilon}_{eq}^P)^T Z \dot{\varepsilon}_{eq}^P} \]  

(B.3)

where the matrix \( Z \) and plastic strain rate vector \( \dot{\varepsilon}_{eq}^P \) are defined as

\[ Z = \begin{bmatrix} H & K/2 & J/2 & 0 & 0 & 0 \\ K/2 & H & J/2 & 0 & 0 & 0 \\ J/2 & J/2 & G & 0 & 0 & 0 \\ 0 & 0 & 0 & 1/(2B - E) & 0 & 0 \\ 0 & 0 & 0 & 0 & 1/M & 0 \\ 0 & 0 & 0 & 0 & 0 & 1/M \end{bmatrix}, \quad \dot{\varepsilon}_{eq}^P = \begin{bmatrix} \dot{\varepsilon}_{11}^P \\ \dot{\varepsilon}_{22}^P \\ \dot{\varepsilon}_{33}^P \\ 2\dot{\varepsilon}_{12}^P \\ 2\dot{\varepsilon}_{13}^P \\ 2\dot{\varepsilon}_{23}^P \end{bmatrix} \]  

(B.4)

Finally, the flow rule and the linear elastic law are written as

\[ \dot{\varepsilon}^P = \dot{\lambda} P \sigma \]  

(B.5)

\[ \sigma = D^{el} \varepsilon^{el} \]  

(B.6)

where \( D^{el} \) denotes the elastic stiffness matrix for transversely isotropic materials.
If equations (B.1), (B.3), (B.5), (B.6) are first combined with the elastic strain decomposition (4), the hardening law (11) and the loading/unloading conditions (13) and subsequently discretized following the standard backward Euler method, the following system is obtained:

\[
\begin{align*}
\epsilon^{tot}_{n+1} - \epsilon^{p}_n - \epsilon^{th}_{n+1} &= \epsilon^{el}_{n+1} + \Delta \lambda \mathbf{P} \sigma_{n+1} \\
\sigma_{n+1} &= \mathbf{D}^{el} \epsilon^{el}_{n+1} \\
\Phi_{n+1} &= \frac{1}{2} \mathbf{\sigma}_{n+1}^T \mathbf{P} \sigma_{n+1} - \bar{\sigma} (\epsilon^{p}_{eq,n+1})^2 \\
\epsilon^{p}_{eq,n+1} &= \epsilon^{p}_{eq,n} + \Delta \lambda \sqrt{(\mathbf{P} \sigma_{n+1})^T \mathbf{Z} (\mathbf{P} \sigma_{n+1})} \\
\Phi_{n+1} &\leq 0, \quad \Delta \lambda \geq 0, \quad \Phi_{n+1} \Delta \lambda = 0
\end{align*}
\]  

(B.7)

where the subscripts “n” and “n+1” indicate evaluation of the quantity at the beginning and at the end of the time increment respectively, and “Δ” denotes the corresponding finite variation over the increment. The first of the equations (B.7) can be further multiplied by \( \mathbf{D}^{el} \) and then combined with the second of (B.7) to provide

\[
\sigma_{n+1}^{tr} \equiv \mathbf{D}^{el} (\epsilon^{el}_n + \Delta \epsilon^{el} + \Delta \epsilon^{p}) = \sigma_{n+1} + \Delta \lambda \mathbf{D}^{el} \mathbf{P} \sigma_{n+1}
\]

(B.8)

The last three of the equations (B.7) in combination with expression (B.8) form a system that can be solved using a standard elastic predictor – plastic corrector algorithm. Indeed, in a finite element software like ABAQUS, both the values of all quantities at the beginning of each increment and \( \sigma_{n+1}^{tr} \) are given as input. Initially, it is assumed a priori that \( \Delta \lambda = 0 \) (elastic predictor) and the system of equations is solved trivially. If this does not bring to a violation of the condition \( \Phi_{n+1} \leq 0 \), the solution is accepted. Otherwise, the following system has to be solved (plastic corrector):

\[
\begin{align*}
\sigma_{n+1}^{tr} - \sigma_{n+1} - \Delta \lambda \mathbf{D}^{el} \mathbf{P} \sigma_{n+1} &= 0 \\
\frac{1}{2} \mathbf{\sigma}_{n+1}^T \mathbf{P} \sigma_{n+1} - \bar{\sigma} (\epsilon^{p}_{eq,n+1})^2 &= 0 \\
\epsilon^{p}_{eq,n+1} - \epsilon^{p}_{eq,n} - \Delta \lambda \sqrt{(\mathbf{P} \sigma_{n+1})^T \mathbf{Z} (\mathbf{P} \sigma_{n+1})} &= 0
\end{align*}
\]  

(B.9)

This system is equivalent to that analyzed in (de Souza Neto et al., 2008) for the case of Hoffman’s model. Therefore, a solution can be found by solving a single non-linear equation according to the procedure documented in the previous reference.
Appendix C: Materials parameters identification for Hoffman’s model

As already stated in section 3.3.3, the experimental stress-strain curves for the transversely isotropic EGCR AGOT graphite reported in (Greenstreet et al., 1969) are used to calibrate the parameters of Hoffman’s model. The quantities $H_1, H_2, H_5, H_7, H_9$ are determined by imposing the following 5 linear conditions:

- $\Phi(\sigma, 1) = 0$ in equation (14) when the 0.1 % proof stress is achieved upon application of a tensile load along direction 3 (perpendicular to the isotropy plane);
- $\Phi(\sigma, 1) = 0$ in equation (14) when the 0.1 % proof stress is achieved upon application of a compressive load along direction 3 (perpendicular to the isotropy plane);
- $\Phi(\sigma, 1) = 0$ in equation (14) when the 0.1 % proof stress is achieved upon application of a compressive load along direction 1 (in the plane of isotropy);
- $\Phi(\sigma, 1) = 0$ in equation (14) when the 0.1 % proof stress is achieved upon shear in the 1-3 plane;
- only isochoric plastic flow is allowed, equation (17).

The parameters determined in this way, listed in table 5, satisfy the stability conditions $H_2 \geq 0$ and $H_1 \geq -H_2/2$, which ensure that the elastic domain is bounded. It is worth remarking that the use of equation (17) in place of a constraint related to yielding in tension along direction 1 implies that the model predicts a 0.1 % tensile proof stress in the same direction which is $\approx 20 \%$ larger than that measured experimentally. Nevertheless, only compressive stress components develop during manufacturing in the plane parallel to the graphite platelets forming the bulk region of the nodule. Consequently, the platelets are likely to never yield in tension in the 1-2 plane.

The hardening parameter $h_H$ is obtained in a second step by imposing the condition $\Phi(\sigma, 1 + h_H \varepsilon_{max}) = 0$ in equation (14) when the maximum stress prior to fracture is achieved upon application of a compressive load along either direction 1 or 3, with $\varepsilon_{max}$
denoting the corresponding strain. Values differing by only 5 % are obtained according to the direction selected. The average value is the one reported in table 5.
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