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Abstract. We describe an efficient algorithm that computes a segmented reconstruction directly from X-ray projection data. Our algorithm uses a parametric curve to define the segmentation. Unlike similar approaches which are based on level-sets, our method avoids a pixel or voxel grid; hence the number of unknowns is reduced to the set of points that define the curve, and attenuation coefficients of the segments. Our current implementation uses a simple closed curve and is capable of separating one object from the background. However, our basic algorithm can be applied to an arbitrary topology and multiple objects corresponding to different attenuation coefficients in the reconstruction. Through systematic tests we demonstrate a high robustness to the noise, and an excellent performance under a small number of projections.
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1. Introduction

Processing of X-ray tomographic projection data usually starts by computing a reconstructed 2D or 3D image – sometimes called the tomogram. Reconstruction is often followed by an image segmentation step, aiming at partitioning the tomogram into regions of approximately constant gray level.

Each of these processing steps introduces errors and artefacts, especially pronounced in case of noisy or incomplete data. This has motivated the development of various methods which combine the reconstruction and the segmentation step, see Figure 1. Examples of approaches relevant in our context include the DART algorithm [1] and fitting deformable curves to projection data [2]. Such methods are useful when the object under study consists of a number of domains with approximately homogeneous absorption coefficients.

1.1. Deformable Curves

In this work we represent the segmentation of the reconstruction domain by means of deformable curves, which are already extensively used for segmentation of noisy images. Deformable curves come in two variants: parametric curves and implicit (also known as geometric) curves; see Figure 2 for illustrations. A parametric curve, in a discrete setting, is fully defined by a (small) sequence of points connected by line segments. A well known parametric curve is the snakes method introduced by Kass et al. [3]. Implicit curves are defined on a regular grid and use the level-set methodology by Osher and Sethian [4] for the deformation.

Implicit curves have gained popularity in tomography, possibly because of their ability to handle topology changes during the reconstruction, when the curve is fitted to the data. Parametric curves, on the other hand, also have their advantages – primarily that they do not rely on discretizing the reconstruction domain into a large number of pixels/voxels.

In this work, we use parametric deformable curves for tomographic segmentation, i.e., segmentation of the reconstruction domain, directly from the projection data. As such, we never consider a pixel or voxel representation of the scanned object, and hence we avoid the large number of unknowns in the traditional approach.

A parametric curve representation will be advantageous in applications where geometric representation of a scanned object is required. With a classical grid-based approach this involves reconstructing a tomogram, segmenting it into a binary image, and then meshing the result to obtain geometry – these steps are carried out independently, so errors can propagated to the later stages. When the geometric representation is used for e.g. appearance rendering, the precise geometry might be less important. But in an application like metrology, where an exact geometric representation is essential, there is a clear advantage of a precise geometry. Furthermore, the use of an explicit parametric curve will make the comparison to a reference model much easier.

Algorithms that involve deformable curves rely on a methodology for changing an initial curve, such that it eventually provides the desired result – here a segmented reconstruction whose X-ray projection fits the measured projection data.

A crucial component of a parametric deformable model is a force that evolves a curve towards the desired result. The definition and efficient computation of this force is the focus of this paper, and our contributions are twofold. In Section 2 we derive the deformation force for evolving a parametric curve using the projection data, such that we obtain the desired segmentation of the reconstruction domain. In Section 3 we systematically test the performance and robustness of our method in the presence of noise and a limited number of projections.

In this work we consider only a single closed curve, which suffices to illustrate our main points. However,
the forces we derive may be used for segmenting multiple objects of different attenuation and arbitrary topology.

1.2. Related work

One of the most popular methods for image segmentation via deformable curves is active contour without edges, developed by Chan and Vese [5]. This method minimizes a piecewise constant Mumford-Shah functional [6] and uses level-sets for the curve representation.

Algorithms for tomographic reconstructions utilizing a piecewise constant model rely on minimizing a global energy in the projections space. This leads to curve deformation algorithms similar to ours, cf. [2] and [7], but only in combination with the level-set curve representation. A related 3D algorithm also based on level-sets is presented in [8].

Methods which combine level-sets with deformation forces not closely related to ours are suggested in [9], [10] and [11]. Examples of piecewise smooth models using level-sets are [12], [13] and [14], while multiphase approaches include [15] and [16].

There are a few examples [17] and [18] of using a parametric deformable curve for tomographic reconstruction. These methods attempt to locate the boundaries of the object by exploiting the discontinuities in the sinogram, while [19] handles both 2D and 3D segmentation of a single closed object with a forward model based on ray tracing.

A related mesh-based approach, but without boundary deformation, involves triangulating the reconstruction domain. Such per-triangle reconstruction with a content adaptive mesh is suggested in [20]. Further processing is suggested in methods from [21] and [22], where segmentation edges between the triangles are detected and iteratively refined. A similar approach for 3D reconstruction is [23].

Also related to our approach is discrete tomography [1] and its variants [24] and [25], where the pixel/voxel values are restricted to a small number of discrete values, each corresponding to a different phase in the object.

1.3. Contributions and outlook

In this work we deform a parametric curve in the reconstruction domain to minimize an energy in the projection domain. As such, our method combines the minimization principle of level-set methods with the parametric curve. The use of parametric curves in tomography has been limited, and the strong dominance of level-set methods can probably be explained by a critical weakness of parametric curves, namely, the lack of topological adaptivity. Furthermore, level-set curves are attractive due to the mathematical rigor in deriving the deformation.

Many attempts were made to equip the parametric curve with topological adaptivity [26], but the suggested solutions were cumbersome and computationally costly. However, recent progress in interface tracking has led to parametric curve representations with an efficient solution to topological adaptivity. In particular, a method by Misztal et al. [27] (originally developed for fluid simulation [28]) already has an application in image segmentation [29] and may readily be used for 2D and 3D tomographic reconstruction. This exciting advance eliminates the biggest obstacle in using parametric curves, and is a main motivating factor behind the work described in this paper.

The advantage of a parametric curve is especially evident when the scanned object has a simple geometry that needs to be precisely reconstructed. Take for example a man-made rectangular object where the aim is to measure a small deformation in shape. To precisely reconstruct such an object using level-sets, the resolution of the underlying grid needs to be very high (resulting in lots of unknowns). Furthermore, the solution will be influence by the alignment (angle) between the object and the grid. Using a parametric curve, we can precisely represent the object with a small number of points precisely delineating the boundary.

Several further advantages of parametric curve have not yet been exploited in our work. These include the possibility for adaptive resolution, such that the number of points changes depending on the curve’s appearance. Moreover, the parametric curve makes it straightforward to compute geometric statistic such as boundary length, area, or curvature. Incorporating shape priors is also easier when using a parametric curve. Finally, the segmentation represented via the parametric curve can be directly used for further data processing using, e.g., finite-element methods.

We expect the full value of our approach to be evident when it is implemented with an topology-adaptive parametric curve, e.g., from [27]. That is outside the scope of this paper – here we only consider a single closed parametric curve. The contribution of this work is a rigorous mathematical derivation of a deformation model for any type of parametric curve. We also suggest an efficient implementation of the associated algorithms for tomographic segmentation. Furthermore, we test the performance of our approach in a controlled setting, and compare our results with state-of-the-art methods.

The method presented here is, in itself, relevant for certain problems where a single closed curve suffices. This situation is seen in electron tomography where scanned samples typically have a shape that can be
easily represented by one curve, giving rise to use of geometric reconstruction methods [30]. Furthermore, reconstruction methods for electron tomography often need to deal with high noise levels and projections taken from a limited angular range – conditions where our method yields promising results.

2. Segmentation Algorithm Using a Parametric Curve

In general, a deformable curve is evolved from an initial stage such that it minimizes the segmentation energy. Therefore, the essence of the approach using deformable curves lies in formulating a suitable segmentation energy and deriving the corresponding deformation force.

The contributions to the segmentation energy are divided into external and internal energies, leading to external and internal deformation force, respectively. Internal force depends only on the curve; a common choice is to minimize the length and/or bending of the curve, making the method robust to noise. External force depends on the data; in this application it moves the curve to minimize a data-fitting term involving the projection data. In the following description of the method, the focus is on the external contribution, but bear in mind that this is supplemented by the internal energy.

2.1. Image Segmentation

Before describing our tomographic segmentation we present a deformable model for image segmentation using a piecewise constant Mumford-Shah potential. Deformable force for this model is derived in [5] with a focus on level-set representation of the curve. Here we derive identical force, but for a parametric curve representation.

We consider a case where the task is to separate the foreground from the background, and this is achieved by evolving a simple closed curve which partitions the image into the inside and outside. The model we are to derive applies to arbitrary two-phase topology, but we describe the foreground-background situation for the simplicity of the presentation.

The input for the method is a gray-scale image \( g \) defined on an image domain \( \Omega \). The deformable curve is represented by a sequence of points \( c_n \in \Omega, \ n = 1, \ldots, N \).

For a given curve \( c \) and two intensity values \( m_{\text{in}} \) and \( m_{\text{out}} \) the piecewise constant Mumford-Shah external segmentation energy is defined as

\[
E_{\text{ext}}(c, m_{\text{in}}, m_{\text{out}}) = \int_\Omega (g - m)^2 \, dx ,
\]

where \( m \) is the image which takes a value \( m_{\text{in}} \) inside the curve \( c \) and \( m_{\text{out}} \) outside.

To minimize \( E_{\text{ext}} \) we adopt the alternating optimization scheme from [5]. In each iteration of this algorithm we first compute optimal \( m_{\text{in}} \) and \( m_{\text{out}} \) for a fixed \( c \), and we then evolve \( c \) to minimize the energy for a given \( m_{\text{in}} \) and \( m_{\text{out}} \).

The first step is straightforward. For a fixed \( c \) the value of \( m_{\text{in}} \) affects only integration inside the curve. We have

\[
\frac{dE_{\text{ext}}}{dm_{\text{in}}} = 2 \int_{\Omega_{\text{in}}} (g - m_{\text{in}}) \, dx .
\]

Setting this to zero we obtain an optimal value

\[
m_{\text{in}} = \frac{\int_{\Omega_{\text{in}}} g \, dx}{\int_{\Omega_{\text{in}}} dx} .
\]

Similarly, \( m_{\text{out}} \) is an average of the outside region \( \Omega_{\text{out}} \).

For the second step we define the curve evolution in terms of point displacement in the direction of the outward pointing normal, see Figure 3 left. Having fixed \( m_{\text{in}} \) and \( m_{\text{out}} \) we consider slightly displacing one point of the curve

\[
c_n^{\text{new}} = c_n + \delta_n n_n ,
\]

where \( \delta_n \) is the signed displacement and \( n_n \) is an outward pointing normal vector at \( c_n \).

If \( \delta_n > 0 \) then the area that correspond to the change in the curve lies outside the curve before it was changed, and inside the curve after it was changed. The opposite is, of course, valid for a negative displacement. See Figure 3 right for an illustration. This area is proportional to \( \delta_n \) and the coefficient of proportionality depends on the curve parametrization (length of the segments) and the curvature. For simplicity, we assume that the curve points \( c_n \) are placed equidistantly with curve segments of unit length, and that the curve is smooth, so we can omit the coefficient of proportionality. We also assume a small displacement, such that the image intensity in the affected area can be assumed constant.

Let \( g_n = g(c_n) \) denote the image intensity at the point \( c_n \). The energy, as a function of the displacement, is now linear in \( \delta_n \):

\[
E_{\text{ext}}(\delta_n) = E_0 + (g_n - m_{\text{in}})^2 \delta_n - (g_n - m_{\text{out}})^2 \delta_n ,
\]
with the constant $E_0$ being the external energy before the displacement of $c_n$. We arrive at
\[
\frac{dE_{\text{ext}}}{d\delta_n} = (m_{\text{out}} - m_{\text{in}})(2g_n - m_{\text{in}} - m_{\text{out}}).
\] (6)

Minimizing the energy by moving in the direction of the negative gradient leads to the curve evolution given by
\[
c_n^{\text{new}} = c_n + \tau(m_{\text{in}} - m_{\text{out}})(2g_n - m_{\text{in}} - m_{\text{out}})b_n,
\] (7)
where $\tau$ is a user-defined length of the update step.

Displacement of all curve points is computed in parallel and points are displaced at once, followed by a new computation of $m_{\text{in}}$ and $m_{\text{out}}$. This two-step process is repeated until the change in the curve is below a user-defined tolerance.

2.2. Tomographic Segmentation

For tomographic segmentation, we again consider a simple closed curve $c$, partitioning the reconstruction domain into inside and outside. Furthermore, we assume that the outside region (the background) has attenuation zero, so we only consider the attenuation of the inside region (the object) which we denote $\mu$. We later show that our modes generalize to multiple objects of different attenuation, including the case where attenuation of the background is nonzero.

The input to the tomographic segmentation is a discrete sinogram $s_{kj}$ for $j = 1, \ldots, J$ and $k = 1, \ldots, K$. Index $j$ denotes the $j$th detector pixel, while index $k$ corresponds to the set of projection angles $\Theta = \{\theta_k, k = 1, \ldots, K\}$. Again, the discrete simple closed curve is represented by the points $c_n$, which now are in a reconstruction domain.

For a given attenuation value $\mu$ and a curve $c$ we define external segmentation energy as the squared residual:
\[
E_{\text{ext}}(c, \mu) = \sum_{j=1}^J \sum_{k=1}^K (s_{kj} - p_{kj})^2,
\] (8)
where $p_{kj}$ is the discrete predicted sinogram, i.e., a projection of the object of intensity $\mu$ delineated by the curve $c$.

For our minimization algorithm we describe three contributions:

(i) an efficient algorithm for the forward model, i.e.,
the computation of $p_{kj}$ given $c$ and $\mu$,
(ii) the computation of optimal attenuation $\mu$ given $c$ and $s_{kj}$, and
(iii) the deformation of the curve $c$ given $\mu$ and $s_{kj}$.

As in image segmentation, the two-step process involves alternating between updating $\mu$ and deforming the curve $c$, while those two steps rely on computation of $p_{kj}$.

2.2.1. Efficient Forward Model Computation. The forward model is concerned with producing projection data given the object represented by the parametric curve $c$ and the attenuation $\mu$. At first we consider one projection angle, and an object of an attenuation $\mu = 1$.

Similar to computing the area enclosed by a curve using Green’s theorem, we compute the contribution to all detector pixels by following a curve around the object and considering the distance between the curve and the detector. For our discrete curve, the ordering of curve points $c_i$ implies an orientation of each curve segment $c_{n}c_{n+1}$, for example such that the object is always on the right when travelling along the curve, see Figure 4. The projection of each curve segment to the detector results in either a positive or a negative direction along the detector. This determines whether $c_{n}c_{n+1}$ contributes positively or negatively to the affected detector pixels. Following the curve around the object and summing the signed contributions from all segments yields the projection values, and is valid for arbitrary object shape. Contributions from a curve segment to the detector pixels may be computed as distances or areas.

A full projection is obtained by rotating the curve points for other angles. For attenuation different than $\mu = 1$ we multiply the result by $\mu$. Pseudocode for the forward model can be found in Algorithm 1, where we with $\ell(n,k)$ denote the detector pixel where the curve point $c_n$ projects for angle $\theta_k$. Care has to be taken to ensure that $c_{n}c_{n+1}$ contributes correctly to $\ell(n,k)$ and $\ell(n+1,k)$, where end-points of the curve segment project.

2.2.2. Attenuation Update. Computing the optimal attenuation given a fixed curve is the first step in the update and it is illustrated in Figure 5 left. We denote with $\hat{p}_{kj}$ the projection of the curve $c$ for object attenuation $\hat{\mu} = 1$. Our aim is to find $\mu$ which
minimizes the segmentation energy in Eq. (8). The energy, as a function of attenuation, is

$$E_{\text{ext}}(\mu) = \sum_{j=1}^{J} \sum_{k=1}^{K} (s_{kj} - \mu \hat{p}_{kj})^2,$$

and hence

$$\frac{dE_{\text{ext}}}{d\mu} = 2 \sum_{j=1}^{J} \sum_{k=1}^{K} (\mu \hat{p}_{kj} - s_{kj}) \hat{p}_{kj}. \quad (10)$$

Setting this to zero we obtain an attenuation which minimizes the energy as

$$\mu = \frac{\sum_{j=1}^{J} \sum_{k=1}^{K} s_{kj} \hat{p}_{kj}}{\sum_{j=1}^{J} \sum_{k=1}^{K} (\hat{p}_{kj})^2}. \quad (11)$$

This attenuation corresponds to a least squares fit of $\mu \hat{p}_{kj}$ to $s_{kj}$.

After updating the attenuation, the projection is given by

$$p_{kj} = \mu \hat{p}_{kj}. \quad (12)$$

### 2.2.3. Curve Deformation.

Just as in Eq. (4) we consider a small displacement in one point of the curve, which in case of a positive displacement causes a small area to leave the background and enter the object. Using the same argument as before, we conclude that this area is proportional to the step length $\delta_n$.

We assume that the displacement is small, so for every projection angle $\theta_k$ the change in the projection $p_{kj}$ is concentrated in the detector pixel where $c_n$ is projected. We denote the value of the sinogram in this point as $s_{k\ell(n,k)}$, where $\ell(n,k)$ is the still the detector pixel where the curve point $c_n$ projects for angle $\theta_k$.

The corresponding value in the predicted sinogram is $\hat{p}_{k\ell(n,k)}$.

The energy from Eq. (8), as the function of displacement, is quadratic:

$$E_{\text{ext}}(\delta_n) = E_0 + \sum_{k=1}^{K} [(s_{k\ell(n,k)} - p_{k\ell(n,k)} + \mu \delta_n)^2$$

$$- (s_{k\ell(n,k)} - p_{k\ell(n,k)})^2], \quad (13)$$

where $E_0$ is the energy before displacing the point $c_n$.

We have

$$\frac{dE_{\text{ext}}}{d\delta_n} = 2\mu \sum_{k=1}^{K} (s_{k\ell(n,k)} - p_{k\ell(n,k)} + \mu \delta_n). \quad (14)$$

Setting this to zero we find the displacement which minimizes the external energy as

$$\delta_n = \frac{1}{\mu} \frac{1}{K} \sum_{k=1}^{K} (p_{k\ell(n,k)} - s_{k\ell(n,k)}). \quad (15)$$

And curve update is

$$c_{n}^{\text{new}} = c_n + \delta_n n_n. \quad (16)$$

The above principle is illustrated for a single projection angle in Figure 5 right. For each curve point $c_n$, the sinogram residual $p_{k\ell(n,k)} - s_{k\ell(n,k)}$ is evaluated at the detector pixel $\ell(n,k)$ where the curve point is projected. The value of the residual contributes to the normal displacement of the curve.

Note in Figure 5 that some displacements may be resolved successfully from only one projection angle, while resolving others requires information from other angles. This is the role of averaging the contributions across the angles. Also note that the summation in (16) corresponds to a line integral in the residual along the sine curves defined by projection of $c_n$ on the detector.
a region in the reconstruction domain which has an attenuation $\mu$. Similar to the Chan-Vese algorithm \cite{Chan99} and related methods, our algorithm converges to a local minimum of the total energy, consisting of the external energy $E_{\text{ext}}$ plus the regularization term.

**Algorithm 2** Tomographic segmentation

```
initiate curve $c$  $\triangleright$ see Sec. 2.4
while not converged do  $\triangleright$ see Sec. 2.4
    compute $p_{kj}$ for $c$ and $\mu = 1$  $\triangleright$ Algorithm 1
    compute $\mu$ for $p_{kj}$ and $s_{kj}$  $\triangleright$ Eq. (11)
    compute $p_{kj}$  $\triangleright$ Eq. (12)
    compute $\delta_n$ for $p_{kj}$ and $s_{kj}$  $\triangleright$ Eq. (15)
    deform the curve  $\triangleright$ Eq. (16)
    regularize the curve  $\triangleright$ see Sec. 2.4
end while
```

2.3. Complexity Analysis

To support the claim that our algorithm is run-time and memory efficient, we give a complexity analysis for one iteration. In this context, the size of the problem is given by the number of projection angles $K$, the number of detector pixels $J$, and the number of curve points $N$. We assume that points are equidistantly placed around the curve, and that the length of the curve does not depend on the size of the problem.

The most complicated part of our algorithm is the forward model, Algorithm 1, which is implemented as three nested loops. The first and the second loop run over projection angles ($K$ times) and over curve segments ($N$ times). The third loop runs over all detector pixels that are affected by the curve segment. The number of affected pixels is proportional to $J$ and inversely proportional to $N$, since larger $N$ implies smaller line segments. Due to overhead in the third loop, it iterates $O(J/N + 1)$ times. Putting this together we find that the forward projection takes $O(KJ)$ time. Regarding the remaining steps in the algorithm, the attenuation estimation is of order $O(JK)$, while computing the curve deformation takes $O(KN)$ time. As for the memory requirements of the whole framework, only the current curve and the current sinogram need to be stored, and that requires $O(KJ + N)$ memory.

Along the same lines, let us mention the possibilities of additionally improving the efficiency of the algorithm. One strategy involves computing values of the forward projection only where we need them – along the sine curves in the sinogram $p$ defined by the projection of curve points. These are sufficient for computing deformation forces, and also for estimation of the attenuation coefficient which is a strongly overdetermined system and will not be affected by removing some of the fitting terms. With this strategy the run-time is independent of the number of detector pixels, but it requires sorting the projected points on the detector, resulting in an algorithm of the order $O(KN \log N)$.

Another strategy worth mentioning is parallelization. Operations on projections angles and curve points are fully independent, and this allows for an efficient parallel implementation.

2.4. Implementation

For our current implementation, we made a number of implementation choices, partly to alleviate the limitations of our simple curve representation. First, we keep the number of curve points constant during evolution. The curve is initialized as a circle in the center of the reconstruction domain. External and internal forces deform the curve sequentially. For better stability, when deforming according to Eq. (16) we introduce a user-defined length of the update step $\tau < 1$ and move the point $c_n$ for $\tau \delta_n$.

For regularization, we chose an implementation which uses finite differences \cite{Risser05, Maly05}. In this formulation, each curve point is being smoothed through contributions from its neighbours. Those are defined by

$$
\Delta c_n = \alpha(c_{n-1} - 2c_n + c_{n+1}) + \beta(-c_{n-2} + 4c_n - 6c_{n+1} + 4c_{n+2}) - 6c_n + 4c_{n+1} - c_{n+2},
$$

(17)

where $\alpha$ controls an elasticity term (minimizes curve length) and $\beta$ controls an rigidity term (minimizes curve bending). A backward Euler step is used for better stability, particularly important under strong regularization, and the update is

$$
c_n^{\text{new}} - \Delta c_n^{\text{new}} = c_n.
$$

(18)

This can be calculated efficiently, see \cite{Risser05} or \cite{Maly05} for details.

Our algorithm can be sensitive to irregular length of curve segments. We therefore complete each iteration of the curve deformation with a step which distributes points equidistantly along the curve.

We foresee using total curve deformation for each iteration (including both the fitting update and the regularization step) measured as

$$
f = \sum_{n=1}^{N} \|c_n^{\text{new}} - c_n\|_2
$$

(19)
as a stopping criterium. However, in our current implementation we stop the evolution after a fixed number of iterations.

2.5. Additional Remarks

Our current implementation considers parallel-beam X-ray tomography, and our discretization uses the so-called line model. Hence, each detector pixel is a single
point and we consider the line from the source to the pixel that intersects the particular curve segment being treated in the algorithm’s inner loop. This can be easily extended to a strip model where the detector pixel has a finite width – and we would then consider a the strip associated with the detector and the curve segment.

Likewise, a fan-beam model can be implemented. For the fan-beam line model, we would again consider the line from the source to the point pixel, while for the strip model we would consider the area of the triangle defined by the source and the pixel.

Notice that our model easily handles cases when the object is not seen on the detector for some angles. When computing the displacements in Eq. (16), if some of the curve points project outside the detector then the corresponding angles should be ignored, and averaging should be performed only over the present data. This leads to correct deformation of the curve, despite the missing parts. In a similar fashion we can handle cases where the sinogram is partially corrupted, for example by faulty pixels.

Our curve deformation model may be generalized to address a multi-phase reconstruction problem. The generalization would require a number of critical implementation choices, and therefore we here only provide a rough outline of such an algorithm where, for clarity, we drop the subscripts for the sinograms. Consider a partition of the reconstruction domain into \( M \) regions, defined by points connected with line segments. Regions have attenuations \( \mu_m \), \( m = 1, \ldots, M \). For the forward model, each region independently produces \( p_m \) and the projection is

\[
p = \sum_{m=1}^{M} \mu_m \hat{p}_m .
\]  

(20)

Computing optimal attenuation corresponds to finding least squares solution for a system

\[
\sum_{m=1}^{M} \mu_m \hat{p} = s
\]  

(21)

where every sinogram pixel contributes with one equation. Finally, for curve deformation consider a point on a curve between regions \( m \) and \( m' \). Assuming that the curve normal points to region \( m \), the displacement in Eq. (15) should be modified such that \( \mu \) is replaced by \( \mu_m - \mu_m' \). A simple version of a multi-phase segmentation is the case where the background attenuation is not zero, but is calculated from the data.

3. Results

In the first batch of examples in Figures 6–12 the ground truth object is represented using a curve, and we use our own forward model (Algorithm 1) to also compute the reconstruction, therefore performing so-called inverse crime. The focus of these first experiments is on the performance of our method in the presence of noise and with a limited number of projections. We emphasize that we use two different forward models in the subsequent experiments.

Figure 6 gives a systematic overview of the experimental setup used in these experiments. With \( \tilde{o} \) we denote the object in the reconstruction domain, where tilde indicates that this is unknown in an actual inverse problem. In this example the object is a polygon of a constant attenuation \( \tilde{\mu} \). The corresponding sinogram, here constructed using our forward model, is denoted \( \tilde{s} \) (we again drop the subscripts for clarity). We highlight a few of polygon vertices and the corresponding sine curves in \( \tilde{s} \).

As the input to the reconstruction problem we use a noise-corrupted sinogram

\[
s = \tilde{s} + e ,
\]  

(22)

where \( e \) is zero-mean Gaussian noise, and the relative noise level is set by a parameter

\[
\eta = \sqrt{\frac{\sum s^2}{\sum e^2}} .
\]  

(23)

In Figure 6, for an illustrative example, we use a relatively high noise level, combined with a strong regularization and a small length of the update step.

The curve is initialized as a circle \( \hat{c}^{\text{init}} \), and again we highlight two of its points and the corresponding sine curves in corresponding initial forward projection \( \hat{p}^{\text{init}} \) calculated for \( \hat{\mu} = 1 \). After calculating the attenuation coefficient \( \mu^{\text{init}} \) we have the initial predicted sinogram \( p^{\text{init}} \) (not shown) and the initial reconstruction \( r^{\text{init}} \), which is an object of attenuation \( \mu^{\text{init}} \) delineated by \( c^{\text{init}} \). We show the initial residual \( s - p^{\text{init}} \), and also here we highlight the projections of the two curve points. Notice that one sine curve lies in predominately positive areas, while another lies in predominately negative areas of the residual. This leads to a deformation where the first point moves outwards, and the second moves inwards, as shown in the illustration of the curve evolution.

For the outcome after the last iteration we show different results: the resulting curve \( c^{\text{end}} \), the reconstruction \( r^{\text{end}} \), the corresponding sinogram \( p^{\text{end}} \), and residual sinogram \( s - p^{\text{end}} \). Since we have access to noise-free data, we can also show the errors \( \tilde{s} - p^{\text{end}} \) and \( \tilde{o} - r^{\text{end}} \) in both the projection (sinogram) domain and the reconstruction domain.

Figure 6 also includes graphs showing convergence of different quantities as a function of the iterations: the estimated attenuation coefficient, the residuals and errors, and the curve deformation. For total curve deformation measured by Eq. (19), we show
also the two contributions: deformation \( f_{\text{ext}} \) after the external (data-driven) update defined by Eq. (16), and deformation \( f_{\text{int}} \) after the internal (curve-driven) update from Eq. (18). Note that in our implementation \( f_{\text{ext}} = \tau \sum |\delta_i| \).

We see that the estimated attenuation converges to the (unknown) true value. The total curve deformation converges to zero when the internal and external contributions balance each other. The norm of the residual converges to a constant value, and as we have access to true values we can confirm this to be slightly larger than the norm of the noise.

Figure 7 introduces our test object depicting a dinosaur. For this evolution we use the default setting listed in Table 1. Unless stated otherwise, all conducted experiments use the default setting. In particular, evolution parameters are constant for all experiments, and curve regularization parameters change only in an experiment with focus on regularization. Furthermore, unless stated differently, projection angles are equidistantly sampled from 0 to \( \pi \), the detector width equals the width of the reconstruction domain shown in the image, and the curve is initiated as a circle with a diameter which is half of the detector width. In Figure 7 we still show curve evolution, resulting predicted sinogram and residual, but for the remainder of the section we only show \( c_{\text{end}} \) or \( r_{\text{end}} \).

Figure 8 demonstrates the performance of the method under increasing noise, where the first is lower,
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Figure 7. An experiment with default settings, see Table 1. Top row: a test object \( \bar{o} \), a noise-free sinogram \( \tilde{s} \), a noisy sinogram \( s \), and curve evolution showing every 25th iteration. Bottom row: a resulting curve \( c^{\text{end}} \), a resulting predicted sinogram \( p^{\text{end}} \), a resulting residual \( s - p^{\text{end}} \), and a resulting reconstruction \( r^{\text{end}} \).

Figure 8. An effect of increasing the relative noise level \( \eta \). Top row: noisy sinograms \( s \). Bottom row: resulting curves \( c^{\text{end}} \).

Figure 9. An effect of reducing the number of projection angles \( K \). Top row: noisy sinograms \( s \). Bottom row: resulting curves \( c^{\text{end}} \).

Figure 10. An experiment with limited angle reconstruction. We use \( K = 10 \) projection angles equidistantly sampled from 0 to \( \pi/3 \) with changing projection direction. Top row: directions of the projection angles. Middle row: noisy sinograms \( s \). Bottom row: resulting curves \( c^{\text{end}} \).

Figure 11. An experiment with a detector which is small relative to the size of the object. We kept the number of detector pixels constant, but have reduced the width of the detector to 0.8, 0.6, 0.4 and 0.2 of the original width. Top row: illustration indicating the width of the detector for two orthogonal projections, and the circular area in the reconstruction domain which is seen at the detector from all angles. Middle row: noisy sinograms \( s \). Bottom row: resulting curves \( c^{\text{end}} \).

and the last three are higher than the value used in Figure 7. Similarly, Figure 9 shows results when changing the number of projection angles. We also investigated a narrow range of projection angles, and those results are shown in Figure 10. In Figure 11 we change the width of the detector, but we keep the number of pixels constant. In all these experiments we keep regularization parameters constant, we see some over-smoothing in the low-noise and many-angles...
settings. Adjusting regularization according to the noise level and number of projection angles would lead to better results.

The effect of regularization is evident in Figure 12. These results verify the findings from [32] that increasing $\alpha$ shrinks the curve while $\beta$ smooths the curve without the shrinkage.

The next experiment, in Figure 13, compares our results with the simultaneous algebraic reconstruction technique (SART) [33] and discrete algebraic reconstruction technique (DART) [1]. SART is known for performing well when the projection data is limited, and DART supplements this with an assumption on only a few attenuation levels. We used the implementations provided in the ASTRA toolbox [34, 35]. For this experiment we converted our test object into a $500 \times 500$ pixels binary image. The sinogram $\hat{s}$ was created using a forward model from the ASTRA toolbox, where we used 200 detector pixels as in other experiments. All reconstructions, including ours, have then been tested on the same sinograms. With SART and DART we reconstructed a $200 \times 200$ pixels image. When running SART, we performed 500 iterations with nonnegativity constraints. For DART the pipeline consisted of 100 SART iterations followed by 200 DART iterations with 5 SART sub-steps in each. DART was provided with correct values for the attenuation range between 0 and 1, and the correct threshold value of 0.5. Our algorithm does not rely on that extra input. Compared to SART, our method delineates the objects shape more precisely. This is especially noticeable for the low number of projection angles where SART results display streak artefacts. In comparison with DART, our curve-based representation and regularization is more successful in handling the high noise levels. The performance of DART would presumably improve had we used the more robust versions SDART [24] and TVR-DART [25] which were not available in the ASTRA toolbox.

In Figure 14 we show four additional objects in form of $200 \times 200$ pixels binary images. In this, and in the remainder of experiments, we used the forward model from AIR Tools [36]. This experiment shows the ability of our curve to capture relatively convoluted outlines, with both rounded and sharp corners.

The experiment in Figure 15 tests the assumption about approximately constant attenuation. The first object displays homogeneous texture at relatively small scale. Thanks to the averaging, we are able to handle this case. The texture of the second object has larger dark areas which affect the result at the boundary of the object. The third object has a blurred outline, which we are capable of capturing. The last examples features non-homogeneous object, which seriously influences the averaging approach of our method captures. The examples in Figure 15 show the global property of our method. Unlike methods that fit the curve to local features as e.g. sharp edges [17, 18], our curve is deformed so that the resulting segmentation of the reconstruction domain fits the data according to the global energy from Eq. (8). We are therefore able to capture homogeneous variations and smooth transitions in attenuation.

Figure 16 shows test cases with multiple objects. It is evident that the curve deformation model also handles this case, and the limitation of our current implementation lies in representing several objects by using a single closed curve. A parametric curve with topological adaptivity, which we plan to use in our future work, is expected to alleviate these issues. The last example, shown in Figure 17, shows a case where the topology of the object is simple, but its shape is challenging. The curve was deformed in a convoluted solution, ending in a non-optimal local minimum. Also from this example it is evident that the limitation lies in the representation using a single closed curve, not the deformation model. To successfully segment the objects from Figures 16 and 17 our deformation model needs to be combined with a curve representation which is parametric, but can handle topological changes, e.g. a curve from [27].

To confirm our run-time analysis, we tested the performance of our method when the size of the problem increases. We varied three parameters: the number of projection angles, the number of detector pixels, and the number of curve points. We measured the average run-time per iteration over 500

\begin{table}[h]
\centering
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\end{tabular}
\caption{An effect of changing curve regularization parameters. The elasticity $\alpha$ changes between columns and rigidity $\beta$ changes between rows.}
\end{table}
Figure 13. Comparison with SART and DART. In each row we use a different setting for a number of projection angles $K$ and relative noise level $\eta$. We show a noise-corrupted sinogram $s$, a SART reconstruction, a DART reconstruction, resulting curve $c_{\text{end}}$ obtained using our method, and a corresponding resulting reconstruction $r_{\text{end}}$. 
Figure 14. Various test objects. In each row we show a test object ˜o, a noise-corrupted sinogram s, and a resulting curve c^end for four different settings. Each curve is drawn over the faded image of the test object.

Figure 15. Performance when the assumption about approximately constant gray level does not hold. In each row we show a test object ˜o, a noise-corrupted sinogram s, and a resulting curve c^end for four different settings. For the most challenging setting, we show also a resulting reconstruction c^end. The estimated attenuation coefficient visible in the rightmost column should be compared with gray level of the test object in the leftmost column.
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\[ K = 5 \]
\[ \eta = 0.01 \]

Figure 16. Performance when assumption about one object does not hold. In each row we show a test object \( \tilde{o} \), a noise-corrupted sinogram \( s \), and a resulting curve \( c^{\text{end}} \) for four different settings. For the most challenging setting, we show also a resulting reconstruction \( c^{\text{end}} \).

Figure 17. Simple topology but challenging shape. The same noise-corrupted sinogram \( (K = 15, \eta = 0.1) \) has been used twice. To obtain two clearly different outcomes for the same reconstruction problem, we perturbed initialization by stretching the circle into an ellipse, horizontally for (a) and vertically for (b). For this experiment we used \( J = 500 \), and otherwise default settings.

Figure 18. Run-time and convergence experiments. The blue line is the average run-time per iteration (in ms), when changing the size of the problem. The red and magenta lines indicate the number of iterations needed until measures used to estimate the convergence drop below a user-defined tolerance. We use two measures: the mean squared residual and the mean curve deformation.

iterations. Furthermore, to estimate the convergence of our method we recorded the iteration number where the mean squared residual drops below a user-defined tolerance level, and an iteration number where the mean curve deformation \( (f/N) \) drops below a corresponding level. Results of this experiment are shown in Figure 18. The first thing to notice is that the two evaluation criteria convergence agree, and that the number of iterations until convergence seems rather insensitive to the size of the problem. The only systematic trend is seen where an insufficient number of curve points causes a slower convergence (the rightmost plot). As for the run-time per iteration, the results are consistent with our analysis yielding an \( O(K(J+N)) \) dependency. Furthermore, the number of detector pixels is the parameter with the weakest influence on run-time, which is only slightly increased when using 2500 detector pixels compared to 200.

Let us add a final remark on the convergence of our method. In our current implementation we evolve the curve with a relatively small length of the update step and we take more than hundred iterations. These small steps ensure that we avoid issues with curve self-intersections, especially under high noise levels. Our initial experiments with larger update steps indicate that convergence may be obtained much faster, in ten or twenty iterations. Also in this respect we expect to benefit from a topology-adaptive representation of
a parametric curve from [27], which automatically resolves self-intersections.

4. Conclusion

Inspired by the use of parametric deformable curves for image segmentation [3], and the models for piecewise constant image segmentation [5], we developed an algorithm that computes a segmented tomographic reconstruction directly from the X-ray projection data. Our algorithm can be considered a hybrid between parametric active contours (such as snakes) and methods based on level-sets that minimize an energy function defined in the projection domain.

By representing the segmentation via a parametric curve we completely avoid the need for a memory-demanding pixel/voxel representation of the object. The key components of our algorithm are efficient computations of the forces that define the deformation of the curve, and efficient computations of the forward projection via a loop over the points that define the curve. Careful simulation results demonstrate the effectiveness and robustness of our methods with respect to noise and situations with few projection data. In addition, we show that the run-time of our algorithm increases linearly with the size of the input sinogram.

The algorithm presented here expands an existing toolbox of the reconstruction methods. It can become a very good solution for reconstruction problems which require a precise geometry of an object consisting of few homogeneous materials.
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