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Abstract
This article proposes a Rayleigh’s quotient–based damage detection algorithm. It aims at efficiently revealing nascent structural changes on a given structure with the capability to differentiate between an actual damage and a change in operational conditions. The first three damage detection levels are targeted: existence, location, and severity. The proposed algorithm is analytically developed from the dynamics theory and the virtual energy principle. Some computational techniques are proposed for carrying out computations, including discretization, integration, derivation, and suitable optimization methods. Field implementation strategies are also considered for the purpose of online damage monitoring. In order to prove the efficiency of this strategy, one experimental and three numerical case studies were conducted. The proposed algorithm successfully detected the damage in all simulated cases and estimated the damage severity with acceptable accuracy. The conclusion is that the proposed algorithm was able to efficiently detect damage appearance in a range of structures for various damage levels and locations, and under different operational conditions.
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Introduction
Structural failures can cause significant losses in many societal aspects: economy, ecology, infrastructure, and human lives. In some cases, failures are the ultimate outcome of a progressing damage that could have been stopped if detected earlier. Different concepts have been used with the purpose of detecting damage in structures; they include among others vibration, strain, acoustic emission, image, and laser-based monitoring. Vibration-based methods are one of the oldest methods as they began to be utilized during the late 1970s and continue to attract some researchers. In the trail of this method, identifying damage can be derived either from shape, slope, curvature, modal assurance criterion (MAC) and its derivatives, soft computing-based methods, gapped smoothing method (GSM), fractal dimension (FD), or from statistical techniques. Each of these has been investigated by various authors.

For example, Abdo and Hori proposed a method based on modal slope to detect damage. On a numerical model of a plate, damages are simulated by freeing relevant nodes after mesh generation. A similar damage simulation strategy has also been adopted by Yan et al., who assumed damage as a reduction of the local stiffness in a numerical model of a composite vessel. Based on modal and sensor norms, Gawronski and Sawicki attempted with good success to detect damage on a truss in laboratory conditions. In addition, Elshafey et al. discussed the damage detection in offshore jacket platforms subjected to random loads using a combined method of random decrement signature and neural network. Although this work considered changes in support condition, the study ignored changes in the deck mass. Moreover, this method relies on the intact state of the structure, which is not easily recoverable, especially for existing structures.

Saheli et al. presented a technique of damage detection based on the real and imaginary parts of measured
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frequency response functions (FRF). By comparing intact and damaged structures, the authors observed that an abnormality is found in residual FRF shapes in damaged sites which are detected via GSM. To determine this, a numerical ruler of 900 mm × 6.5 mm × 25.5 mm and an experimental one of 800 mm × 25 mm × 50 mm are considered. Yoon et al.\textsuperscript{7} presented a procedure for locating variability in structural stiffness. The one-dimensional (1D) GSM is extended to two-dimensional (2D) GSM. Similarly, wavelet method continues to attract scientific interest, either using a statistical method. Nguyen et al.\textsuperscript{13} investigated the techniques have emerged. The main strategy is based on novelty detection method and a singular value decomposition (SVD)-based technique. Five different operational conditions and four different damage levels are distinguished by analyzing the results from COMAC, RD, and change in a flow scheme is drawn and is applied on three numerical case studies and one additional experimental case. Results and discussions are presented, and possibilities to further research are outlined.

### Vibrational theory

Under vibration, structure motions are described by the differential equation\textsuperscript{17,18}

$$M \ddot{u}(t) + C \dot{u}(t) + K u(t) = P(t)$$  \hspace{1cm} (1)

where $M$, $C$, and $K$ are, respectively, the mass, damping, and stiffness matrices of the discretized model and $P(t)$ is the disturbance that initiates the vibration, or the action that sustains the motions.

The undamped modal frequencies, $\omega_n$, and the modal shapes, $\varphi$, can be obtained as, respectively, the eigenvalues and the eigenvectors of the system ($K$, $M$).

Assuming that the damping matrix can be expressed as a linear combination of the mass and stiffness matrices such as defined by Rayleigh: \textsuperscript{15}$C = \alpha K + \beta M$, the damped modal frequency can be obtained for each
mode $i$ from $w_{d,i} = w_{u,i} \sqrt{1 - \xi_i^2}$, $\xi_i$ is the modal damping ratio, $\zeta_i = \beta/(2w_{u,i}) + \alpha w_{u,i}/2$.

Besides, the undamped modal frequency for mode $i$ can be expressed as $w_{u,i} = \sqrt{k_i/m_i}$, with $m_i = \mathcal{O}_i^T M \mathcal{O}_i$, $k_i = \mathcal{O}_i^T K \mathcal{O}_i$. Therefore, the Rayleigh’s quotient can be stated as

$$\frac{w_{d,i}}{\sqrt{1 - \xi_i^2}} = \sqrt{\frac{k_i}{m_i}} \text{ or } \frac{w_{d,i}^2}{1 - \xi_i^2} = \frac{k_i}{m_i} \tag{2}$$

**Typology of damping**

Damping can be caused by various phenomena. Karamchandi et al.\textsuperscript{19} have distinguished the following: (1) aerodynamic damping proportional to the second (or higher) power of velocity, (2) structural (hysteretic) damping caused by molecular interaction in the material, (3) Coulomb’s damping generated by the friction between surfaces, and (4) viscous damping due to contact with surrounding fluid. In a damped motion, all of these damping types can be present and act concurrently. In structural engineering, it is a cumbersome task to evaluate the individual contribution of each of them. In common cases, however, this is not required. In general, the total damping effect is measured in terms of viscous damping. Under this assumption, the damping effect will be related to the velocity which is easily quantifiable. In the rest of this article, damping will be evaluated in terms of viscous damping, but kept at its actual structural location (either at the body level, at its supports, or on its surfaces in contact with the ambient fluid.)

**Generalized coordinates**

In many practical cases, the modal shapes can be represented by a spatial surface or a spatial line, $\varphi_i(x, y, z)$, that satisfies the boundary conditions. Different possibilities are conceivable; but the best modal shape is the one minimizing the potential energy of the system. If a point of coordinates $(x_0, y_0, z_0)$ is selected on the structure as a reference point, $\varphi_i$ can be scaled such that $\varphi_i(x_0, y_0, z_0)_{\text{scaled}} = \varphi_i(x_0, y_0, z_0) = 1$. Now, it is sufficient to monitor just the modal motion of the said reference point, $\eta_i(t)$, because the modal motion of other points can be deduced by $H_i(x, y, z, t) = \varphi_i(x, y, z) \eta_i(t)$, where $\varphi_i$ is the scaled version of $\varphi_i$. Figure 1 depicts the generalized coordinates’ reduction. In this figure, given that the thick black line has the known shape, its entire locus can be completely determined by only tracking $\eta_i(t)$.

**Derivations for the proposed algorithm**

For most civil engineering structures, global translational mode, global bending mode, global torsional mode, and global shearing mode can clearly be distinguished. Whichever global mode is observed, the principle of virtual displacement can be applied. It states that, due to a virtual displacement $\delta H$, the external and internal virtual works are the same: $\delta W_{\text{ext}} = \delta W_{\text{int}}$. Each of these internal and external virtual works needs to be evaluated. In Figure 1, assuming a virtual displacement at the reference point, these virtual works can be decomposed into individual effects of the mass, disturbance or load, damping, and stiffness. Hence, for mode $i$

$$\delta W_{\text{int},i} = \delta W_{k,i} \tag{3a}$$

$$\delta W_{\text{ext},i} = -\delta W_{m,i} - \delta W_{c,i} + \delta W_{p,i} \tag{3b}$$

Equating equations (3a) and (3b), the result for mode $i$ is $\delta W_{m,i} + \delta W_{c,i} + \delta W_{k,i} = \delta W_{p,i}$.

**Mass effect**

Mass causes inertial force whose virtual work is

$$\delta W_{m,i} = \iiint [H_i(x, y, z, t) \rho(x, y, z) \delta H_i(x, y, z, t)] dV$$

$$= \bar{\eta}_i(t) \delta \eta_i(t) \iiint \varphi_i(x, y, z) r(x, y, z) \rho(x, y, z) dx \ dy \ dz \tag{4}$$
with \( \rho(x,y,z) \) being the spatial field of mass density, and \( r(x,y,z) \) is either equal to 1 in case of translation or equal to the distance separating the element \((x,y,z)\) to the axis in case of rotation.

**Disturbance or load effect**

Here, only the effects of loads acting on the structural domain surface, including nodal forces or moments, are considered. Body forces such as acceleration-induced loads can be readily combined with the mass effect discussed above. Others such as electromagnetic forces are rare in common civil engineering structures. Yet, they can still be implemented along this scheme. Therefore, the related disturbance virtual work is

\[
\delta W_{p,i} = \iiint [p_i(x,y,z,t)\delta H_i(x,y,z,t)] dS = \delta \eta(t) \iiint p_i(x,y,z,t)\phi_i(x,y,z) dS
\]

(5)

**Damping effect**

The virtual work due to damping can be estimated by

\[
\delta W_{c,i} = \iiint [H_i(x,y,z,t)c_i(x,y,z)\delta H_i(x,y,z,t)] dV = \eta(t)\delta \eta(t) \iiint \phi_i^2(x,y,z) c_i(x,y,z) dx dy dz
\]

(6)

with \( c_i(x,y,z) \) being the spatial modal damping density field.

**Stiffness effect**

The stiffness-related virtual work is associated with strain energy. Here, four cases should be distinguished: translational, bending, shear, and torsional modes. The corresponding strain energies are evaluated considering that the structure remains elastic during vibrations. In case of heterogeneity, calculations should be done for each structural part where material moduli are constant.

For translation due to force \( F_{x,i} \) along the \( x \)-axis and for mode \( i \), applied on an element located at \((x,y,z)\) whose area perpendicularly to the \( x \)-axis is \( A_x \), it can be written

\[
\delta W'_{k,i,x} = \iiint [F_{x,i}(x,y,z,t) \delta \frac{\partial H_i(x,y,z,t)}{\partial x}] dV = \eta(t)\delta \eta(t) \iiint E A_x(x,y,z) \left( \frac{\partial \rho_i(x,y,z)}{\partial x} \right)^2 dV
\]

To account for multi-axis translational deformation, the total energy is

\[
\delta W'_{k,i} = \eta(t)\delta \eta(t) \iiint \left\{ E \left( A_x(x,y,z) \left[ \frac{\partial \rho_i(x,y,z)}{\partial x} \right]^2 + A_y(x,y,z) \left[ \frac{\partial \rho_i(x,y,z)}{\partial y} \right]^2 + A_z(x,y,z) \left[ \frac{\partial \rho_i(x,y,z)}{\partial z} \right]^2 \right) \right\} dx dy dz
\]

(7)

For bending mode due to moment, \( M_{x,i} \), about \( x \)-axis and for mode \( i \)

\[
\delta W_{m,b} = \eta(t)\delta \eta(t) \iiint \left\{ E I_x(x,y,z) \left[ \frac{\partial^2 \varphi_i(x,y,z)}{\partial x^2} \right]^2 \right\} dV
\]

(8)

For torsional mode due to torque, \( T_{x,i} \), about \( x \)-axis and for mode \( i \)

\[
\delta W_{m,t} = \eta(t)\delta \eta(t) \iiint \left\{ G J_x(x,y,z) \left[ \frac{\partial \varphi_i(x,y,z)}{\partial x} \right]^2 \right\} dV
\]

(9)

To account for multi-axis torsional deformation, the total energy is

\[
\delta W_{m,t} = \eta(t)\delta \eta(t) \iiint \left\{ E \left( J_x(x,y,z) \left[ \frac{\partial \varphi_i(x,y,z)}{\partial x} \right]^2 + J_y(x,y,z) \left[ \frac{\partial \varphi_i(x,y,z)}{\partial y} \right]^2 + J_z(x,y,z) \left[ \frac{\partial \varphi_i(x,y,z)}{\partial z} \right]^2 \right) \right\} dx dy dz
\]
To account for multi-axis shearing deformation, the total energy is

\[
\delta W^{\text{eq}}_{i,j} = \eta_i(t) \delta \eta_j(t)
\]

with

\[
\left\{ \int \int \sum_{v} \Lambda_v(x, y, z) \left[ \frac{\partial \phi_i(x, y, z)}{\partial \phi_j} \right]^2 \, dx \, dy \, dz \right\} \delta \eta_i(t)
\]

(10)

It is noteworthy to clarify that these virtual works are assumed to be exclusive while considering only a given global mode. In other words, one should consider only the stiffness work due to one deformation mode, say bending if the global vibration mode is bending. However, in some cases, the overall vibration mode of a whole structure can be different from the individual vibration modes of its elements. For example, a slender truss under first bending mode can have some members under translation mode. Care should be given according to the working scale.

Overall, equations (7) to (10) can be generalized as

\[
\delta W_{i,j} = \eta_i(t) \delta \eta_j(t)
\]

(11)

where \(v\) represents \(x\), \(y\), or \(z\)-direction; \(\Lambda_v\) is the rigidity—translational (EA), flexural (EI), torsional (GJ), or shear (GJ), \(j = 1\) if translation, torsional, or shear; and \(j = 2\) if flexion.

Substituting in the virtual displacement equality using equations (4) to (6) and equation (11), then re-arranging and letting the equality be true for every \(\delta \eta_i(t)\)

\[
\bar{\eta}_i(t) \int \int \int \phi_i^2(x, y, z) r(x, y, z) \, \rho(x, y, z) \, dV + \hat{\eta}_i(t) \int \int \int \phi_i^2(x, y, z) c_i(x, y, z, t) \, dV
\]

+ \(\eta_i(t) \int \int \sum_v \Lambda_v(x, y, z) \left[ \frac{\partial \phi_i(x, y, z)}{\partial \phi_j} \right]^2 \, dV = \int \int \int p_i(x, y, z, t) \phi_i(x, y, z) \, dS\)

Comparing with equation (1), one can identify, respectively, the equivalent modal mass, the equivalent modal damping, the equivalent modal stiffness, and the equivalent modal disturbance as

\[
\bar{m}_i = \int \int \int \phi_i^2(x, y, z) r(x, y, z) \, \rho(x, y, z) \, dV
\]

(13a)

\[
\bar{\kappa}_i = \int \int \sum_v \Lambda_v(x, y, z) \left[ \frac{\partial \phi_i(x, y, z)}{\partial \phi_j} \right]^2 \, dV
\]

(13b)

Now, equations (13a) and (13b) can be plugged into equation (2) to give for each mode \(i\)

\[
\frac{w_{d,i}^2}{1 - \xi_i^2} = \left\{ \int \int \sum_v \Lambda_v(x, y, z) \left[ \frac{\partial \phi_i(x, y, z)}{\partial \phi_j} \right]^2 \, dV \right\}
\]

or

\[
\frac{w_{d,i}^2}{1 - \xi_i^2} = \left\{ \int \int \sum_v \phi_i^2(x, y, z) r(x, y, z) \rho(x, y, z) \, dV \right\}
\]

Proposed damage detection algorithm

The proposed damage detection algorithm is buttressed in equation (14) using vibration signature. Indeed, sensors can be used on the structure in such a way that mode shapes, \(\phi_i\), modal frequencies, \(\omega_i\), and modal damping ratios, \(\xi_i\), can be recorded during ambient vibrations \(p_i = 0\) or forced motions \(p_i \neq 0\). This information can be obtained from vibration signal using diverse methods such as fast Fourier transform combined with half-power band, curve-fitting method, or any other. In order to accurately record the vibration signature of structures, sensors should be adequately distributed throughout structures. Because recorded mode shapes are not continuous but discretized, equation (14) needs to be discretized as well.

Discretization strategy

Equation (14) can be described by equation (15) in a discretized domain, where \(\Delta_x\), \(\Delta_y\), and \(\Delta_z\) are the tributary lengths to a grid point in \(x\), \(y\), and \(z\)-direction, respectively

\[
\sum_{x} \sum_{y} \sum_{z} \Lambda_v(x, y, z) \left[ \frac{\partial \phi_i(x, y, z)}{\partial \phi_j} \right]^2 \Delta_x \Delta_y \Delta_z
\]

\[
\Delta_x \Delta_y \Delta_z
\]

(15)

This equation involves either first derivative or second derivative of the mode shapes, which can be estimated using, for example, finite differences about \(v\). Figure 2 illustrates the notations used in equation (15) in a structured grid for finite difference method (left)
and for the finite volume method (right). Derivatives are presented for $\nu = x$ as example.

**Optimization as a solution strategy**

In practice, it is generally possible to record vibration signature for the first global modes. These modes can be qualified as translational, bending, torsional, or shearing by looking at mode shapes. Then, the corresponding forms of $\Lambda_i$ and the value of $j$ can be selected when writing equation (15) for each mode. This leads to a set of equations that are to be solved simultaneously for various fields that are mass, area, and moments of inertia such that the equivalent modal mass, $\tilde{m}_i$, and the equivalent modal stiffness, $\tilde{k}_i$, can be computed. It is important to note that, by assuming the structure remains elastic, Young’s and shear moduli are kept fixed. The problem can be stated as

Minimize $f(\Lambda_\nu, \rho) = \sum_{\text{mode}} \left\{ \frac{w_{\alpha,j}^2}{1 - \xi_i^2} \left( \sum_\Omega \sum_\nu \Lambda_\nu(x,y,z) \left( \frac{\partial\rho(x,y,z)}{\partial r} \right)^2 \right) \right\}^{1/2}$

Subject to $\Lambda_\nu(x,y,z) \geq 0$

and $\rho(x,y,z) \geq 0$

In order to solve for these various fields, Cauchy proposed a general method. In particular, depending on the problem configuration, Lagrange multiplier method can be used. Alternatively, gradient descent method or any similar method, or any of their respective derivatives can be used in a space formed by \( \Lambda \) and \( \rho \) with the objective function defined by equation (16). The initial data for the variable fields can be chosen either as the nominal ones or as the values corresponding to a previous known state. If the process is at its first iteration, initial data can be taken as those estimated from structure geometry and material. If the process has been carried out in the past, initial data can be set either as in the previous case or as the results of previous attempt. A close-to-solution initial set of data will not only shorten the iterative procedure, but will also avoid possible local minima. A less computationally demanding process is proposed later in the present article.

**Damage detection process**

Once the equivalent mass and stiffness arrays have been determined, two methods can be used to detect damages.

**Method 1: reference state.** A reference state, set as undamaged state, can be used for comparison of its quantities, $\tilde{k}_i(x,y,z)$ and $\tilde{m}_i(x,y,z)$, versus those of a newly recorded state. Any deviation between two corresponding quantities, the one from an undamaged state and the one from the current state, can be interpreted as damage. This magnitude of the deviation can be considered as a measure of the damage severity and the corresponding node as the damage location. Particularly, a mass deviation may not be a damage event in a proper sense, but just a change in operational conditions. However, in the scope of this article, changes in operational condition will be assimilated as damage events for simplicity.

**Method 2: scrutinize parameter continuity.** In case there is no reference state, damage can be identified by scrutinizing the continuity of the parameter throughout the domain. Within a homogeneous subdomain, $\tilde{k}_i(x,y,z)$ and $\tilde{m}_i(x,y,z)$ are expected to show a continuity if no damage is present. Any abrupt change may denote an anomaly. On one hand, a peak or a valley in $\tilde{k}_i(x,y,z)$ may point out damage causing a sharp change of the mode shapes, their derivatives, or the rigidity fields. On the other hand, a peak or a valley in $\tilde{m}_i(x,y,z)$ may show a mass concentration or deconcentration.

**Discontinuity detection techniques**

**Technique 1: GSM.** For a univariate response $f(x)$, a polynomial can be fitted at a moving point $x_i$ based on its neighboring points: $C(x_i) = a_0 + a_1 x_i + a_2 x_i^2 + a_3 x_i^3 = \mathbf{g} \mathbf{\theta}_i$, with $\mathbf{g} = [1, x_i, x_i^2, x_i^3]$ and $\mathbf{\theta}_i = [a_0, a_1, a_2, a_3]$. The coefficients $a_0, a_1, a_2,$ and $a_3$ are to be determined by least-squares estimation, for example.
Technique 2: GFD. For a univariate response \( f(x) \), Wang and Qiao\(^{10} \) proposed a generalized FD at the point \( x \), center of the moving window \([x_i, x_{i+m}]\)

\[
GFD_{m,s}(x) = \frac{\log(n)}{\log(n) + \log(d_s/L_s)}
\]

(17a)

with

\[
\frac{L_s}{d_s} = \frac{\sum_{j=1}^{m} \sqrt{1 + (1/S^2) \left( (f(x_{i+j}) - f(x_{i+j-1}))/((x_{i+j} - x_{i+j-1})^2 \right)^2}}{\max_{1 \leq j \leq m} (x_{i+j} - x_i) \sqrt{1 + (1/S^2) \left( (f(x_{i+j}) - f(x_{i+j-1}))/((x_{i+j} - x_{i+j-1})^2 \right)^2}}
\]

(17b)

where \( m \) is the number of point intervals in the moving window; \( n = L/\bar{\alpha} \) with \( L \) as the domain length of \( f(x) \) and \( \bar{\alpha} \) as the average distance between successive points; \( S \) is the scale parameter to be chosen sufficiently large (in this study, greater than \( 10^3 \)) to successfully detect damage. For the case of \( S = 1 \), the technique reduces to the conventional FD. The GFD yields a large value at points where dissimilarities occur.

Proposed damage detection strategy scheme

Six main steps structure the workflow scheme of the proposed damage detection strategy, which gives preference to the method related to parameter’s continuity inspection. All these steps are summarized in the flow chart in Figure 3. At the beginning of the process, the structure is discretized while the sensor layout is decided. The discretization of the structure will lead to

![Flow chart for the proposed strategy.](image-url)
the choice of a grid system and to the initialization of the rigidity fields and the fields of mass densities. Concurrently, an optimal arrangement of the sensors throughout the structure will be determined keeping in mind that critical structural locations should be specially considered. It is obvious that refinement of the mesh size will increase accuracy and resolution when locating potential damages. Care should be also taken at the changes in geometry and material.

The solution domain of equation (16) can be restricted to the subdomain where discontinuity has been observed, setting the values of the design parameters being equal to their nominal values outside of the damaged subdomain. This strategy fastens the solution process while avoiding inoperative solution points. The damage severity can then be obtained as the relative deviation between the design parameter values obtained from equation (16) and their nominal values.

### Numerical case studies

#### Description of case studies

In order to show the efficiency of the proposed algorithm, three numerical case studies are selected. They concern a concrete beam, an aluminum plate, and a steel monopod offshore platform. Table 1 describes the principal characteristics of each material for the case studies.

The concrete beam is a $c = 0.2$-m side square section extruded along an $L = 5$-m-long straight axis and rests on two pin supports, as shown in Figure 4. Figure 5 depicts the aluminum plate, object of second case study. It is a $0.5$-m-wide and $0.8$-m-long plate and has a thickness of $0.002$ m. All its borders are clamped. The steel platform is adapted from Elshafey et al.\textsuperscript{22} It is made of two cylindrical sections with different diameters connected by a frustoconical part. It supports a deck whose nominal total mass is $3000$ kg, which can vary within a $10\%$ interval. As illustrated by Figure 6, the foundation, located at $H_w = 25.50$ m beneath the mean sea level, is assumed fixed (all degrees of freedom are restrained) in normal conditions. The monopod dimensions are $OD_1 = 210$ cm, $WT_1 = 5$ cm, $OD_2 = 150$ cm, $WT_2 = 4$ cm, $H_1 = 25.00$ m, $H_2 = 20.00$ m, and $H_3 = 1.00$ m. The wall thickness of the frustoconical part varies from $5$ cm at the bottom to $4$ cm at the top.

For each of these structures, a numerical model is built up using the commercial software package SAP2000 version 15.1.0. Several damages are intentionally placed at different locations of each case study. On each structure, three scenarios are defined with damage variation in terms of number, nature, position, and severity. Especially in case study 2, all damages are cracks through the full plate thickness oriented either along $y$-direction ($dy$) or $x$-direction ($dx$). In general, damages are simulated by decreasing section modifiers (area and inertia accordingly) at their locations by a certain percentage that will be referred later as damage severity. For the crack at the support in case study 2, section modifiers have been set to zero. In case study 3, the foundation damage is simulated by the loss of stiffness of the bottommost element. Table 2 summarizes all the damage scenarios assigned to each case study, respectively.

#### Results from the numerical simulations

From case study 1, GSM applied on curvature, GFD technique applied on curvature, GFD technique applied

---

**Table 1.** Description of the case studies.

<table>
<thead>
<tr>
<th>Material properties</th>
<th>Concrete</th>
<th>Aluminum</th>
<th>Steel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass density, $\rho$ (kg/m$^3$)</td>
<td>2500</td>
<td>2700</td>
<td>7850</td>
</tr>
<tr>
<td>Young's modulus, $E$ (GPa)</td>
<td>25</td>
<td>69</td>
<td>200</td>
</tr>
<tr>
<td>Specified strength, $f_c$/yield stress, $f_y$ (MPa)</td>
<td>25</td>
<td>95</td>
<td>350</td>
</tr>
<tr>
<td>Poisson's ratio, $\nu$</td>
<td>0.2</td>
<td>0.35</td>
<td>0.3</td>
</tr>
</tbody>
</table>

**Figure 4.** Case study 1: simply supported concrete beam.

**Figure 5.** Case study 2: clamped edge aluminum plate.
on $k$, and damage severity as described in this article have been computed and are depicted in Figure 7. GSM and GFD effectively spot the damages, and the damage severity estimates the actual severity of the damage. Figure 8 presents the detected location of damages on case study 2 based on GFD applied on $k$. Here, damage severities have not been predicted as it is assumed that a crack exists only if its severity is 100%. From case study 3, only GFD applied on $k$ and damage severities are presented in Figure 9. Table 3 summarizes all the results on the numerical cases.

### Experimental case study

**Description of the case study and the experimental setup**

In addition to the numerical cases, one experimental case was studied in laboratory. The structure consists of a 1 cm $\times$ 1 cm section metallic beam resting on three simple supports as illustrated in Figure 10. The two spans are, respectively, of 88.0 cm and 46.0 cm. A 60.0% severity damage is purposefully created by a saw cut at $x = 46.5$ cm from the end of the long span (considered as the origin of the abscissa). The setup is equipped with a linear variable differential transformer (LVDT) and strain gauges as shown in Figure 10. The information collected from the strain gauges is not of the prime importance for this study, but has only served as cross-check. The experiment consists of recording at the LVDT location ($x = 55$ cm) the vertical displacement created by a 5-kg mass successively placed at 14 different locations along the damaged bar. This corresponds to the construction of influence lines relative to the LVDT location for a vertical force as presented in Figure 11.

---

**Table 2. Damage scenarios.**

<table>
<thead>
<tr>
<th>Case study 1</th>
<th>ID</th>
<th>Location</th>
<th>Severity</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Damage 1</td>
<td>1D1</td>
<td>$x = 2$ m</td>
<td>10%</td>
<td>One damage</td>
</tr>
<tr>
<td>Damage 2</td>
<td>1D2</td>
<td>$x = 2$ m</td>
<td>20%</td>
<td>Two damages simultaneously</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x = 4.5$ m</td>
<td>5%</td>
<td></td>
</tr>
<tr>
<td>Damage 3</td>
<td>1D3</td>
<td>$x = 2$ m</td>
<td>70%</td>
<td>Three damages simultaneously</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x = 4.5$ m</td>
<td>15%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x = 3.5$ m</td>
<td>15%</td>
<td></td>
</tr>
<tr>
<td>Case study 2</td>
<td>2D1</td>
<td>$x = 0.2$ m</td>
<td>$y = 0.2$ m</td>
<td>Full opening</td>
</tr>
<tr>
<td>Damage 1</td>
<td></td>
<td>$dy = 0.05$ m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damage 2</td>
<td>2D2</td>
<td>$x = 0.2$ m</td>
<td>$y = 0.2$ m</td>
<td>Two full openings simultaneously</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$dy = 0.10$ m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damage 3</td>
<td>2D3</td>
<td>$x = 0.8$ m</td>
<td>$dx = 0.80$ m</td>
<td>Crack at support</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$y = 0$ m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case study 3</td>
<td>3D1</td>
<td>$z = 26$ m</td>
<td>10%</td>
<td>One damage</td>
</tr>
<tr>
<td>Damage 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damage 2</td>
<td>3D2</td>
<td>$z = 46$ m</td>
<td>7.5%</td>
<td>Change in operational condition (deck mass)</td>
</tr>
<tr>
<td>Damage 3</td>
<td>3D3</td>
<td>$z = 0$ m</td>
<td>25%</td>
<td>Foundation damage</td>
</tr>
</tbody>
</table>

---

**Figure 6.** Case study 3: steel monopod platform.
A digital model is prepared in the platform SAP2000 with the aim of mimicking the laboratory model. The gross geometry and the boundary conditions are depicted by Figure 10. The crack is modeled as partial loss of structural performance of the corresponding beam portion: area and section inertia are modified. The material properties and the crack parameters have been set such that the influence line from the digital model matches that of the experimental test. The updating process was carried out by trial-and-error method. Table 4 summarizes the initial/updated values of the design variables.

### Table 3. Summary of the results of the numerical cases.

<table>
<thead>
<tr>
<th>ID</th>
<th>Actual severity</th>
<th>Detected severity</th>
<th>Error $=$ (Actual $-$ Detected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case study 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damage 1</td>
<td>1D1</td>
<td>10.00%</td>
<td>15.00%</td>
</tr>
<tr>
<td>Damage 2</td>
<td>1D2</td>
<td>20.00%</td>
<td>25.50%</td>
</tr>
<tr>
<td>Damage 3</td>
<td>1D3</td>
<td>5.00%</td>
<td>7.50%</td>
</tr>
<tr>
<td></td>
<td>70.00%</td>
<td>71.00%</td>
<td>$-1.00%$</td>
</tr>
<tr>
<td></td>
<td>15.00%</td>
<td>2.00%</td>
<td>$+13.00%$</td>
</tr>
<tr>
<td></td>
<td>15.00%</td>
<td>7.00%</td>
<td>$+8.00%$</td>
</tr>
<tr>
<td>Case study 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damage 1</td>
<td>3D1</td>
<td>10.00%</td>
<td>10.10%</td>
</tr>
<tr>
<td>Damage 2</td>
<td>3D2</td>
<td>7.50%</td>
<td>6.50%</td>
</tr>
<tr>
<td>Damage 3</td>
<td>3D3</td>
<td>25.00%</td>
<td>20.79%</td>
</tr>
</tbody>
</table>

**Figure 7.** Case study 1: GSM on curvature (top-left), GFD on curvature (top-right), GFD on $k$ (bottom-left), and damage severity (bottom-right).

**Figure 8.** Case study 2: GFD on $k$. 

The material properties and the crack parameters have been set such that the influence line from the digital model matches that of the experimental test. The updating process was carried out by trial-and-error method. Table 4 summarizes the initial/updated values of the design variables.
A modal analysis is conducted on the calibrated digital model, from which the modal properties are extracted. As for the numerical cases, the process is repeated for the digital model.

Results from the experimental test
As in case study 3, Figure 12 depicts the results of GFD applied on \( \tilde{k} \) and damage severity. It shows an estimated damage severity of 71.5%, which is an error of -11.5% with respect to the actual damage severity.

Discussion
The observation of the results obtained in this study reveals several trends. From the first case study, GSM has detected only damaged edges as also found by Yoon et al.\(^7\) that makes the results difficult for interpretation (see Figure 7). More precisely, the GFD technique points out the damage location accurately. Applied on \( \tilde{k} \), the GFD technique reveals to be better in detecting damage compared to the same technique applied on the curvature. Indeed, Figure 7 shows that the FD for the former case ranges from 0.833 to 0.841, while for the latter case, the range of variation is very narrow around the value of 0.833, requiring a finer resolution for interpretation. Nevertheless, the GFD technique applied on curvature seems to keep the proportions of each damage severity.
In the presently proposed methodology, estimating damage severity is a step separated from detecting damages. For ensuring a better damage detection, the GFD technique applied on $\tilde{k}$ was used for the rest of the study. The setup was able to successfully detect all damages in terms of existence and location. However, it should be kept in mind that location accuracy is limited due to the mesh resolution.

Damage severities are estimated with an appropriate accuracy except for scenario 1D3 where we have three simultaneous damages. The relatively poor performance in quantifying the least significant damages is due to the fact that the most severe damage has introduced nonlinearity in the structure. This violates the hypothesis set when deriving this method. However, since damages rarely occur with high severity at their apparition, this does not constitute a drawback for the procedure.

The GFD technique as carried out for case study 2 was conducted along the $x$-dimension of the plate. It did not only identify damage at the actual location but also in adjacent locations. The reason is because the GFD technique, as defined in Wang and Qiao, is developed for a 1D structure. Therefore, further investigations may update the method in order to have it more suitable for 2D structures. Besides, the support crack was also well detected but represented by a highly oscillating FD. This is due to the averaging effect of the FD computed on $\tilde{k}$ for the first five modes ($i = 1 - 5$).

In case study 3, it was seen that the proposed technique is able to detect and differentiate between a crack, a change in mass, and a foundation problem. Therefore, an additional use of this tool can be the measure of the actual mass on a platform deck and to check whether it is between the prescribed bounds. In detecting damage severity, the chosen solution procedure (Figure 3) demonstrates its ability to search optimal points in equation (16) without altering intact location parameters; the parameters at non-damaged locations could be altered if a general search algorithm had been used.

In the experimental case, the damage was also localized satisfactorily by the GFD technique applied on $\tilde{k}$. Some sensitivity to the middle support properties was observed. The $-11.5\%$ error in severity is caused by the cumulative errors coming from structural identification, measurements, numerical, and computational operations. With a direct measurement of the vibrational properties, the deviation in severity estimation would have been smaller than the one obtained here, because there would not be any structural identification or computational operations.

Despite these satisfactory results, the major drawback of this method is that it relies on numerical derivation followed by integration. To achieve sufficient accuracy, these operations require a good discretization, which, for its implementation, may need numerous sensors or sophisticated ones like laser-based system, roved sensors, or (thermal) imaging techniques.

**Conclusion**

This article presents a novel method of damage detection, which measures actual damage severity and changes in mass properties, without using baseline structure or the mathematical model of the system. The method is based on Rayleigh’s quotient derived in three dimensions by employing the virtual energy principle. Theoretical developments have been considered to build up this method. Some computational techniques are proposed and their efficacies are discussed. Field implementation strategies are also suggested in order to facilitate the online application of the method. One experimental case and three numerical case studies were
implemented to assess the efficiency of the proposed technique. The results revealed its ability to successfully spot damages and to estimate their respective severities with adequate accuracy in general without any false damage identification, thanks to the intrinsic attributes of the mathematical procedures used. It has been shown that the proposed strategy encompasses the features coming from frequency shift, damping, mode shapes and their derivatives, and FD to achieve its goal. Overall, the main power of this technique is that it does not require any dynamic measurements coming from a baseline structure but succeeds in determining physically meaningful parameters. Thus, it is a good tool for structures of any age: old or newly constructed, and any regularity of damage detection campaign: periodically or continuously. It has been seen, however, that upgrading the GFD technique from 1D to 2D is a topic which may need future research attention.
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