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ABSTRACT

A simple method for direct measurement of uranium (\textsuperscript{238}U) in seawater using triple quadrupole inductively coupled plasma mass spectrometry (ICP-MS) was established. The method provides a good analytical performance with respect to detection limit, accuracy, precision and sample
throughput. During the method development and application, several interesting facts were observed: 1) Comparison results for reference material using different quantitation approaches indicate that isotope dilution (using $^{233}$U) is the most reliable to achieve accurate $^{238}$U measurement. The results obtained for direct $^{238}$U measurement in 50-fold diluted seawater samples ($n=112$) also underline the difference between isotope dilution and internal (or external) standardization. 2) Appropriate dilution of seawater is important to minimize the matrix effect on the ICP-MS measurement and 20-50 dilution is recommended for natural seawater samples. 3) The sensitivity of ICP-MS was observed to increase in the beginning of sample measurement, and then decrease with the continuous injection of samples, which is believed as a consequence of matrix effect from the seawater to the ionization efficiency in the plasma. 4) When measuring samples taken from large volume of seawater stored in immovable containers for relatively long period (i.e., several months), the uranium concentration and salinity data showed slightly increasing trends with the increase of water depth in the container. Therefore, cautions need to be paid in sampling representativeness when performing $^{238}$U measurement for such long-term stored large volume samples.
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INTRODUCTION

The ocean is the largest reservoir of natural uranium (4.5 billion metric ton.) in the world [1]. Concentration of uranium (with 99.2% of $^{238}$U) in seawater is typically 3.3 ug/L, but can vary within 0.7-3.5 ug/L depending on location (open/marginal sea) and depth [2–4]. Elevated levels of uranium also occur in local marine environment due to uranium mining and processing, nuclear accidents, discharge of nuclear waste from reprocessing or decommissioning and dumping of nuclear spent fuel [5]. Determination of $^{238}$U in seawater is of critical importance for several aspects including uranium recovery for nuclear energy production [1,6–8], environmental monitoring and health physics [9–12] and geochemical/oceanic tracer studies [2,13–15].

There are a number of techniques available for the measurement of $^{238}$U including alpha spectrometry [16], spectrophotometry [17–19], fluorescence spectrometry [10,20,21], voltammetry [22], neutron activation [23,24], X-ray absorption/fluorescence [25,26], inductively coupled plasma optical emission spectrometry (ICP-OES) [27,28]. However, these techniques generally have serious limitations due to relative high limits of detection, which involves lengthy sample pre-concentration with the possibility of sample contamination and/or elevated blank levels.

Inductively coupled plasma mass spectrometry (ICP-MS) is undoubtedly one of the fastest-growing tracer element techniques available today, which has clear advantages in its multi-isotope capability, high speed of analysis and low detection limits [29–33]. With the implementation of ICP-MS instruments, more and more researchers have reported the use of ICP-MS for the determination of $^{238}$U in seawater [34–40]. Whereas most reported methods still
associated with pre-concentration (typically involving co-precipitation) and chromatographic separation prior to the ICP-MS measurement, as such, suffered the disadvantages cited above.

To the best of our knowledge, method development for direct measurement of $^{238}$U in natural seawater is limited. This is probably due to the fact that relatively high salt content in seawater will cause physical effects (sample orifice degradation and blockage) and chemical effects (matrix-induced interferences) to the ICP-MS measurement, which makes the quantitation analysis difficult. For example, a sample matrix of 0.1% dissolved solids content was reported to cause 15-80% signal suppression irrespective of sample type [41,42]. Roduskin and Ruth reported more than 50% signal loss for a 10-fold dilution of NASS-4 seawater using a quadrupole instrument [43].

The aim of this study was to develop a rapid method for determination of $^{238}$U in seawater based on the direct measurement by ICP-MS. To achieve this objective, several important aspects need to be taken account including optimization of the ICP-MS performance to meet the detection limit criteria, elimination of matrix affect, selection of calibration method for quantitation analysis to ensure the accuracy and precision, as well as the sample representativeness especially when small amount of sample (< 0.5 ml) is taken from a bulk sample for the direct analysis.

Therefore, in this work systematic studies were carried out to evaluate the effect of above-mentioned parameters on the analytical performance, including instrument operational condition, quantitation approaches (internal standardization using $^{115}$In, isotope dilution using $^{233}$U and external standardization), dilution factor, sample matrix effect and sample representativeness. Analytical results were demonstrated and discussed in detail to select the optimum approach for rapid and reliable analysis of $^{238}$U in seawater.
EXPERIMENTAL

Standards, reagents and samples

An in-house $^{233}$U standard solution (0.594 ppb in 2 mol/L HNO$_3$) was used for the isotopic
dilution measurement of $^{238}$U. Standard solutions of uranium and indium were diluted to
different levels from the corresponding commercially available standards (1.000 g/L in 2 mol/L
HNO$_3$, Scientific Standards) and used for calibration purposes. Concentrated HNO$_3$ (analytical
reagent grade) was further purified by distillation. All the reagents used in the experiment were
prepared using ultra-pure water (18 MΩ·cm). Seawater samples collected from the Baltic Sea
and Greenland Sea during the period of 2013-2015 were used for the method performance
evaluation. Two large volume (600 L) of seawater samples, Roskilde SWT and Greenland SWT,
were collected in 2012 from Roskilde Fjord (55.68°N, 12.08°E), Denmark and North-eastern
coast of Greenland (71.99°N, 18.05°W), respectively, which were used for the sample
representativeness investigation in this work. These two large seawater samples were kept
immovably for 6 months, thereafter four sub-samples were taken from each sample at different
depths (0, 15, 35 and 50 cm, respectively). These eight subsamples were further splited and
treated with and without filtration prior to the measurements of $^{238}$U and salinity.

Measurement of uranium with ICP-MS

In the direct $^{238}$U ICP-MS analysis, seawater samples were prepared in accordance with the
quantitation approach applied. For the isotope dilution approach, 100-500 μL of pre-filtered
seawater sample was pipetted into a 10 mL polystyrene centrifuge tube and diluted to 5 mL with
0.5 mol/L HNO$_3$. 100 μL of $^{233}$U standard solution was spiked to each sample to a final
concentration of 5-6 ppt. For internal standardization approach, $^{115}$In was used as an internal
standard, whereby 100-500 μL of pre-filtered seawater sample was diluted to 5 mL with 1 ppb
$^{115}\text{In} - 0.5 \text{ mol/L HNO}_3$ solution. For the external standardization approach, 100-500 μL of pre-filtered seawater sample was diluted to 5 mL with 0.5 mol/L HNO$_3$ and only $^{238}\text{U}$ was measured by the ICP-MS instrument.

The measurement throughout the work was carried with a triple quadrupole inductively coupled mass spectrometry, Agilent 8800 ICP-QQQ (Agilent Technologies). A standard introduction system consisted of MicroMist nebulizer and Scott-type double pass spray chamber, together with Ni sampler cone, Ni skimmer cone and x-lens were used. Typical sensitivity of the instrument is about 600-650 cps per ppt of $^{238}\text{U}$. The regression analysis of standard solution confirmed a linear correlation over the range of 0.01 ppb to 100 ppb for $^{238}\text{U}$. The uptake of the sample was performed at a flow rate of 20 μL/min with an AS X-520 auto-sampler (CETAC Technologies, USA) connected to a standard peristaltic pump equipped in the ICP-QQQ instrument.

**Quantitation analysis and calculation of detection limit**

Three approaches were applied for the quantitation analysis, including internal standardization, isotope dilution and external standardization. The calibration was accomplished by using a blank and three standard solutions with $^{238}\text{U}$ concentrations of 0.1, 0.2 and 1 ppb, respectively. The matrix of blank/standard solutions were 1ppb In-0.5 mol/L HNO$_3$ for the internal and external standardization approaches, and 0.5 mol/L HNO$_3$ for the isotope dilution approach. The blank and standard solutions were run before and after every 10 samples measurement to allow a correction for intensity drift. The blank signal was subtracted from both the standard and the sample signals.

In the internal standardization, the ICP-MS measurement efficiency ($E$) for each sample was calculated as the ratio between $^{115}\text{In}$ signal in the sample and in the standard, thus to calibrate the
actual count rate (ACR) of $^{238}$U ($ACR = CR/E$, where $CR$ is the measured count rate of $^{238}$U). The $^{238}$U standard solution with concentration (mostly 0.1 ppb) close to the sample was chosen to be a reference to do the linear regression for calculating the $^{238}$U concentration in the sample. For the isotope dilution, the $^{238}$U and $^{233}$U signals in the ICP-MS measurement were used to calculate the massic isotope ratio ($R_{U-238/U-233}$) between $^{238}$U and $^{233}$U. As known amount of $^{233}$U was spiked into each sample, the absolute concentration ($C_{U-238}$) of $^{238}$U in the sample can be calculated as $C_{U-238} = C_{233U} \times R_{U-238/U-233}$. In the external standardization, a simple linear regression was employed by plotting the signals of the three standard solutions (y-axis) versus their corresponding $^{238}$U concentrations (x-axis), thus to calculate the $^{238}$U concentration in each real sample.

The instrumental limit of detection (LOD) was calculated as 3 times of standard deviation (3*SD) of blank solution (n=10), namely, 0.5 mol/L HNO$_3$ or 1 ppb In-0.5 mol/L HNO$_3$. The method detection limit (MDL) was calculated as 3*SD*d, where d is the dilution factor for the sample, therefore the MDL will be 30*SD, 60*SD and 150*SD, for a 10-time, 20-time and 50-time diluted sample, respectively.

RESULTS AND DISCUSSION

Operational conditions and analytical performance of the ICP-QQQ instrument

The operational condition was optimized based on tuning of different parameters for the ICP-QQQ instrument to achieve sufficiently high sensitivity and stability for the measurement. The optimized condition for the ICP-QQQ instrumental operation is listed in Table 1. The ICP-QQQ was operated without the use of reaction cell, i.e., M1=M2=238. Monitored masses were typically m/z=115, 232, 233 238 for $^{115}$In, $^{232}$Th, $^{233}$U and $^{238}$U with integrated measurement time (integrated time = dwell time × sweeps + stabilization time between sweeps) of 0.1s, 0.1s, 3s and
3s, respectively. The reason for monitoring $^{232}$Th is to ensure that no interference of thorium hydride $^{232}$Th$^1$H at m/z=233 would occur for $^{233}$U measurement. It was observed that the increase of integrated time for each analyte would facilitate a stable instrumental condition, thus provide improved repeatability for the measurement.

On the other hand, integrated time should also be compromised with the sample throughput and operational cost to achieve a rapid and cost-effective measurement. In principle, the more sweeps the better statistic of the measurement, however, more stabilization time (‘dead time’ for the detector) will be needed between each sweep, and therefore the sweeps were optimized to be 300 in this work. Under the operational condition summarized in Table 1, a good repeatability with a relative standard deviation value (RSD) of about 3% (n=6) was achieved from analysis of a 50-time diluted seawater sample containing 3.4 ppb of uranium. The total turnover time for each sample analysis including washing (45 s), sample uptake (45 s) and measurement (62 s) is about 2-3 minutes; considering all other times involved in sample preparation (dilution) and calibration, a sample throughput of 12 sample/h can be achieved.

The calculated results for LODs and MDLs for $^{238}$U in different quantitation approaches indicate that both LODs and MDLs were blank limited. The LOD and MDLs are 5-order lower when using 0.5 mol/L HNO$_3$ as the blank solution (LOD =0.11 ppt and MDL=1.14-5.68 ppt for 10-50 times diluted sample) than the ones (using 1ppb In-0.5 mol/L HNO$_3$ as the blank solution LOD =0.68 ppt and MDL=6.77-33.85 ppt for 10-50 times diluted sample). From the average signal measured at m/z=238 for both blank solutions (320 cps in 0.5 HNO$_3$ solution versus 1223 cps in 1ppb In-0.5 mol/L HNO$_3$), we could confirm the relatively high $^{238}$U contribution from the indium standard solution into the blank. Nonetheless, all the LODs and MDLs obtained above are at least two orders of magnitude lower than typical $^{238}$U concentration (3 ppb) in open
seawater, indicating the ICP-QQQ instrument provides sufficient sensitivity for real seawater sample analysis.

**Matrix effect on the sensitivity of the ICP-QQQ instrument**

Figure 1 indicates the variation of $^{238}$U sensitivity with the ICP-QQQ measurement time for seawater samples after 50-time dilution. It can be seen that the sensitivity of $^{238}$U increases by 15% (from 0.6 to 0.7 cps/ppq) in the first hour of measurement. Afterwards, the sensitivity continuously dropped with the measurement time and reached to about 0.5 cps/ppq (corresponding to 30% signal suppression) when the ICP-QQQ operational time reached to 4 hours. This variation is very likely due to the matrix effect of seawater samples. In open seawater, the typical salinity is around 35‰ with Na$^+$ (11 ppm), Mg$^{2+}$ (1.2 ppm), Ca$^{2+}$ (0.4 ppm) and K$^+$ (0.4 ppm) as the major cations, even after 50 times dilution, the total concentration of Na, Mg, Ca and K elements is still as high as 0.3 ppm [44].

The signal enhancement in initial measurement might be attributed to the increased collisional rate due to the existence of easily ionized elements (primarily Na, Mg, Ca and K) [45,46]. However, with the continuous injection of samples, a suppression of ionisation occurred. This could be a consequence of the deposition of dissolved solids in seawater, which slowly plug or clog the sample introduction pathway (nebuliser, torch, sampler and skimmer cone orifices). Similar signal enhancement and suppression phenomena induced by the concomitant elements (Na, K, Cs, Mg and Ca) have been reported in previous studies for several analytes (V, Cr, Mn, Ni, Co, Cu, Zn, Cd and Pb) [46], which is in good agreement with our observation.

Practically, to obtain a relatively stable measurement condition, it is recommended to ‘pre-condition’ the ICP-MS instrument by running a few real samples (without using the data) prior to the real measurement. Regular cleaning the system (especially sampler and skimmer cones) and
retuning the instrumental parameters is necessary to maintain the optimal operational condition, especially when observing a significant signal drop after continuously measuring a number of real seawater samples.

**Quantitation analysis for $^{238}$U ICP-MS measurement**

To test the analytical performance of the ICP-MS measurements for $^{238}$U with different calibration approaches (internal standardization, isotope dilution and external calibration), a series of studies were carried out on 10-50 times dilution of IAEA-381 seawater [47]. There are also other approaches for the quantitation of $^{238}$U can be used, for example, standard addition and addition calibration. However, both approaches are rather tedious [38,48], therefore were not applied in this work.

From Table 2 it can be seen that, higher relative bias are observed for values calculated using either internal standardization ($^{115}$In) or external standardization compared to isotope dilution approach. In the external standardization approach, the dilution factor affects significantly the analytical accuracy and the relatively bias changed from 1.6% to -31.7%, when the dilution factor decreased from 50 to 10. This reflects the prominent matrix effect to the ionization efficiency when insufficiently diluted seawater was injected into the plasma. Comparing to the external standardization, the isotope dilution and internal standardization approaches are less sensitive to the dilution factor, but still, the highest relative bias occurred for samples with the least dilution (10 times) in both cases. The slightly increased relative bias in internal standardization approach probably related to the relatively high background level in the 1ppb In-0.5 mol/L HNO$_3$ blank solution. Among these three quantitation approaches, the isotope dilution indicates the most stabilized accuracy for 20-50 folders diluted seawater, which is selected as the optimal approach in this work. Another advantage of isotopic dilution approach is that no
calibration curve is needed, since it is a relative method and the $^{238}\text{U}$ results only related to the ratio of $^{238}\text{U}/^{233}\text{U}$ signal from the ICP-MS and $^{233}\text{U}$ spiked in the samples. Whereas for the internal and external standardization approaches, careful linear regression analysis have to be carried out each time by selecting appropriate concentrations of standard solution to ensure the sample signal to be in central zone of calibration curve.

Based on the measurement of 112 Baltic and Greenlandic seawater samples with $^{238}\text{U}$ ranging within 0.1-3.7 ppb, the correlation between the $^{238}\text{U}$ concentration calculated using internal standardization ($y$) and isotope dilution ($x$) is $y=1.168x$ (see Figure 2). This means there is averagely 16.8% relative bias for the values obtained by internal standardization comparing to isotope dilution, which potentially suggests that $^{115}\text{In}$ may not be an ideal internal standard for $^{238}\text{U}$. The following explanations are possible for this result: 1) mass discrimination effect due to the large difference in mass number between $^{115}\text{In}$ ($m/z=115$) and $^{238}\text{U}$ ($m/z=238$), which is confirmed by several studies suggesting the important of close match in terms of mass number of analyte and internal standard to the analytical precision and accuracy [45,49,50]; 2) differences between $^{115}\text{In}$ and $^{238}\text{U}$ in signal enhancement or suppression caused by concomitant matrix elements [46]; 3) different ‘build-up’ memory effect in the ICP-MS system due to their different chemical properties.

Besides $^{115}\text{In}$, several other internal standards have been reported for $^{238}\text{U}$ analysis, including $^{103}\text{Rh}$, $^{159}\text{Tb}$, $^{165}\text{Ho}$, $^{209}\text{Bi}$ and $^{205}\text{Tl}$ [37,40,51]. Promising results have been reported when $^{103}\text{Rh}$ was used as an internal standard for uranium measurement in tap water [40]. This is in contrast to the theory of mass discrimination effect since $^{103}\text{Rh}$ and $^{238}\text{U}$ have rather larger mass difference than that between $^{115}\text{In}$ and $^{238}\text{U}$. However, this mass discrimination maybe less significant for fresh water samples with low matrix content compare to seawater. Igarashi et al. [51] compared
several internal standards (including $^{115}$In) for $^{238}$U determination in biological samples, where $^{115}$In indicated the most significant signal drift from $^{238}$U, in contrast, $^{209}$Bi and $^{205}$Tl were selected as optimal internal standards for $^{238}$U.

The correlation (Figure 2) between the $^{238}$U concentration calculated by external standardization (y) and isotope dilution (x) is $y=1.033 \times$, indicating smaller deviation (3.3%) between the values calculated using a simple linear regression and the isotope dilution. This implies that external standardization could be applied for seawater samples with sufficient dilution (e.g., 50 times), especially in the case that $^{233}$U spike is not available for the measurement. Nevertheless, it should be noted that external standardization still could produce erroneous results because of the matrix-induced interferences, since in some extreme cases (e.g., seawater with high organic matter content) it is difficult to closely match the matrix of the standards with the samples.

**Representativeness of the sample for $^{238}$U measurement**

In the experiment, an interesting phoneme reflecting the impact of sample representativeness on the $^{238}$U (and salinity) results was observed. After kept Roskilde SWT and Greenland SWT immovably for 6 months, four subsamples were taken from each sample at different depths. These eight subsamples were treated with and without filtration to check whether uranium was attached to the small particles during the storage. As indicated in Figure 3, the overall results for salinity and $^{238}$U are comparable between filtered and unfiltered sub-samples, which in line with our observation in practice that negligible amount of particles was obtained after the filtration for all sub-samples.

Salinity data indicate a general increasing trend with the increase of depth where the sample was taken. $^{238}$U concentration in the saline seawater (Greenland SWT) from an open sea also
increases with the increase of sample depth, except a slight fluctuation occurred in the second layer (15 cm), which probably due to the disturbance and water movement during the subsample collection. For the brackish seawater (Roskilde SWT) from a shallow fjord, the $^{238}\text{U}$ concentration is decreasing slightly for the bottom layer. This might be a consequence of precipitation of $^{238}\text{U}$ after being reduced from U(VI) to U(IV) due to the depletion of oxygen in the water, since large areas of the container were covered by self-growing fungus after 6-months storage.

Even considering the measurement uncertainties (<10%), the differences in salinity and $^{238}\text{U}$ concentration between the surface and bottom layer is still notable (24% and 11% for salinity in the Roskilde SWT and Greenland SWT, respectively, and 16% for $^{238}\text{U}$ in the Greenland SWT). This probably can be explained by the fact that with temperature change during the sample storage, pure water molecular (containing neither uranium and nor salts) maybe evaporated and then condensed on the wall of the container which finally dripping or flowing along the wall to the seawater surface, thus the $^{238}\text{U}$ concentration and salinity were diluted. The increased $^{238}\text{U}$ concentration and salinity could partly be a build-up consequence of this long-term evaporation-condensation process; it could also be related to the thermodynamic movement of molecular which requires more in-depth investigation to reveal the detailed mechanism. Nevertheless, our overall observations suggest whenever taking small aliquots from large volume of water samples stored in immovable containers for relatively long periods, vigorous mechanical mixing prior to the sampling is necessary to ensure the homogeneity of the sample and thus the representativeness of the analytical results.

**CONCLUSIONS AND PERSPECTIVES**
A simple method was established and successfully applied for direct measurement of uranium
\(^{238}\text{U}\) in seawater. The method provides a rapid analysis of \(^{238}\text{U}\) with sample throughput of 12
sample/h, a limit of detection of 0.1 ppt and good repeatability with a relative standard deviation
(RSD) of about 3\% (n=6). 20-50 time dilution for typical seawater samples combining with
isotope dilution for quantitation analysis is recommended in the proposed method for achieving
reliable \(^{238}\text{U}\) concentration measurement. While confirming the applicability of the ICP-MS-
based method to obtain fast and accurate information on \(^{238}\text{U}\) concentrations in seawater, the
proposed method can be easily applied for any other type of water samples. The analytical merit
of direct measurement of \(^{238}\text{U}\) is not only providing an effective analysis for \(^{238}\text{U}\) concentration,
in many cases involving determination of minor uranium isotopes (e.g., \(^{236}\text{U}, ^{234}\text{U}, ^{235}\text{U}\)), the
directly measurable \(^{238}\text{U}\) (before and after the chemical separation) can also service as an
intrinsic chemical yield tracer for these minor uranium isotopes, thus no addition of high-purity
chemical yield tracer (e.g., \(^{232}\text{U}\) or \(^{233}\text{U}\)) is need. Differentiated \(^{238}\text{U}\) concentrations were
observed in subsamples taken at different layers from bulk seawaters stored for 6 months,
triggering our awareness in the sample representativeness when handling large volume water
samples after long periods of storage.
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Figure 1. Variation of $^{238}$U sensitivity for different standard solutions over the measurement time (about 10 real seawater samples were measured following each standard solution; legends below the figure indicate the $^{238}$U concentrations of the standard solutions; the numbers in the bracket are the date (dd/mm/yy) for the ICP-MS measurement)
Figure 2. Correlation between internal/external standardization (std. as abbreviation in the figure) and isotope dilution approaches for the quantitation of $^{238}$U concentration in 50 time-diluted real seawater samples (n=112)
Figure 3. $^{238}$U concentration and salinity measured for the subsamples taken at different depth from two bulk samples (Roskilde SWT and Greenland SWT, 600 L for each) stored for 6 months.
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Table 1. ICP-QQQ operating conditions employed for the determination of $^{238}$U

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan Type</td>
<td>Single Quad</td>
</tr>
<tr>
<td>Tune mode</td>
<td>No gas</td>
</tr>
<tr>
<td>Acq Mode</td>
<td>Spectrum</td>
</tr>
<tr>
<td>Q2 Peak Pattern</td>
<td>1 point</td>
</tr>
<tr>
<td>RF Power</td>
<td>1550 W</td>
</tr>
<tr>
<td>RF Matching</td>
<td>1.80 V</td>
</tr>
<tr>
<td>Smpl Depth</td>
<td>6.4 mm</td>
</tr>
<tr>
<td>Carrier Gas Flow</td>
<td>1.10 L/min</td>
</tr>
<tr>
<td>Sweeps</td>
<td>300</td>
</tr>
<tr>
<td>Total Acq time/replicate [sec]</td>
<td>12.36</td>
</tr>
<tr>
<td>Monitored mass and Integrated</td>
<td>115 0.1</td>
</tr>
<tr>
<td>time [sec]</td>
<td>232 0.1</td>
</tr>
<tr>
<td></td>
<td>233 3</td>
</tr>
<tr>
<td></td>
<td>238 3</td>
</tr>
</tbody>
</table>
**Table 2.** Results for direct measurement of $^{238}$U in IAEA-381 Irish seawater using different calibration approaches

<table>
<thead>
<tr>
<th>Dilution factor</th>
<th>Subsample</th>
<th>$^{238}$U-isotopic dilution ($^{233}$U), ppb</th>
<th>Bias*, %</th>
<th>$^{238}$U-external standardization, ppb</th>
<th>Bias*, %</th>
<th>$^{238}$U–internal standardization (115In), ppb</th>
<th>Bias*, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>A</td>
<td>3.20 ± 0.17</td>
<td>-5.5</td>
<td>2.17 ± 0.22</td>
<td>-36.1</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>3.18 ± 0.16</td>
<td>-6.2</td>
<td>2.20 ± 0.22</td>
<td>-35.0</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>3.18 ± 0.16</td>
<td>-6.1</td>
<td>2.39 ± 0.24</td>
<td>-29.5</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>3.17 ± 0.16</td>
<td>-6.5</td>
<td>2.43 ± 0.24</td>
<td>-28.4</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>3.11 ± 0.18</td>
<td>-8.3</td>
<td>2.31 ± 0.23</td>
<td>-31.8</td>
<td>3.82 ± 0.23</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>3.13 ± 0.17</td>
<td>-7.6</td>
<td>2.39 ± 0.24</td>
<td>-29.6</td>
<td>3.58 ± 0.20</td>
<td>5.5</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>3.16 ± 0.17</td>
<td>-6.7</td>
<td>2.31 ± 0.23</td>
<td>-31.7</td>
<td>3.70 ± 0.23</td>
<td>9.1</td>
</tr>
<tr>
<td>SD</td>
<td></td>
<td>0.04</td>
<td></td>
<td>0.11</td>
<td></td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>A</td>
<td>3.27 ± 0.18</td>
<td>-3.4</td>
<td>2.68 ± 0.27</td>
<td>-20.8</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>3.35 ± 0.17</td>
<td>-1.2</td>
<td>2.69 ± 0.27</td>
<td>-20.6</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>3.28 ± 0.18</td>
<td>-3.2</td>
<td>2.93 ± 0.29</td>
<td>-13.5</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>3.30 ± 0.17</td>
<td>-2.6</td>
<td>2.96 ± 0.30</td>
<td>-12.7</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>3.28 ± 0.18</td>
<td>-3.1</td>
<td>2.97 ± 0.30</td>
<td>-12.5</td>
<td>3.34 ± 0.18</td>
<td>-1.4</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>3.28 ± 0.17</td>
<td>-3.2</td>
<td>3.00 ± 0.30</td>
<td>-11.5</td>
<td>3.30 ± 0.17</td>
<td>-2.5</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>3.30 ± 0.17</td>
<td>-2.8</td>
<td>2.87 ± 0.30</td>
<td>-15.3</td>
<td>3.32 ± 0.23</td>
<td>-2.0</td>
</tr>
<tr>
<td>SD</td>
<td></td>
<td>0.03</td>
<td></td>
<td>0.14</td>
<td></td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>A</td>
<td>3.56 ± 0.19</td>
<td>5.1</td>
<td>3.31 ± 0.33</td>
<td>-2.4</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>3.60 ± 0.19</td>
<td>6.3</td>
<td>3.25 ± 0.33</td>
<td>-4.3</td>
<td>NM</td>
<td>NM</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>3.37 ± 0.24</td>
<td>-0.6</td>
<td>3.34 ± 0.33</td>
<td>-1.6</td>
<td>3.85 ± 0.22</td>
<td>13.7</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>3.33 ± 0.19</td>
<td>-1.7</td>
<td>3.36 ± 0.34</td>
<td>-0.9</td>
<td>3.92 ± 0.21</td>
<td>15.6</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>3.60 ± 0.18</td>
<td>6.2</td>
<td>3.74 ± 0.37</td>
<td>10.3</td>
<td>3.47 ± 0.18</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>3.63 ± 0.19</td>
<td>7.0</td>
<td>3.67 ± 0.37</td>
<td>8.3</td>
<td>3.55 ± 0.18</td>
<td>4.6</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>3.52 ± 0.19</td>
<td>3.7</td>
<td>3.44 ± 1.6</td>
<td>1.6</td>
<td>3.70 ± 0.21</td>
<td>9.0</td>
</tr>
<tr>
<td>SD</td>
<td></td>
<td>0.13</td>
<td></td>
<td>0.21</td>
<td></td>
<td>0.22</td>
<td></td>
</tr>
</tbody>
</table>

# Each subsample was prepared and measured by independently.
*The information value of $^{238}$U in IAEA-381 Irish seawater is 3.39 ± 0.32 ppb [47].
‘NM’ means the replicate was not measured using the internal standardization approach.
All the uncertainties for $^{238}$U concentrations are the expanded uncertainties with a coverage factor of k=1.
Highlight

- A rapid and simple method for direct measurement of $^{238}\text{U}$ in seawater was established based on the use of triple quadrupole inductively coupled mass spectrometry (ICP-QQQ).
- 20-50 time dilution for typical seawater samples combining with isotope dilution for quantitation analysis is recommended in the proposed method for achieving reliable $^{238}\text{U}$ measurement.
- A ‘differentiation’ phenomenon in $^{238}\text{U}$ concentration was observed for the first time in subsamples taken from different layers of long-term stored bulk seawater (600 L), indicating that the sample representativeness is important to be bear in mind especially when handling large volume water samples after long periods of storage.