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Abstract—Integration of electricity and heat distribution networks offers extra flexibility to system operation and improves energy efficiency. The energy hub (EH) plays an important role in energy production, conversion and storage in such coupled infrastructures. This paper provides a new outlook and thorough mathematical tool for studying the integrated energy system from a deregulated market perspective. A mathematical program with equilibrium constraints (MPEC) model is proposed to study the strategic behaviors of a profit-driven energy hub in the electricity market and heating market under the background of energy system integration. In the upper level, the EH submits bids of prices and quantities to a distribution power market and a heating market; in the lower level, the two markets are cleared and energy contracts between the EH and two energy markets are determined. Network constraints of physical systems are explicitly represented by an optimal power flow problem and an optimal thermal flow problem. The proposed MPEC formulation is approximated by a mixed-integer linear program via performing integer disjunctions on the complementarity and slackness conditions and binary expansion technique on the bilinear production terms. Case studies demonstrate the effectiveness of the proposed model and method.
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I. INTRODUCTION

As modern cities are facing environmental problems nowadays, water and space heating devices which originally burn coals have been gradually replaced by electrical ones such as electric boilers and heat pumps (HPs). Moreover, the district heating system [1], in which thermal energy is produced centrally and distributed through a pipeline network, is becoming popular in countries and regions with long cold winters, owing to its higher efficiency. Electrification of heating devices and mushrooming of district heating networks (DHNs) have created integrated energy distribution systems which harness multiple energy resources in urban areas [2]–[4]. The key component in such a coupled infrastructure is the energy hub (EH) [2], [5], which plays the role of energy production, conversion and storage. The EH impacts the operation of different physical systems with heterogeneous energy carriers, and has the potential to participate in electricity, heat, and natural gas markets at the same time.

In view of the interdependence across different physical infrastructures, extensive efforts have been devoted to the study of modelling, planning, and operation of integrated energy systems with EHs and multi-carrier energy flows since the pioneer work in [2], [5]. A systematic modelling approach was presented in [6] to automatically building the coupling matrix for EHs using the graphic theory. A mixed-integer linear program (MILP) formulation was introduced by [7] which considers more accurate plant performances, such as startup/shutdown operations and variable efficiency curves. For operation related studies, unleashing the flexibility from the coordination of multi-carrier energy flows through EHs is the core target. Except for the basic models in [2], [5], [6], joint optimization of natural gas, heating, and electric power flows was investigated in [8]. A decomposition framework was proposed in [9] for optimization of system energy flows with multiple EHs. The optimal operation strategies of residential and industrial EHs were considered in [10], [11]. To explicitly quantify the impact of uncertainties and risks, the robust optimization approach was applied to EH operation in [12]. A two-point estimate method was employed in [13] to model the uncertainty of solar panel output. A resilient operation model of multi-carrier microgrids was developed in [14] based on mixed integer bi-level program. For planning oriented work, optimal expansion planning of EH was discussed in [15] which considers energy efficiency, emission, and reliability. Reliability-aware optimal planning models were presented in [16], [17] to design the multi-carrier energy systems and EHs. The optimal planning of EH considering operation uncertainty constraints was investigated in [18]. In [19], [20], distributed renewable energy and emission reduction were taken into account in the planning of EHs, respectively.

In aforementioned research, an implicit assumption is that a central authority is in charge of the whole system. However, in current practice, the power distribution network (PDN) and DHN are managed by different sectors. The EH could also be owned by a third-party entity and unwilling to accept mandatory orders. With the development of smart grid technologies, the distribution power market shows its advantages in dispatching available assets in the optimal way, and has attracted major attentions in recent years [21]–[23]. Although the heating market is not as competitive and mature as the...
electricity market, it is attracting increasing attention from researchers, due to development of district heating systems [1]. Heating market organization is discussed in [24], which can be categorized into regulated markets (such as China, Russia) and deregulated markets (such as Denmark, Sweden). Heat pricing scheme is a key issue and receives a lot of research efforts. For regulated markets, a cost-plus method is presented in [25], where the heat price is released and fixed by a government agency. For deregulated markets, in a similar vein to the power market, the marginal pricing scheme could reflect the real-time value of resources, and has been studied in existing literature, for example, the shadow price method [26], the locational marginal price [27], [28], and the equivalent marginal cost [29]. A comprehensive survey can be found in [30]. Energy markets at the distribution level will provide unique opportunities for energy system integration and promoting energy transactions. In a deregulated market, no one has full control authority on all the resources in the network.

Strategic behavior in multi-resource energy markets has been studied. A prototype integrated heat-power system was built in Denmark [31] to study the interaction between heat market and power market. A multi-layer trading framework was investigated in [32], and was formulated as a bilevel program. A bilevel programming model is proposed in [33] for the optimal energy management of EH, which acts as an intermediary agent between the power and natural gas distribution systems. The competition among EHs in demand side management was represented by a Nash game in [34], [35]. Moreover, the optimal bidding strategy of an EH in the electricity market is investigated in [36] to consider the uncertain market prices with a stochastic approach. Nevertheless, network models are neglected in above work, because they focus on the residential-level energy hub. A single hub has little impact on the distribution network. The distribution-level EH considered in this paper provides energy to PDN and DHN, and could influence their production schedules.

This paper proposes an MPEC model to study the strategic behaviors of a profit-driven EH in the distribution-level electricity market and heating market under the background of energy system integration. The electricity and heating markets are cleared according to an optimal power flow (OPF) problem and an optimal thermal flow (OTF) problem, respectively, which determine energy contracts with the EH. The EH submits prices and quantities to the markets by anticipating the consequence of clearing results. The MPEC formulation is then approximated by an MILP. Integer disjunction is performed on KKT optimality conditions associated with two market clearing problems, and the binary expansion technique is used to linearize the bilinear production terms. The contribution of this paper is that it provides thorough mathematical model and computational method for studying the integrated energy system from a deregulated market point of view.

The rest of this paper is organized as follows. The electricity and heating market clearing problems are presented in Section II. The strategic bidding problem of the EH is formulated as an MPEC and transformed into an MILP in Section III. Case studies are conducted in Section IV, followed by conclusions in Section V.
pipe; constraints be adjusted to guarantee a feasible solution of the thermal part. The hydraulic condition in a DHN should develop in [38], which consists of a hydraulic part and send back to heat sources. 

withdrawn by a heat exchanger and delivered to the consumer; from the supply side to the return side, and thermal energy is returned by the confluence node, the temperature of the mixed fluid is always holds. At heat load (source) nodes, water traverses from the supply (return) side to the return (supply) side. In the OTF model, (1) is applied to every pipe across the supply and return networks.

The heating system has large thermal inertial. For building space heating, the customer sets a reference temperature profile, which is translated into a heat demand curve by the smart home appliance. Hence the thermal inertial effect will be considered during the construction of heat demand curve, which can be separated from the market clearing problem.

2) Pipeline model

When water traverses in the supply and return pipelines, its temperature drops due to the inevitable heat loss. For any pipe in either the supply network or the return network, the following relation holds

\[ \tau_{\text{out}} = (\tau_{\text{in}} - \tau_{\text{amb}}) e^{-\lambda_b l_b / c_p n_b} + \tau_{\text{amb}} \]  

where \( \tau_{\text{in}} \) and \( \tau_{\text{out}} \) are the inlet and outlet temperatures of the pipe; \( \tau_{\text{amb}} \) is the ambient temperature; \( \lambda_b \) is the heat transfer coefficient of the pipe per unit length, and \( l_b \) is the length of the pipe. \( n_b \) is the mass flow rate from the inlet to outlet. In the OTF model, (2) is applied to every pipe in the supply and the return networks.

The ambient temperature \( \tau_{\text{amb}} \) in (2) is treated as a constant, because most heating systems consist of an underground pipeline network, the change of ambient temperature is relative small, and thus neglected. For the on-ground pipeline network, we can incorporate time-varying ambient temperature \( \tau_{\text{amb}}^{\text{mixed}} \), and the time interval is one hour. Such data can be retrieved from weather forecast.

The time frame of thermal transients in pipelines depends on the spatial scale of the DHN and the mass flow velocity. If the network is small, the system can reach a thermal equilibrium in a few minutes, whereas the market is cleared once a hour, so temperature transients in pipelines can be neglected in such circumstance. If the DHN scatters in a large area, the transient effect in pipelines could be prominent. Since modeling transients in water pipelines involves a non-linear model [4], the heating market clearing problem will become challenging to solve. More tractable formulation or approximation model remains an open problem. A simple remedy is to regulate the mass flow velocity to shorten the transient process [39].

3) Fluid mix at confluence node

When water flows with different temperatures come across at a confluence node, the temperature of the mixed fluid is determined by the energy conservation law, which gives

\[ \tau_{\text{mix}} = \frac{\sum_{b \in E(i)} (\tau_{\text{out}}^b n_b)}{\sum_{b \in E(i)} n_b} \]  

where \( E(i) \) is the set of pipes whose outlet connects to node \( i \); \( \tau_{\text{out}}^b \) is the water temperature at the outlet of pipe \( b \in E(i) \); \( n_b \) is the mass flow rate in pipe \( b \in E(i) \). The mixed fluid leaves the confluence node with the same temperature,

\[ \tau_{\text{in}}^b = \tau_{\text{mix}}, \quad \forall b \in L_B(i) \]  

where \( L_B(i) \) is the set of pipes whose inlet connects to node \( i \). In the OTF model, (3)-(4) should be applied to the supply side of every source node and the return side of every load node.

At the return side of every source node and the supply side, water flow diverges and the temperature remains the same,

\[ \tau_{\text{out}}^b = \tau_{\text{in}}^b, \quad \forall b \in L_E(i), \quad \forall b' \in L_B(i) \]  

The thermal operating status of a DHN can be described by the inlet and outlet temperatures of pipelines in the supply and return networks, as well as the supply side and return side temperatures of pipelines crossing the two networks. All temperature variables are encapsulated in vector \( \tau \). Vector \( h \) denotes the output of heat sources. The thermal flow of a DHN can be written in a compact form as,

\[ A_H h + B_H(m) \tau = b_H \]  
\[ C_H h + D_H(m) \tau \leq d_H \]  

where \( A_H, b_H, C_H \) and \( d_H \) are constant coefficient matrices; \( B_H(m) \) and \( D_H(m) \) are coefficient matrices depending on the mass flow rates \( m \). Thermal flow (1) through (5) are considered in (6a). Lower and upper bounds of \( \tau \) and \( h \) have been taken into account in (6b). Clearly, (6) is nonlinear and con-convex. In practical, the DHN is usually operated in simpler ways, in which either the mass flow rates or the nodal temperatures are fixed. In this work, we adopt the former one, i.e., mass flow rates \( m \) are fixed and constraint set (6) becomes linear with nodal temperatures and heating source output being decision variables.

In the envisioned heating market, the operator seeks the most
economic dispatch of heat sources. From the energy balance perspective, the operation cost largely depends on the total output of heat sources, which is equal to the heat load plus pipeline losses. In what follows, we will show that mass flow rates \( \dot{m} \) have little impact on pipeline losses.

Heat loss in a pipeline can be calculated as,

\[
\Delta E = c_p\dot{m}(\tau^{in} - \tau^{out})
\]

Substituting (2) into (7) results in,

\[
\Delta E = c_p\dot{m}\left(\tau^{in} - \tau^{am}\right)\left(1 - e^{-\frac{\lambda lb}{c_p\dot{m}}}\right)
\]

where \( 0 < \lambda lb / c_p\dot{m} \ll 1 \). Consider the relation \( e^{-x} \approx 1 - x \), we obtain,

\[
\Delta E \approx c_p\dot{m}(\tau^{in} - \tau^{am})\frac{\lambda lb}{c_p\dot{m}} = \lambda lb(\tau^{in} - \tau^{am})
\]

From the above equation, we can see that the pipeline loss \( \Delta E \) does not depend on the mass flow rate \( \dot{m} \). This means that as long as (6) is feasible, the hydraulic condition has little impact on the cost. Therefore, \( \dot{m} \) can be set in prior, corresponding to the constant flow and variable supply temperature operating mode in [40].

We assume traditional heat sources in the DHN are coal-fired and gas-fired boilers, whose production costs are convex quadratic functions of their output. The EH bids an offering price \( \xi^b \) and purchases electricity from the power market at a price \( \chi^b \). Then the PDN operator clears the market by minimizing the total cost,

\[
C_{PDN} = \sum_j \left[ a_j(\dot{p}_j^g)^2 + b_j\dot{p}_j^g + c_j^h\dot{p}_j^h - \chi^b\dot{p}_j^db \right]
\]

where the first term represents generation cost; \( a_j, b_j \) are coefficients of the quadratic function. Define \( p_0^g = \sum_{j \in \pi(0)} P_{0j} \) the total power delivered from the transmission network, furthermore, \( a_0 = 0, b_0 \) is the electricity price at the transmission network. The second (third) term is paid to (by) the EH for purchasing (consuming) energy at a rate of \( p_0^h(p^db) \).

Denote by \( p \) the generation dispatch \( p^g \) and energy transactions \( p^h, p^db \) with the EH, \( p^h_0 \) and \( p^db_0 \) are respectively the maximal electricity quantities the EH is willing to provide or purchase, \( x \) the remaining variables. The power market clearing problem is given in a compact form,

\[
\min_{p, x} \frac{1}{2}p^T Q_p p + c_p^T (\xi^b, \chi^b) p
\]

s.t. \( A_p p + B_p x = b_p \) (13b)

\[
C_p p + D_p x \leq L_p (p^h_0, p^db_0)
\]

where (13b) collects equality constraints (9)-(11); (13c) stands for lower and upper bounds for decision variables.

III. STRATEGIC BIDDING OF THE ENERGY HUB

A. EH model

Conceptually, an energy hub is a black box component with multiple energy inputs and outputs. It can be implemented by integrating some mainstream energy conversion and storage facilities together, say, combined heat and power (CHP) plants, electrical-powered or gas-fired boilers, air-source and ground-source heat pumps, as well as electricity and heat storage units.
Future energy hubs may be built based on compressed-air energy storage systems [45], [46] and concentrating solar power plants [47], [48]. We consider an EH sketched in Fig. 3, which links a PDN and a DHN. The electricity input is supplied by the PDN, and the natural gas input is supplied by a gas company. Different from a residential one, the EH considered here can sell electricity and heat to the PDN and DHN, respectively, at its output side. In the EH, electricity can be used to charge an electricity storage unit (ESU), or consumed by a HP which produces heat. Natural gas is burnt by a CHP unit to produce electricity and heat. Heat can be stored in a thermal storage unit (TSU) if necessary. The operating constraints include the following:

\[ \begin{align*}
    p_{t,1}^{E} + p_{t,2}^{gas}e_{t}^{chp} + p_{t,2}^{dis}e_{t}^{ch} &= p_{t}^{gb}, \quad \forall t \\
    p_{t,1}^{H} + p_{t,2}^{gas}h_{t}^{chp} + h_{t}^{ch} - h_{t}^{dis} &= h_{t}^{b}, \quad \forall t
\end{align*} \]

where \( p_{t}^{gas} \) is the inflow of consumed gas fuel, \( p_{t}^{gb} \) and \( h_{t}^{b} \) are the cleared amount of electric power and thermal energies in the respective markets, and \( p_{t}^{dis} \) is the delivered power from the electricity market. These variables are not directly controlled by the EH, instead, they are determined from the market clearing problems. \( E_t \) and \( H_t \) are the stored electricity and heat in the ESU and TSU, respectively. \( e_{t}^{ch} \) and \( e_{t}^{chp} \) are the charging and discharging power of the ESU, respectively. \( h_{t}^{ch} \) and \( h_{t}^{dis} \) are the charging and discharging power of the TSU. Physical meaning of other variables are depicted in Fig.3. \( p_{t,m}^{E} \) and \( p_{t,m}^{H} \) are the electricity quantity offer and bid, respectively. \( h_{t,m}^{b} \) is the heat quantity offer. (14a) and (14b) define the electric and thermal balance inside the hub; (14c) determines the required electric power demand; the state-of-charges (SoCs) of ESU and TSU are described in (14d) and (14e), respectively. We assume that the final SoC is identical to the initial one, i.e., \( E_T = E_0; H_T = H_0 \); the bounds of \( p_{t,m}^{gb}, p_{t,m}^{db}, \) and \( h_{t,m}^{b} \) are limited in (14f), (14g), and (14h), respectively; the bounds of other variables are collected in (14i). Simultaneous charging and discharging are prevented by introducing binary variables in the charging/discharging rate constraints in (14i).

**B. MPEC formulation of the Optimal Bidding Model**

The connection of the EH with the PDN and DHN is shown in Fig. 4. It submits quantities and prices of thermal and electric energies in the respective market, and gets paid in accordance with the offering prices. Different energy prices in peak and valley hours precipitate arbitrage opportunities. The EH seeks maximum profit through the following optimization problem:

\[ \begin{align*}
    \max & \quad (\zeta)^{T}h^{b} + (\zeta)^{T}p^{gb} - (\chi)^{T}p^{db} - (\gamma)^{T}p^{gas} \\
    \text{s.t.} & \quad \text{EH operating constraints} (14) \\
    & \quad \text{heating market clearing} (8) \\
    & \quad \text{power market clearing} (13)
\end{align*} \]

where price vectors \( \zeta, \zeta, \chi, \gamma \) represent heat offering prices, electricity offering prices, electricity purchasing prices, and gas prices in the day-ahead market, respectively; energy contract vectors \( h^{b}, p^{gb}, p^{db}, p^{gas} \) stand for the cleared heat quantities, electricity generations, electricity demands, and gas demands, respectively. (15b) encapsulates the EH operating constraints. As energy contracts are determined from the heating market clearing problem in (15c) and power market clearing problem in (15d), the EH bidding model (15) is an MPEC. From the game theoretical point of view, MPEC (15) can be regarded as a single-leader multi-follower Stackelberg game, in which the EH and two markets make sequential decisions. The optimal strategy of EH and corresponding market clearing results interpret a market equilibrium under Stackelberg competition. To solve this bilevel problem, notice the fact that both of the market clearing problems (8) and (13) render convex quadratic programs. Hence, they can be replaced by their respective KKT optimality conditions, then problem (15) is transformed into a single-level optimization problem. To this end, the KKT optimality conditions are presented as follows.

**Heating market clearing**

\[ A_{H} h + B_{H}(\text{in})\tau = b_{H} \]
where \( \lambda_h \) and \( \mu_h \) are the vectors of dual variables associated with the equality and inequality constraints of the heating market clearing problem (8). Vectors \( d_H \) and \( c_h \) are linear in \( h_{b,m} \) and \( c^b \) submitted by the EH, which are treated as constants in the heat market clearing problem. (16a) and (16b) are feasibility constraints of primal variables; (16c) and (16d) are feasibility constraints of dual variables; (16e) represent the complementary slackness conditions.

### Power market clearing

\[
A_P p + B_P x = b_P \quad (17a)
\]

\[
C_P p + D_P x \leq d_P (p^{gb}_{m}, p^{db}_{m}) \quad (17b)
\]

\[
Q_P p + c_p (\xi^p, \chi^p) + A_P^T \lambda_p + C_P^T \mu_p = 0 \quad (17c)
\]

\[
B_P^T \lambda_p + D_P^T \mu_p = 0 \quad (17d)
\]

\[
\mu_p^T (C_P p + D_P x - d_P (p^{gb}_{m}, p^{db}_{m})) = 0 \quad (17e)
\]

where \( \lambda_p \) and \( \mu_p \) are the vectors of dual variables associated with the equality and inequality constraints of the power market clearing problem (13). Vectors \( c_p \) and \( d_p \) are linear in \( \xi^p, \chi^p, p^{gb}_{m}, \) and \( p^{db}_{m} \) submitted by the EH, which are treated as constants in the electricity market clearing problem. (17a) and (17b) are feasibility constraints of primal variables; (17c) and (17d) are feasibility constraints of dual variables; (17e) represent the complementary slackness conditions.

Because the EMO and HMO could dispatch local generators (heat sources) in the PDN (DHN), bidding a high price is not always a good choice for the EH because it may lead to the loss of market share. When congestion and other security constraints are considered, the energy hub might possess strong market power in certain cases. We assume that the EH and two markets would reach certain agreements on the lower and upper bounds of offering prices to guarantee market fairness. If there are multiple EHs, we can set up an EPEC model [49] to describe competitions among these EHs, while MPEC (15) serves as the essential unit of the EPEC, in which strategies of rivals are regarded constants. The fixed point of bidding strategies from all energy hubs constitutes the equilibrium in the market. Therefore, model (15) provides a reference formulation for studying more complicated problems.

### C. An MILP approximation

The KKT conditions described in (16) and (17) are still nonlinear and non-convex. The difficulty arises from the complementarity and slackness constraints which have the form of \( 0 \leq x \perp y \geq 0 \), as well as production terms \( (\xi^b)^T h^b, (\xi^b)^T p^{gb}, \) and \( (\chi^b)^T p^{db} \) in the objective function (15a).

For the complementarity condition \( 0 \leq x \perp y \geq 0 \), we adopt the linearization method in [50] to express it as,

\[
0 \leq x \leq M z, \quad 0 \leq y \leq M (1 - z) \quad (18)
\]

where \( M \) is a large enough constant; \( z \) is a vector of binary variables with same dimension as \( x \) and \( y \); and \( 1 \) is the all-one vector with the same dimension as \( z \). As long as the big-M parameter is large enough, this transformation is exact and no accuracy is lost.

For the bilinear production terms in the form of \( xy \) where \( x \) and \( y \) are two continuous variables, we employ the binary expansion method in [51, 52] to linearize them. Particularly, we use \( 2^K \) discrete points to approximate possible values of \( y \) in its feasible interval \([y^1, y^m]\), which gives rise to,

\[
y = y^k + \Delta y \sum_{k=1}^K 2^{k-1} z_k \quad (19)
\]

where \( z_k, k = 1, \ldots, K \) are binary variables, and the step size \( \Delta y \) is given by,

\[
\Delta y = \frac{y^m - y^l}{2^K} \quad (20)
\]

As such, \( xy = xy^l + \Delta y \sum_{k=1}^K 2^{k-1} x z_k \). Let \( v_k = x z_k, k = 1, \ldots, K \), the bilinear term \( xy \) can be formulated by,

\[
xy = xy^l + \Delta y \sum_{k=1}^K 2^{k-1} v_k \quad (21)
\]

\[
0 \leq x - v_k \leq x^m (1 - z_k), \forall k \quad (22)
\]

\[
0 \leq v_k \leq x^m z_k, \forall k \quad (23)
\]

If \( z_k = 0, v_k = 0 \) is forced by (23), and the feasible interval of \( x \) is retained in (22). If \( z_k = 1, v_k = x \) is forced by (22), and the feasible interval of \( x \) is given in (23). In either case, we have the relation \( v_k = x z_k, k = 1, \ldots, K \), so the right-hand side of (21) provides a linear expression of \( xy \). The approximation accuracy of binary expansion can be controlled by the number of expansion segments. According to (20), the number of binary variables needed in this approach grows moderately \([O(\log_2 K)],where K is the number of expansion segments\). For example, if a continuous variable in the interval \([0,1]\) is approximated by 32 discrete points, then we need 5 binary variables to express the expansion.

In our problem, because the energy contracts interpret optimal solutions of market clearing problems, discrete approximation could miss the exact one, which may cause infeasibility of the KKT condition. Therefore, we expand the bidding strategies \( (\xi^b, \chi^b) \) through binary variables. Applying (21)-(23) to all production terms in (15a), we obtain the linearized objective.
function (Obj-Lin for short)

\[
\text{Obj-Lin} = \sum_{t} \left[ \xi \xi_t p_t^{gb} + \Delta \xi \sum_{k=1}^{K} \zeta_{k-1} p_t^{gb} \right] - \sum_{t} \gamma_{t} p_t^{gas} + \chi \chi_{t} h_{t}^{b} + \Delta \chi \sum_{k=1}^{K} \zeta_{k-1} h_{t}^{b} \right] - \sum_{t} \zeta_{t} p_t^{dh} + \Delta \zeta \sum_{k=1}^{K} \zeta_{k-1} d_{t}^{h}
\]

(24)

In summary, the MILP form of the EH bidding MPEC can be expressed as,

\[
\max \text{ Obj-Lin (24)}
\]

s.t. EH operation constraints (14)

Cons-BE

KKT-Lin-Heat

KKT-Lin-Power

where Cons-BE collects all additional constraints in the form of (22)-(23) introduced by binary expansion; KKT-Lin-Heat and KKT-Lin-Power represent linearized KKT conditions of market clearing problems (8) and (13) after performing the linear disjunctive formulation in (18).

**Remark:** Incorporating Uncertainties.

In a decision-making problem in PDN, uncertainty usually originates from the market prices and renewable output. In this work, energy prices between the EH and two markets depend on the bidding strategies or bilateral agreements, which are decision variables or constants. The natural gas is supplied by a gas retailer. In view of the current organization of the gas market, the gas fuel price remains constant intraday, which is apparent to the EH and thus deterministic. However, nodal electricity price at the root bus of PDN is determined by the upper level transmission network which may be uncertain. Moreover, the output of renewable-driven distributed generators could be volatile.

In our current model, uncertain factors are not considered, because we have storage units which can mitigate the negative impact of renewable fluctuations. In other words, system security is not a main concern due to the advent of the EH. Nonetheless, if the economic impact of these uncertain factors are under investigation, we can use the scenario based stochastic programming approach, which minimizes the expected payoff of the EH. More precisely, problem (25) is solved for every scenario with probability \( p_s \), \( s = 1, 2, \cdots, n \), the corresponding optimal value is \( v_s \), then the expected cost is \( \sum_s p_s v_s \), because the problem is totally decoupled with respect to scenario.

If the real-time market is considered and a two-stage stochastic model is used to tackle uncertainty factors, the situation would be more complicated, because the day-ahead decision cannot change in the real-time stage. It is very difficult to incorporate uncertainty in the bi-level optimization framework using the scenario stochastic approach. One remedy would be restricting the number of bidding strategies of the energy hub so as to reduce the dimension of decision variables in the day-ahead stage. Another is using the proposed deterministic model in the day-ahead market, and adopt a look-ahead bidding (with a few number of periods) in a rolling-horizon fashion for the real-time market, as such uncertainty will be tackled in the real-time stage.

**IV. CASE STUDIES**

**A. Basic Configurations**

In this section, numeric experiments are carried out on a test system to validate the effectiveness of the proposed model and method. The system is comprised of a modified IEEE 33-bus PDN and a 32-node DHN. The EH connects to the PDN at Bus 2 and the DHN at Node 31. System topology is shown in Fig. 5. 2 gas boilers (GB) and 2 gas turbines (GT) produce thermal and electrical energy in the DHN and PDN, respectively. Static var generators with the capacity of 1.0 MVar are placed at Bus 3 and Bus 12 for compensating reactive power and maintaining the voltage profile. Parameters of GTs, GBs, and the EH are listed in Tables I-II. Detailed system data can be found in [53].

In our tests, 128 discrete points (\( K = 7 \)) are used in the binary expansion scheme. For security considerations, the maximum delivered power (\( p_0^g \)) from the slack bus is 3 MW (also called the feeder capacity) in the PDN, and the maximum gas inflow rates (\( p_{gas}^g \)) delivered to the EH is 1.5 MW. The lower bound, upper bound, and average of heat offering prices

**TABLE I**

<table>
<thead>
<tr>
<th>GT No.</th>
<th>( p^g (\text{MW}) )</th>
<th>( q^g (\text{MVar}) )</th>
<th>( a ($/\text{MW}^2) )</th>
<th>( b ($/\text{MW}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GT 1</td>
<td>[0, 1.5]</td>
<td>[0, 0.5]</td>
<td>0.12</td>
<td>20.0</td>
</tr>
<tr>
<td>GT 2</td>
<td>[0, 2.0]</td>
<td>[0, 1.0]</td>
<td>0.09</td>
<td>15.0</td>
</tr>
<tr>
<td>Heat No.</td>
<td>( h^g (\text{MW}) )</td>
<td>location</td>
<td>( \alpha ($/\text{MW}^2) )</td>
<td>( \beta ($/\text{MW}) )</td>
</tr>
<tr>
<td>GB 1</td>
<td>[0, 1.0]</td>
<td>Node 1</td>
<td>0.15</td>
<td>20.0</td>
</tr>
<tr>
<td>GB 2</td>
<td>[0, 1.0]</td>
<td>Node 32</td>
<td>0.16</td>
<td>18.0</td>
</tr>
</tbody>
</table>
prices $\gamma$: In the benchmark (Gas-BEN) case, $\gamma = 26\$/MWh and remains unchanged; In the gas extreme (Gas-Ex) case, $\gamma = 40\$/MWh and keeps constant throughout the day; In the peak-valley scenario (Gas-PV), $\gamma = 30\$/MWh in periods 7-18 and $\gamma = 20\$/MWh in the remaining periods.

4) Storage efficiency: Efficiencies of storage units significantly impact the operation of EH. For the ESU, the round-trip efficiency differs a lot depending on the specific technology. For instance, compressed-air energy storage is around 40%-60% [55], pumped storage is approximately 75%-85% [56], and battery storage can reach above 96%. For the TSU, the round-trip efficiency parameter are usually above 98% [57]. In our tests, we decrease the charging and discharging efficiencies ($\eta_{chp}^{in}$/$\eta_{chp}^{out}$) of ESU from 98% to 60% (corresponding to decrease the round-trip efficiency from 96% to 36%), and keep the TSU efficiency ($\eta_{tsu}^{in}$/$\eta_{tsu}^{out}$) as a constant of 98%.

5) Market power: The EH possesses market power and its bidding strategies could influence the clearance of the electricity and heat markets. In normal condition, if the offering price is low, the markets would buy more energies from the hub; otherwise, the hub would gradually loss market share because the system operator could dispatch more local generators or heat sources. Sometimes, due to congestion or other security considerations, the system operator has no choice but to buy energy from the EH. To limit its market power, we consider case MP-RtCap, in which the capacity of the feeder in PDN is changed from 3MW to 6MW; case MP-TBPos, in which GT1 and GT2 are moved to Bus 6 and Bus 13, respectively, and their capacities are increased from 1MW to 2MW; case MP-GasLim, in which the maximal gas input of EH decreases from 1.5MW to 1MW.

![Fig. 7. Retail electricity price profiles at Bus 2.](image)

The load and price curves used in each scenario are sum-

<table>
<thead>
<tr>
<th>TABLE II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>$p_{ch}^{wh}$</td>
</tr>
<tr>
<td>$p_{ch}^{wh}$</td>
</tr>
<tr>
<td>$h_{ch}^{wh}$</td>
</tr>
<tr>
<td>$h_{ch}^{wh}$</td>
</tr>
<tr>
<td>$v_{esu}^{wh}$</td>
</tr>
<tr>
<td>$p_{ch}^{wh}$</td>
</tr>
</tbody>
</table>

![Fig. 6. Heat and electricity load profiles.](image)
TABLE IV
PROFIT AND COMPUTATIONAL TIME FOR EACH CASE

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Cost ($)</th>
<th>Revenue ($)</th>
<th>Profit ($)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDN Gas</td>
<td>278.28</td>
<td>595.87</td>
<td>317.59</td>
<td>82.43</td>
</tr>
<tr>
<td>El-TOU</td>
<td>331.07</td>
<td>489.72</td>
<td>158.65</td>
<td>62.03</td>
</tr>
<tr>
<td>El-PV</td>
<td>303.23</td>
<td>774.96</td>
<td>471.73</td>
<td>88.97</td>
</tr>
<tr>
<td>El-Ex</td>
<td>152.30</td>
<td>519.09</td>
<td>366.8</td>
<td>85.61</td>
</tr>
<tr>
<td>Spring</td>
<td>324.41</td>
<td>680.61</td>
<td>356.20</td>
<td>197.5</td>
</tr>
<tr>
<td>Summer</td>
<td>301.03</td>
<td>538.06</td>
<td>236.03</td>
<td>28.83</td>
</tr>
<tr>
<td>Gas-Ex</td>
<td>381.41</td>
<td>134.54</td>
<td>526.95</td>
<td>42.77</td>
</tr>
<tr>
<td>Gas-PV</td>
<td>309.14</td>
<td>360.00</td>
<td>556.44</td>
<td>103.9</td>
</tr>
</tbody>
</table>

Fig. 8. Price and quantity bid/offer in case BEN.

Fig. 9. SoCs of the ESU and TSU inside the EH.

Fig. 10. Electricity price bids and offers versus electricity price curves.

Fig. 11. Heat price offers versus electricity price curves.

B. Results

The average run time of each test case over 50 randomly generated parameter sets is about several minutes, which is quite inspiring and acceptable for day-ahead market applications. Results in each scenario are summarized in Table IV.

1) The benchmark case: the offering/bidding price and quantity curves are plotted in Fig. 8. Scheduling of storage units and their SoC dynamics are drawn in Fig. 9. The EH purchases electricity with a lower price from the PDN in periods 1-6. A fraction of the purchased electricity is stored in the ESU for potential arbitrage during peak hours, e.g., periods 7-8, 19-23. The peak demand of the DHN is about 2 MW, and the GBs cannot meet the demands in peak hours of the day. The EH constantly maintains a certain level of thermal energy output. In periods 1-5, as the electricity is cheap, no gas fuel is purchased, and the thermal energy is produced by HP equipped in the EH. In periods 3 and 5, more heat is converted from the HP and used to charge the TSU for future usage.

From period 6, the real-time price begins to rise, and the EH switches to consuming gas and producing heat and electricity using the CHP unit. Since the HP has a higher efficiency than the CHP unit, the heat offering price $\chi^b$ in periods 1-5 are smaller than the remaining time of the day during which the heat is produced by the CHP unit. Electricity quantity bids and offers ($p_m^b, p_m^d$), and heat quantity offers ($q_m^b$) are equal to the cleared values. Through the cross-arbitrage among electricity market, gas market, and heat market, the EH gains a profit of $469.48$.

2) Impact of electricity and gas prices: prices of electricity and gas have pivotal influences on the actions of EH. Electricity price bids ($\chi^b$) and offers ($\chi^f$), and heat price bids ($\xi^b$) in El-TOU, El-PV, and El-Ex scenarios are shown in Fig.10 and Fig.11, respectively. With the given price curve in scenario El-Ex, the EH bids the lowest electricity offering price ($\chi^f$) during periods 1-6 and highest heat offering price ($\chi^b$) during periods 8-24, and gains the highest arbitrage revenue of $1178.4$ and the highest profit of $903.39$. The electricity price mechanisms have little impacts on heat price offers as indicated in Fig.11. This is because during periods 7-21, the heat demand is high, so the EH possesses strong market power, and the heat offering price quickly reaches the upper bound.

The amounts of purchased gas fuel in the BEN scenario, the Gas-PV scenario, and the Gas-Ex scenario are compared...
in Fig. 12. Once the gas price is increased from 268$/MWh to 408$/MWh in case Gas-EX, we can see that the EH alters its strategy to purchasing electricity from the PDN instead of purchasing gas in peak-hours as in case BEN. This strategy uses HP to produce adequate thermal energy which is reserved in TSU so as to meet heat demands without using expensive natural gas. Consequently, the PDN revenue and the profit of EH in the Gas-Ex scenario are the lowest in Table IV. With the deepened integration of energy systems, real-time gas market may appear in the future, from which the EH can benefit by making full use of the cheap gas during off-peak hours. It is also observed in Fig. 12 that the EH purchases more natural gas in Gas-PV case than it does in Gas-Ex case as the gas price is lower, and receives more revenue from the electricity market since the production cost of the CHP unit declines. Compared with the BEN case, the gas purchasing cost is lower in Gas-PV case because gas is bought during off-peak hours. As a result, the total revenue in Gas-PV case is the highest. Certainly, this conclusion is not universal and depends on actual price data.

3) Impact of load shape: The offering prices and quantities of heat in the BEN case (the Winter scenario) and the Summer scenario are compared in Fig. 13. Since the total heat demand in Summer is lower than that in Winter, the revenue from selling heat to DHN, as well as the total profit, is smaller than that in the BEN case.

4) Impact of storage efficiency: In this set of tests, TOU electricity price curve in Fig. 7 is used; the efficiency of TSU is equal to 98%. The efficiency parameter of ESU varies, and results are listed in Table V. It is observed that when $\eta_{E SU} > 75\%$, the efficiency significantly impacts the total revenue; further decrease in $\eta_{E SU} / \eta_{T SU}$ does not have much influence on the total profit, because the EH scarcely arbitrages electricity, and the revenue from the PDN mainly comes from selling electricity generated by the CHP unit which burns gas. Purchased electricity from the PDN is stored in ESU or converted to heat for supplying demands. From the last three rows of Table V, it is observed that more electricity charging cost is necessitated to support the total arbitrage since the electricity charging efficiency is lower. Nevertheless, the minimum profit can be guaranteed by consuming natural gas, demonstrating the advantage of multi-carrier energy integration.

5) Market power mitigation: Results in the three cases defined in subsection A are illustrated in Figs. 14-16. Through limiting the maximal gas delivery rate in case MP-GasLim, the EH consumes less gas during day-time than it does in case BEN and imports more electricity in period 24 as shown in Fig. 15. Since the electricity offering price is high, which can be seen from Fig. 16, the change in the total revenue is tiny ($\approx 469.48$ v.s. $\approx 466.44$). The revenue in the heating market remains the same.
Arbitrage is the main source of profit in this case, which can be observed from the price and quantity curves in Figs. 15-16. MP-GasLim, the gas fuel import reduces during peak hours, which can be seen in Fig. 14. Meanwhile, more electricity is purchased during off-peak hours (1-6), as indicated in Fig. 15, to compensate the decrease of gas contract. Furthermore, since GTs offer more electricity in case MP-TBPos, the offering price (ξ_k) in period 18 is lower than case BEN.

Another way to limit the market power of EH is to increase the capacity of the feeder (distribution line connecting to the slack bus). In case MP-RtCap, because more cheaper electricity can be delivered to consumers, the EH losses certain market share and purchases very little gas as indicated in Fig. 14. Since less gas is purchased in case MP-RtCap (as in Fig. 14) and heat can only be generated through HP by consuming electricity, more electricity is purchased during periods 1-7 and 11-16 to supply heat demand. Electricity arbitrage is the main source of profit in this case, which can be observed from the price and quantity curves in Figs. 15-16.

V. CONCLUSIONS
The paper proposes systematic modelling and computational methods for profit-driven energy hubs participating in distribution electricity and heating markets. The strategic bidding problem of the energy hub accounting for the market clearing problems is formulated through an MPEC. In order to solve this problem in a systematic way, we develop an MILP approximation model based on optimality condition transformation and integer programming techniques. Case studies show that the profit of energy hub is mainly affected by the natural gas prices and storage efficiencies in a certain range, and a minimal profit can be maintain under extreme price scenario of either gas fuel or electricity retail price by switching to the alternative energy resource.

The proposed model and method can provide useful information in various applications. An energy hub owner can use the proposed method to determine the optimal bidding strategies in the electricity and heating market. An investor can use the model to examine the profit of energy hub under a given system design, which helps him to select better plans; The government agency can use the model to investigate the market power of the energy hub and the equilibrium state in the integrated energy system, so as to decide on critical market parameter (such as the maximum offering price) and maintain market fairness.
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