Abstract—Backlash compensation is used in modern machine-tool controls to ensure high-accuracy positioning. When wear of a machine causes deadzone width to increase, high-accuracy control may be maintained if the deadzone is accurately estimated. Deadzone estimation is also an important parameter to indicate the level of wear in a machine transmission, and tracking its development is essential for condition-based maintenance. This paper addresses the backlash estimation problem using sliding-mode and adaptive estimation principles and shows that prognosis of the development of wear is possible in both theory and practice. This paper provides the proof of asymptotic convergence of the suggested estimator, and it shows how position offset between motor and load is efficiently utilized in the design of a very efficient estimator. The algorithm is experimentally tested on a drive-train system with the state-of-the-art Siemens equipment. The experiments validate the theory and show that expected performance and robustness to parameter uncertainties are both achieved.
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I. INTRODUCTION

DEVELOPING backlash in coupling equipment due to wear is one of the main reasons for performance degradation in machine-tool systems. Since high-accuracy tool positioning is fundamental for maintaining the workpiece tolerances, backlash compensation solutions are used in nearly all modern computer numerical control algorithms. As such, knowledge of the deadzone angles in advance is essential for integrating backlash compensation in the position servo loops of the machine drive motors. In this context, online estimation methods may facilitate an automatic compensation solution for developing backlash and also provide valuable information for prognosis and equipment lifetime.

The backlash phenomenon in various mechanical systems has been extensively studied over the past three decades. Indirect backlash estimation methods pertain to identifying torques and accelerations of the system parts that are affected by the backlash and from these signals drawing conclusions on the width of the deadzones. A characteristic example is the work in [1], where backlash estimation in a gearing system was done via calculation of the speed change of the driving part of the gear. An extended Kalman filter was employed in [2] and [3] for estimating the backlash torque in a two-mass motor arm and an automotive powertrain. The backlash function parameters were identified offline based on this estimated torque. Hägglund [4] used describing functions to model the effects of backlash in a closed-loop motion system. He presented an online calculation making use of a static relation between backlash model parameters and controller gains. Optimization techniques for offline identification of backlash torque were employed in [5] for cascaded linear systems and in [6] for a vehicle drive-line system, where position, velocity, and torque measurements were used. The backlash torque was modeled with a “contact”/“noncontact” approach in [7]. The “noncontact” torque was modeled by a differentiable function of deadzone width and assessed the backlash amplitude indirectly through “noncontact” torque estimation in a nonlinear observer. Experimental validation was presented in [8] using a sliding-mode observer (SMO).

In most of the previous studies, backlash was described as the resulting torque when contact of the two moving parts of the coupling takes place. Direct estimation of the deadzone angle has mainly been addressed as an offline identification problem with methods that are valid for perturbations around a linearization point of the system [2], [3], [5], [6]. In our prior work [9], we proposed a smooth backlash model based on variable shaft stiffness and outlined the basic ideas of a cascaded architecture for backlash estimation based on sliding-mode and adaptive principles along with simulations.

This paper extends our previous work by presenting a complete theoretical framework for the design of the deadzone angle estimator. Specifically, the varying-stiffness model is modified to a more generic scheme that includes the initial motor-to-load position offset. The cascaded design of the estimation algorithm, outlined in [9], is presented in more detail, and proofs of its convergence and stability properties in connection to the estimator’s modular structure are provided. Moreover, a robustness analysis of the algorithm with respect
to modeling uncertainties is carried out and bounds are given for the deadzone estimation error. Finally, the theoretical findings are validated both with simulations and through a number of experiments performed on a real single-axis drive train with the state-of-the-art Siemens equipment.

This paper is organized as follows. Section II states the estimation problem discussed in this paper, describes the drive-train system, and presents the modified backlash model based on varying shaft stiffness. Section III analytically describes the design of the deadzone estimation scheme and provides the convergence and stability proof for the adaptive estimator. The effect of model uncertainties on the performance of the algorithm is discussed in Section IV, where a proof for the boundedness of the estimation error is presented. Section V illustrates the estimator performance in a simulation environment. Experimental validation of the theoretical findings is provided in Section VI. Finally, conclusions are drawn and future work is discussed in Section VII.

II. SYSTEM MODELING AND PROBLEM FORMULATION

A. Drive-Train Modeling

As discussed in [9], a typical single-axis machine tool can be described as a drive train, which consists of the drive motor, a flexible shaft with damping and backlash, and a generalized load with friction. The correspondence between the single-axis machine tool and the abstraction of the drive train can be seen in Fig. 1.

The drive component is a permanent magnet synchronous motor (PMSM) that is typically used for actuating linear axes in machine tools, especially for highly dynamic tasks. The motor is position-controlled with a cascade of a proportional and a proportional–integral controller, used for the position and the velocity loops, respectively.

In general, the electrical closed-loop dynamics is much faster than that of the mechanical system. Moreover, since the focus of this paper is on the identification of backlash, i.e., on the level of the accelerations, and since the torque produced by the motor is measured, the closed-loop electrical dynamics of the motor will not be considered in this paper. This does not affect the design of the estimation algorithms as it will become clearer later in the analysis.

The dynamics of the mechanical drive-train system reads

\[ \dot{\omega}_m = \frac{1}{J_m} \left( u - T_{F,m}(\omega_m) - \frac{1}{N} T_{I}^{BF}(x) \right) \]  
\[ \dot{\theta}_m = \omega_m \]  
\[ \dot{\omega}_l = \frac{1}{J_l} (T_{I}^{BF}(x) - T_{F,l}(\omega_l)) \]  
\[ \dot{\theta}_l = \omega_l \]

where \( \omega_m, \theta_m, \dot{\omega}_l, \dot{\theta}_l \) are the angular velocity and position of the motor and the load, respectively, \( J_m \) and \( J_l \) are the corresponding inertias and \( N \) is the gearing ratio. In the backlash-free case, the interconnecting torque \( T_{I}^{BF} \) is given as

\[ T_{I}^{BF}(x) = K_S \left( \frac{1}{N} \dot{\theta}_m - \dot{\theta}_l \right) + D_S \left( \frac{1}{N} \omega_m - \omega_l \right) \]

where \( K_S \) is the shaft stiffness and \( D_S \) is the damping coefficient and the superscript “BF” stands for “backlash-free.”

The friction torques acting on the drive motor and the load express different frictional phenomena. \( T_{F,m} \) comes mostly from the contacting surfaces of the motor bearings, while \( T_{F,l} \) describes the total Coulomb and viscous friction in the load. The two friction torques are modeled as described in the following equations [10]:

\[ T_{F,m}(\omega_m) = T_{C,m} \text{sgn}(\omega_m) + \beta_m \omega_m \]  
\[ T_{F,l}(\omega_l) = T_{C,l} \text{sgn}(\omega_l) + \beta_l \omega_l \]

where \( \text{sgn}(\cdot) \) is the signum function defined in (63) in Appendix A. The parameters \( \beta_m, \beta_l, T_{C,m}, \) and \( T_{C,l} \) are considered as constant. Fig. 2 shows the block diagram of the drive-train system in the open loop.

B. Backlash Modeling

Backlash shows up as a loss of engagement between two moving parts (e.g., motor and load) due to a developing gap.
The backlash phenomenon can be interpreted as a sudden change either in the load inertia or in the shaft stiffness. In general, the backlash torque is modeled after the restoring and damping torques in a mass-spring-damper system, while in the deadzone, these two torques are either vanishing or becoming very small, nearly zero. A number of studies have been carried out regarding the description of the torques due to backlash. The most intuitive and common one is the deadzone model [10], [11], where the interconnecting torque due to backlash. The most intuitive and common one is the deadzone model [10], [11], where the interconnecting torque due to backlash.

**Fig. 3. Backlash illustration.** The straight dashed line denotes the relative configuration between the motor and the load rotors that is taken as zero position difference. When the difference between the motor and the load position is larger than $-\delta_1$ or smaller than $\delta - \delta_1$, then the two shafts are disengaged and no torque is applied to the motor or the load.

The backlash angle is defined and its dynamics is used for calculating the impact torque.

$$\Delta \theta \triangleq \frac{1}{N} \theta_m - \theta_l$$

$$\Delta \omega \triangleq \frac{1}{N} \omega_m - \omega_l$$

The interconnecting torque $T_l^{BF}$ in the deadzone model is replaced by the backlash torque

$$T_l^{DZ} = \begin{cases} K_S (\Delta \theta + \delta_1) + D_S \Delta \omega, & \Delta \theta < -\delta_1 \\ K_S (\Delta \theta + \delta_1 - \delta) + D_S \Delta \omega, & \Delta \theta > \delta - \delta_1 \\ 0, & 0 \leq \Delta \theta + \delta_1 \leq \delta \end{cases}$$

where $\delta$ is the width of the deadzone in rad. In the modified smooth model proposed in [9], the shaft stiffness and the backlash torque are described by

$$K_{BL} = \frac{K_S}{\pi} \left[ \arctan(\alpha(\Delta \theta - \delta + \delta_1)) - \arctan(\alpha(\Delta \theta + \delta_1)) \right]$$

$$T_l(x, \delta) = \left[ \Delta \theta + \delta_1 - \frac{\delta}{2} (1 + \text{sgn}(\Delta \theta)) + \frac{D_S}{K_S} \Delta \omega \right] \cdot K_{BL}(\Delta \theta, \delta)$$

where $x \triangleq [\omega_m \ \theta_m \ \omega_l \ \theta_l]^T$ is the state vector, $0 \leq \delta_1 \leq \delta$ is the initial motor-load position offset, and $\alpha$ is a large positive real number that parameterizes how steep the change in the stiffness is. For $\alpha \rightarrow \infty$, it is clear that $T_l \rightarrow T_l^{DZ}$. This can also be seen in Fig. 4, where the stiffness $K_{BL}(\Delta \theta, \delta)$ and the corresponding backlash torques are plotted for different values of the parameter $\alpha$. A complete explanation of the most important variables and notation used in the modeling of the system is provided in Table I.

**C. Problem Formulation**

The collective objective can be summarized in the following problem formulation.

---

**TABLE I**

**SYSTEM MODEL NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_m, \omega_l$</td>
<td>Motor/load angular velocity</td>
<td>rad s$^{-1}$</td>
</tr>
<tr>
<td>$\theta_m, \theta_l$</td>
<td>Motor/load angular position</td>
<td>rad</td>
</tr>
<tr>
<td>$u$</td>
<td>Torque command</td>
<td>N m</td>
</tr>
<tr>
<td>$T_{F,m}, T_{F,l}$</td>
<td>Motor/load friction</td>
<td>N m</td>
</tr>
<tr>
<td>$T_l^{BF}, T_l$</td>
<td>Interconnecting/backlash torque</td>
<td>N m</td>
</tr>
<tr>
<td>$J_m, J_l$</td>
<td>Motor/load inertia</td>
<td>kg m$^2$</td>
</tr>
<tr>
<td>$K_S$</td>
<td>Shaft stiffness</td>
<td>N m rad$^{-1}$</td>
</tr>
<tr>
<td>$D_S$</td>
<td>Shaft damping coefficient</td>
<td>N m s rad$^{-1}$</td>
</tr>
<tr>
<td>$N$</td>
<td>Gearing ratio</td>
<td>–</td>
</tr>
<tr>
<td>$T_{C,m}, T_{C,l}$</td>
<td>Coulomb friction on the motor/load</td>
<td>N m</td>
</tr>
<tr>
<td>$\beta_m, \beta_l$</td>
<td>Viscous friction coefficients</td>
<td>N m s rad$^{-1}$</td>
</tr>
<tr>
<td>$\delta, \delta_1$</td>
<td>Deadzone angle/position offset</td>
<td>rad</td>
</tr>
</tbody>
</table>
Fig. 4. Left: shaft stiffness varying between two values. The larger the value of $\alpha$ is, the steeper the change in the stiffness is. Right: backlash torque for a sinusoidal motion profile using the deadzone model (red dotted curve) and the varying-stiffness model (solid lines) for different values of $\alpha$.

Problem 1 (Deadzone Angle Estimation): Consider the single-axis drive-train system described in (1)–(4), (6), and (7), where $T_{BF}^l$ is replaced by the backlash torque defined in (11) and (12) with the known initial position offset $\delta_1$. Design an online dynamic estimator for the deadzone angle $\delta$, such that the estimate $\hat{\delta}$ fulfills the following requirements.

1) Convergence to a compact set containing the real deadzone angle value $\delta = \delta^*$.

2) Maximum steady-state absolute estimation error is less than $10^{-2}$ rad.

III. BACKLASH DEADZONE ANGLE ESTIMATION

The estimation of the deadzone angle belongs to the family of problems of online parameter estimation in systems with nonlinear parameterization, treated in numerous works in the literature. The reader is indicatively referred to [20]–[25].

The approach presented in [9] is partially based on a method for parameter estimation in nonlinearly parameterized systems presented in [26]. The basic idea relates to estimating a perturbation of the system dynamics that depends on the unknown parameter and then finding an adaptation law for estimating the parameter itself. In [26], both the perturbation and the unknown parameter are estimated simultaneously using the two estimation blocks (perturbation and parameter) in the feedback interconnection. In [9], these two estimation tasks are separated to allow for an independent design for each of them. In this section, the estimation scheme presented in [9] is elaborated and a proof of its convergence and stability properties is provided.

A. Method Overview

As in [9], the dynamics of the load shown in (3) is used to apply the method for the deadzone angle estimation. This is because all the states are measured and the unknown parameter $\delta$ affects the dynamics of both the motor and the load in the same way, i.e., through the torque $T_l$. The load velocity subsystem can be rewritten in the form

$$\dot{\omega}_l = -\frac{1}{J_l} T_{F,l}(\omega_l) + \phi(x, \delta)$$

with

$$\phi(x, \delta) \triangleq \frac{1}{J_l} T_l(x, \delta)$$

and $\delta = \delta^*$ being the unknown parameter, which belongs to a compact set $D \subset \mathbb{R}_{\geq 0}$. The method is divided in two parts.

1) Obtain an estimation $\hat{\phi}$ of the perturbation $\phi(x, \delta^*)$.

2) Derive an adaptation law for the deadzone angle

$$\dot{\hat{\delta}} \triangleq \rho(x, \hat{\phi}, \hat{\delta})$$

based on $\hat{\phi}$.

B. Sliding-Mode Perturbation Observer

A second-order SMO is used for finding an estimate of $\phi$. Its structure is given by [27], [28]

$$\dot{\hat{\omega}}_l = -\frac{1}{J_l} T_{F,l}(\hat{\omega}_l) + v$$

where $\hat{\omega}_l = \omega_l - \hat{\omega}_l$ is the velocity estimation error and $v$ is an appropriate high frequency term, called the injection signal, that depends on the innovation signal $\tilde{\omega}_l$.

From (3) and (16), the dynamics of the velocity estimation error in the absence of any model or parameters uncertainties reads

$$\dot{\tilde{\omega}}_l = \tilde{\omega}_l - \hat{\omega}_l = \frac{1}{J_l} T_l(x, \delta^*) - v.$$  

With the sliding manifold that is defined as

$$S \triangleq \{\tilde{\omega}_l \in \mathbb{R} : \tilde{\omega}_l = \dot{\tilde{\omega}}_l = 0\}$$

the design of $v$ is given in [29]

$$v = k_1|\tilde{\omega}_l|^2 \text{sgn}(\tilde{\omega}_l) + k_2 \int_0^t \text{sgn}(\tilde{\omega}_l(\tau))d\tau$$
where \( k_1 \) and \( k_2 \) are positive gains. The resulting observer is called the supertwisting sliding-mode observer (STSMO), and it is proven in [30] and [31] that for appropriate positive gains \( k_1 \) and \( k_2 \), the injection signal \( v \) brings the observer error dynamics on the sliding manifold \( S \) in finite time, where it remains thereafter.

If the error dynamics reaches the sliding manifold, then \( \tilde{\omega}_t = \hat{\omega}_t = 0 \) for all future times, which from (17) leads to

\[
v = \frac{1}{J_l} T_l(x, \delta^*). \tag{20}
\]

In other words, if the injection signal \( v \) is designed such that the estimation error dynamics reaches the sliding manifold \( S \) and remains thereafter, then the unknown perturbation \( \phi = (1/J_l) T_l \) is indirectly calculated from (20) [32]. Hence, the unknown perturbation can be estimated at each time instant \( t \) by

\[
\hat{\phi} = k_1 |\tilde{\omega}_t|^2 \text{sgn}(\tilde{\omega}_t) + k_2 \int_0^t \text{sgn}(\tilde{\omega}_t(\tau)) d\tau. \tag{21}
\]

Remark 1: The choice of a second-order SMO for a system of relative degree 1 (the subsystem is scalar) was made due to the property of higher order SMOs of alleviating the chattering in the injection and estimation signals [28], [33].

Remark 2: Apart from the appropriate selection of \( k_1 \) and \( k_2 \), the finite-time estimation additionally requires that \( T_l \) and \( \tilde{T}_l \) are bounded. This is ensured by the boundedness of the state vector and the smoothness of the backlash model. However, the bound on \( \tilde{T}_l \) is proportional to \( \alpha \). This means that the closer the model is to the deadzone model, the larger this bound will be, which in turn leads to higher gains for the observer and, consequently, more chattering in the estimation signal.

Remark 3: Since \( |\tilde{T}_l| \) is bounded by a positive number \( \rho \), selecting the STSMO gains \( k_1 \) and \( k_2 \), such that \( k_2 > \rho, k_1 > 1.41(2k_2 + \rho)^{1/2} \), ensures finite-time convergence of the velocity estimation error to the sliding manifold [34]. Given the discontinuous nature of the backlash phenomenon (abrupt engagement/disengagement between motor and load), such a selection may lead to large gains and unacceptable levels of chatter in the estimation signal. An alternative way to tune the STSMO is to start with small values of \( k_1 \) and \( k_2 \) and increase \( k_1 \) until before substantial chatter shows up in the estimation signal. At that point, the system will not be in the sliding motion, which means that \( \tilde{\omega}_t(t) = s(t, \omega(t)) \Rightarrow v = (1/J_l) T_l + s(t, \omega(t)) \), where \( s(t, \omega(t)) \neq 0 \) is bounded by \( \omega_0 \). Further increase of \( k_2 \) will improve the accuracy of the perturbation estimation without significantly increasing the chatter. The effect of not perfect estimation of \( \phi \) on the deadzone angle estimation accuracy is extensively discussed in Section IV.

C. Adaptive Backlash Angle Estimator

The adaptive deadzone angle estimator is based on the design proposed in [26] for the estimation of unknown parameters in nonlinearly parameterized systems. For the rest of the analysis, we consider that the unknown parameter \( \delta = \delta^* \) lies in a compact set \( D = [0, \delta_{\text{max}}] \subset \mathbb{R}_{\geq 0} \), where \( \delta_{\text{max}} \) is the largest considered deadzone angle, and we define the backlash angle estimation error as

\[
\tilde{\delta} = \delta^* - \hat{\delta}. \nonumber
\]

The following assumptions are made.

Assumption 1: The deadzone angle is constant or slowly varying, i.e.,

\[
\delta^* \approx 0. \nonumber
\]

Two auxiliary functions, \( \sigma : \mathbb{R}^4 \to \mathbb{R}_{\geq 0} \) and \( \mu : \mathbb{R}^4 \times D \to \mathbb{R} \), are needed for proving convergence and stability. Both are bounded for bounded state vector \( x \) and piecewise continuous. They have the following properties.

Property 1: For all pairs, \( \delta_A, \delta_B \in D \)

\[
\mu(x, \delta_A) \frac{1}{J_l} \frac{\partial T_l}{\partial \delta}(x, \delta_B) \geq \sigma(x). \tag{22}
\]

Property 2: There exists a positive real constant number \( L > 0 \) such that \( \forall \delta_A, \delta_B \in D \)

\[
\frac{1}{J_l} |T_l(x, \delta_B) - T_l(x, \delta_A)| \leq L \sqrt{\sigma(x)|\delta_B - \delta_A|}. \tag{23}
\]

The selection of functions \( \mu(x, \delta) \) and \( \sigma(x) \) will be detailed later in this section. A persistence of excitation (PE) condition is also needed.

Assumption 2: There exist positive real numbers \( T \) and \( \varepsilon \) such that \( \forall t \in \mathbb{R}_{\geq 0} \)

\[
\int_t^{t+T} \sigma(x(\tau)) d\tau \geq \varepsilon. \tag{24}
\]

The main result of this paper is an adaptive estimator design that is expressed in Theorem 1.

Theorem 1: Consider the dynamics of the load velocity given by (11)–(14) and the functions \( \mu(x, \delta) \) and \( \sigma(x) \) with properties 1 and 2. Also, consider an estimate \( \hat{\phi} \) of the interconnecting perturbation \( \phi = \phi(x, \delta^*) \) with the associated estimation error defined as

\[
\hat{\phi} \triangleq \phi - \hat{\phi}. \tag{25}
\]

The adaptive estimator

\[
\dot{\hat{\delta}} = \rho(x, \hat{\phi}, \hat{\delta}) = \text{Proj} \left[ \tilde{\delta}, \gamma \mu(x, \hat{\delta}) \left( \hat{\phi} - \frac{1}{J_l} T_l(x, \hat{\delta}) \right) \right] \tag{26}
\]

with \( \gamma > 0 \) the adaptation gain and \( \text{Proj}(\cdot, \cdot) \) the projection operator defined in Appendix B, ensures that the estimation error \( \hat{\delta} \) asymptotically converges to 0, uniformly in \( x \) if assumptions 1 and 2 are satisfied and \( \hat{\delta}^* = 0 \) is an uniformly globally asymptotically stable (UGAS) equilibrium of the perturbation estimation error dynamics \( \hat{\phi} \).

Proof: The proof is inspired by the proof of [26, Proposition 4] and the stability theory of interconnected systems in [35]. Under Assumption 1 and the definition of the perturbation estimation error in (25), the dynamics of the parameter estimation error \( \hat{\delta} \) is written as

\[
\dot{\hat{\delta}} = -\text{Proj} \left[ \hat{\delta}, \gamma \mu(x, \hat{\delta}) \left( \hat{\phi} - \hat{\phi} - \frac{1}{J_l} T_l(x, \hat{\delta}) \right) \right]. \tag{27}
\]
From (27), it can be easily seen that the total error dynamics can be described as the cascaded interconnection of the unperturbed error system given by (27) for \( \dot{\phi} \equiv 0 \) and the output \( \dot{\phi} \) of the (interconnecting torque) perturbation estimation error system, as shown in Fig. 5.

The proof is now split in two parts. First, it is shown that the unperturbed system of the deadzone angle estimation error is uniformly locally exponentially stable (ULES), and then, it will be shown that a UGAS estimate of \( \dot{\phi} \) renders the total cascaded system UGAS.

For \( \dot{\phi} = 0 \) in (27), the unperturbed error dynamics reads

\[
\dot{\tilde{\delta}} = -\text{Proj} \left[ \dot{\delta}, \gamma \mu(x, \hat{\delta}) \frac{1}{T_l(T_l(x, \delta^*) - T_l(x, \hat{\delta}))} \right].
\]

(28)

The shortened notation

\[
\mu \triangleq \mu(x, \hat{\delta}) \\
T_l \triangleq T_l(x, \delta^*) \\
\hat{T}_l \triangleq T_l(x, \hat{\delta}).
\]

will be used in the following for brevity. Define the Lyapunov function candidate

\[
V(t, \tilde{\delta}) = \frac{1}{2} \left( \frac{1}{\gamma} - \kappa \int_t^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau \right) \tilde{\delta}^2
\]

(29)

where \( \kappa \) is a real positive number to be defined. The function is positive definite since

\[
a_1(|\tilde{\delta}|) \leq V(t, \tilde{\delta}) \leq a_2(|\tilde{\delta}|)
\]

with \( a_1 \) and \( a_2 \) class-\( K_\infty \) functions (see Definition 3) defined as

\[
a_1(|\tilde{\delta}|) = \left( \frac{1}{\gamma} - \kappa \sup_{x \in B_r} \sigma(x) \right) |\tilde{\delta}|^2
\]

\[
a_2(|\tilde{\delta}|) = \frac{1}{\gamma} |\tilde{\delta}|^2
\]

(30)

(31)

for \( \kappa < 1/(\gamma \sup_{x \in B_r} |\sigma(x)|) \), where \( B_r = \{ x \in \mathbb{R}^4 | ||x|| \leq r, r < \infty \} \). The time derivative of \( V \) along the trajectories of the estimation error reads

\[
\dot{V}(t, \tilde{\delta}) = \frac{\partial V}{\partial t} \dot{t}(\tilde{\delta}) + \frac{\partial V}{\partial \tilde{\delta}} \dot{\tilde{\delta}}
\]

\[
= \frac{1}{2} \frac{\partial \tilde{\delta}}{\partial t} \left[ -\kappa \int_t^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau \right]
\]

\[
+ \dot{\tilde{\delta}} \left( \frac{1}{\gamma} - \kappa \int_t^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau \right) \dot{\tilde{\delta}}
\]

\[
= \frac{\kappa}{2} \tilde{\delta} \frac{\partial \tilde{\delta}}{\partial t} \int_0^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau
\]

\[
- \dot{\tilde{\delta}} \left( \frac{1}{\gamma} - \kappa \int_t^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau \right) \text{Proj} \left[ \dot{\delta}, \gamma \mu \frac{T_l - \hat{T}_l}{J_l} \right].
\]

(32)

Using the property

\[
-\frac{1}{\gamma} \text{Proj} \left[ \hat{\delta}, \gamma \mu \frac{1}{J_l} (T_l - \hat{T}_l) \right] \leq -\frac{1}{J_l} (T_l - \hat{T}_l)
\]

presented in [36, Lemma E.1], as well as the property

\[
\int_0^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau \geq e^{-T} \int_{t}^{T} \sigma(x(\tau)) \, d\tau, \quad T > 0
\]

(33)

(see Appendix D for a proof), (32) gives

\[
\dot{V}(t, \tilde{\delta}) \leq \frac{\kappa}{2} \tilde{\delta} \frac{\partial \tilde{\delta}}{\partial t} \int_0^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau
\]

\[
- \dot{\tilde{\delta}} \left( \frac{1}{\gamma} - \kappa \int_t^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau \right) \gamma \mu \frac{T_l - \hat{T}_l}{J_l}
\]

\[
\leq \frac{\kappa}{2} \tilde{\delta} \frac{\partial \tilde{\delta}}{\partial t} \int_0^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau
\]

\[
+ \tilde{\delta} \left( \sigma(x) - \frac{1}{\gamma} - \kappa \int_t^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau \right) \gamma \mu \frac{T_l - \hat{T}_l}{J_l}
\]

\[
= \frac{\kappa}{2} \tilde{\delta} \frac{\partial \tilde{\delta}}{\partial t} \int_0^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau
\]

\[
+ \tilde{\delta} \left( \sigma(x) - \frac{1}{\gamma} - \kappa \int_t^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau \right) \gamma \mu \frac{T_l - \hat{T}_l}{J_l}
\]

(34)

(35)

where [37, Th. 11.1] (see Appendix C) was used. Using Assumptions 1 and 2 and Properties 1 and 2 in the inequality mentioned earlier and introducing \( M \) and \( \Sigma \) as upper bounds for \( |\mu(x, \delta)| \) and \( |\sigma(x)| \), respectively, lead to

\[
\dot{V} \leq -\left(1 - \frac{\kappa}{2}\right) \sigma(x) \tilde{\delta} \gamma \mu e^{-T} \tilde{\delta}^2
\]

\[
+ \kappa \gamma \cdot M \cdot \Sigma \cdot L \sqrt{\sigma(x)} |\tilde{\delta}|^2 = -\psi^T Q \psi
\]

(36)

where

\[
\psi = \int_0^{\infty} e^{(t-\tau)} \sigma(x(\tau)) \, d\tau
\]

\[
Q = \begin{bmatrix} \frac{\kappa}{2} e^{-T} & \frac{\kappa}{2} \gamma \cdot M \cdot \Sigma \cdot L \\ -\frac{\kappa}{2} \gamma \cdot M \cdot \Sigma \cdot L & 1 - \frac{\kappa}{2} \end{bmatrix}
\]

and the property

\[
\int_{t}^{\infty} e^{(t-\tau)} \, d\tau = 1
\]

(37)

was used. From inequality (36), it can be seen that \( \dot{V} \) is negative definite if \( \kappa \) is chosen as

\[
\kappa < \frac{2}{1 + \frac{c^2}{2} \Sigma^2 \gamma^2 L^2}.
\]

(38)

For such \( \kappa \) and by defining

\[
\lambda_{\min}(Q) = \min_{i \in \{1,2\}} \{ \lambda_i | \lambda_i \in \mathbb{R}_{\geq 0}, |P_Q(\lambda_i)| = 0 \}
\]

where \( P_Q \) is the characteristic polynomial of \( Q \), (36) is written

\[
\dot{V}(t, \tilde{\delta}) \leq -\lambda_{\min}(Q) \| \frac{1}{\sigma(x)} \|_2 |\tilde{\delta}|^2 \leq -\alpha_3 |\tilde{\delta}|^2.
\]

(39)
Moreover,
\[
\left| \frac{\partial V}{\partial \delta} \right| = \delta \left( \frac{1 - \kappa}{\gamma} - \kappa \int_{t}^{\infty} e^{(t-\tau)} \sigma(x(\tau)) d\tau \right) \leq \frac{1}{\gamma} - \kappa e^{-T} \int_{t}^{t+T} \sigma(x(\tau)) d\tau |\delta| \leq \frac{1}{\gamma} - \kappa e^{-T} \sum_{t}^{t+T} d\tau |\delta| \leq \frac{1}{\gamma} - \kappa e^{-T} \sum_{t}^{t+T} |\delta| = a_3 |\delta|
\]
which implies that \( \left( \partial V / \partial \delta \right) \) is uniformly bounded (UB). Then, the equilibrium point \( \hat{\delta}^* = 0 \) is ULES [38].

Next, it will be shown that the system in (27) is input-to-state stable (ISS) (see Definition 5) with respect to \( \hat{\delta} \).

Taking the time derivative of \( V \) along the trajectories of the unperturbed system (27) now and following the same steps as for the unperturbed system give:
\[
\dot{V}(t, \hat{\delta}) \leq -a_2 \hat{\delta}^2 - \hat{\delta} \left( \frac{1 - \kappa}{\gamma} - \kappa \int_{t}^{\infty} e^{(t-\tau)} \sigma(x(\tau)) d\tau \right) \gamma \mu \hat{\phi} \leq -a_2 |\hat{\delta}|^2 + |\hat{\delta}| \left( \frac{1 - \kappa}{\gamma} - \kappa \int_{t}^{t+T} \sigma(x(\tau)) d\tau \right) \mu |\hat{\phi}| \leq -a_2 |\hat{\delta}|^2 + |\hat{\delta}| \left( 1 - \kappa \gamma e^{-T} \right) \sigma(x(\tau)) d\tau \mu |\hat{\phi}| \leq [1 - \kappa \gamma e^{-T} \delta \cdot T] M |\hat{\phi}| - \hat{\delta} a_2 |\hat{\delta}|^2 \leq -a_2 \hat{\delta}^2
\]
for all \( \hat{\delta} \in \mathbb{R} \) that satisfy
\[
|\hat{\delta}| \geq \frac{(1 - \kappa \gamma e^{-T} \delta \cdot T) M |\hat{\phi}|}{a_2 \gamma} = R(\hat{\phi}) (42)
\]
with \( 0 < \hat{\phi} < 1 \)
\[
R \triangleq \frac{(1 - \kappa \gamma e^{-T} \delta \cdot T) M}{a_2 \gamma} (43)
\]
and \( \delta \geq 0 \) being a lower bound for \( |\sigma(x)| \). Then, according to [38, Th. 419], the perturbed system (27) is ISS with respect to \( \hat{\delta} \).

Last, since the unperturbed system (28) is ULES and the perturbed system (27) is ISS with respect to \( \hat{\delta} \), then \( \hat{\phi} = 0 \) is UGAS, then the deadzone angle estimation error \( \hat{\delta} \) asymptotically converges to the real value \( \delta^* \) [35, Lemma 1], which completes the proof.

The uniform global asymptotic stability of the equilibrium \( \hat{\phi}^* = 0 \) is theoretically guaranteed by the STSMO, which ensures finite-time stabilization of the perturbation estimation error to the origin (which is a stronger stability property).

The final steps of the design include determining \( \mu(x, \hat{\delta}) \) and \( \sigma(x) \) to satisfy Properties 1 and 2. Selecting \( \mu(x, \hat{\delta}) \) as
\[
\mu(x, \hat{\delta}) = \frac{J_l}{K_{\delta} \hat{\delta}} \hat{\delta}
\]

makes condition (22) satisfied, with
\[
\sigma(x) = \frac{1}{K_{\delta}} \left( \frac{\partial T_l}{\partial \delta} \right)_{\hat{\delta}=\hat{\delta}} = \frac{1}{\pi^2} [\chi_1(x, \Delta) + \chi_2(x, \Delta)]^2 (45)
\]
where the functions \( \chi_1, \chi_2 \) are defined as
\[
\chi_1(x, \hat{\delta}) = \frac{1}{2} \left( 1 + \text{sgn}(\Delta \theta) \right) \cdot \left[ \pi + \arctan(\alpha(\Delta \theta - \hat{\delta} - \hat{\delta}_1)) - \arctan(\alpha(\Delta \theta + \hat{\delta}_1)) \right]
\]
\[
\chi_2(x, \hat{\delta}) = \frac{\Delta \theta - \hat{\delta} - \hat{\delta}_1}{2} \cdot \left[ 1 + \frac{1}{\alpha} \frac{D_S}{K_S} \Delta \omega \right]
\]
and \( \Delta \) is a large finite positive value with \( \Delta > \delta_{\text{max}} \).

Since \( x \) and \( \sigma(x) \) are bounded and \( D \) is compact, it is easy to show that there exits \( L > 0 \), such that condition (23) holds.

Indeed
\[
\left| \frac{\partial T_l}{\partial \delta} \right| = \frac{K_{\delta}}{\pi} [\chi_1(x, \hat{\delta}) + \chi_2(x, \hat{\delta})] (48)
\]
is bounded, since \( x \) is bounded and \( \hat{\delta} \) belongs to a compact set.

Assume that \( \sigma(x) \neq 0 \) (for large \( \Delta \), the function \( \sigma \) approaches 0 asymptotically) and let \( \zeta > 0 \) be a lower bound for \( \sigma(x) \).

Equation (48) implies that there exists positive constant real number \( L_0 \), such that for each pair \( (\delta^*, \hat{\delta}) \), the following inequality holds:
\[
\frac{1}{J_l} |T_l(x, \delta^*) - T_l(x, \hat{\delta})| \leq L_0 |\hat{\delta}| \leq L_0 \sqrt{\zeta} |\sigma(x)| |\hat{\delta}|
\]
which shows that Property 2 is obtained.

Equations (45)–(47) show that the PE condition (24) does not hold if during the time interval \([t, t + T]\), the system is always within the deadzone. This, however, is expected, since in that case, there is no engagement between motor and load and, hence, no information about the stiffness of the shaft connecting them.

Remark 4: The selection of functions \( \mu(x, \hat{\delta}), \sigma(x) \) is not unique. The specific choice of \( \mu(x, \hat{\delta}) \), in (44) results into a gradient-type adaptive law which is very common in the literature of adaptive techniques. This choice, although it is sufficient in the specific estimation problem, cannot be generalized for nonlinearly parameterized systems, since it does not always guarantee parameter convergence.

The adaptive law for the parameter estimate \( \hat{\delta} \) is finally given by
\[
\hat{\delta} = \text{Proj} \left\{ \hat{\delta}, \gamma J_l \frac{\partial T_l}{\partial \delta} (x, \hat{\delta}) \left[ \hat{\phi} - \frac{1}{J_l} T_l(x, \hat{\delta}) \right] \right\}, \quad \gamma > 0
\]
where
\[
\frac{\partial T_l}{\partial \delta} (x, \hat{\delta}) = - \frac{K_{\delta}}{\pi} [\chi_1(x, \hat{\delta}) + \chi_2(x, \hat{\delta})]. (50)
\]

The complete estimator design is shown in Fig. 6 and is summarized in the Algorithm 1.
Algorithm 1 Backlash Angle Estimation

**Measured:** State variables $\omega_m, \theta_m, \omega_l, \theta_l$.

**Output:** Deadzone angle estimate $\hat{\delta}$.

1. Design a STSMO for the load velocity (Equations (16), (19)).
2. Estimate the backlash torque (Equation (21)).
3. Design the adaptive estimator for the deadzone angle $\delta$ (Equations (46), (47), (49) and (50)).

IV. ROBUSTNESS ANALYSIS

Section III was discussed the problem of estimating the deadzone angle in the case where an asymptotic estimate or an exact measurement of the interconnecting torque $T_l = J_l \phi$ is available. Specifically, it was shown that the adaptive estimator ensures that the equilibrium point $\hat{\delta} = 0$ of the estimation error system is ULES if an exact measurement of $\phi$ is available or UGAS if an asymptotic estimate $\hat{\phi}$ of the real perturbation $\phi$ is used instead.

In real applications, however, such assumptions on the availability of a measurement or even an asymptotic estimate of $\phi$ may not necessarily hold. The effect of measurement noise, parameters' uncertainty, and modeling mismatches allow, under the assumption of boundedness of the uncertainties, at best for convergence of the interconnecting perturbation estimation error to a compact set.

In order to illustrate this better, consider the real backlash torque $T'_l$ defined as

$$T'_l = \left[ \Delta \theta + \hat{\delta} - \frac{\delta^*}{2} \cdot (1 + \text{sgn}(\Delta \theta)) + \frac{D_S + \Delta D_S}{K_S + \Delta K_S} \Delta \omega \right]$$

$$K'_{BL} = \frac{K_S + \Delta K_S}{\pi} \cdot \left[ x + \arctan(\alpha(\Delta \theta + \hat{\delta} - \delta^*)) - \arctan(\alpha(\Delta \theta + \hat{\delta})) \right]$$

and the real friction torque

$$T'_{F,l} = T_{F,l} + \Delta T_{F,l}(t, \omega_l)$$

where all the perturbations due to parameter uncertainty ($\Delta K_S$ and $\Delta D_S$) and model mismatches ($\Delta m(t)$ and $\Delta T_{F,l}(t, \omega_l)$) are bounded for bounded states for all $t \geq t_0$. From (51)–(53), it can be easily seen that the real interconnecting torque can be written as the torque defined in (11) and (12) perturbed by a bounded signal

$$T'_l = T_l + \kappa(t),$$

where $\kappa(t)$, with $|\kappa(t)| \leq K$ and $K$ being a positive finite real number, represents the effect of noise and all the uncertainties on the model (including this of friction).

It is clear from the description mentioned earlier that using the STSMO (16) and (19) (or any other asymptotic estimator for the interconnecting torque) will lead to an estimate of $T_l + \kappa(t)$ instead of just $T_l$. This implies that the estimation error $\phi$ will not decay to zero, but it will converge to a compact set, specifically

$$|\hat{\phi}| \leq \Phi = \frac{1}{J_l} K.$$  

The assumption of uniform boundedness of the perturbation estimation error $\hat{\phi}$ is not conservative considering that the states (positions and velocities) of the closed-loop system, as well as the friction torque are bounded signals and there exists no feedback of the estimation $\hat{\phi}$ to the closed-loop dynamics. It will be shown in the following that in this case, the adaptive estimator (46), (47), (49), and (50) ensures global uniform boundedness of the deadzone angle estimation error.

**Proposition 1:** The adaptive deadzone angle estimator defined in (46), (47), (49), and (50), where the perturbation estimation error $\hat{\phi} = (1/J_l) T'_l - \hat{\phi}$ is UB by a positive constant real number $\Phi$, ensures that the trajectories of the deadzone angle estimation error $\hat{\delta}(t)$ are uniformly globally bounded (UGB). Moreover, as $t \rightarrow \infty$, the bound is proportional to the perturbation estimation error bound $\Phi$.

**Proof:** The ISS property of the system (27) with respect to the perturbing input $\phi$ implies:

$$|\hat{\delta}(t)| \leq \beta_1(|\hat{\delta}(t_0)|, t - t_0) + \beta_2 \left( \sup_{0 \leq \tau \leq t} |\hat{\phi}(\tau)| \right), \forall \tau \geq \tau_0$$

where $r(|\hat{\phi}|) = R|\hat{\phi}|$, $\beta_1 : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is a class-$\mathcal{KL}$ function, and $\beta_2 : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is a class-$\mathcal{K}$ function (see Definitions 3 and 4), with $\beta_2$ calculated as in the following [38, Th. 4.19]:

$$\beta_2 \left( \sup_{0 \leq \tau \leq t} |\hat{\phi}(\tau)| \right) = a_1^{-1} \circ a_2 \circ r(\Phi) = R \frac{1 - \kappa}{\sup_{x \in \mathbb{R}} \sigma(x) \cdot \gamma} \Phi, \quad \forall \eta \in (0, \zeta) \exists \nu = \nu(\eta)$$

where $R$ was defined in (43).

This implies that there exists an arbitrarily large positive real number $\zeta$, such that

$$\forall \eta \in (0, \zeta) \exists \nu = \nu(\eta)$$

for which it holds

$$|\hat{\delta}(t_0)| \leq \eta \Rightarrow |\hat{\delta}(t)| \leq \nu \forall t \geq t_0.$$  

Fig. 6. Block diagram of the single-axis mechanical drive-train system and the estimation scheme.
Then, according to [38, Definition 4.6], the solutions of an unperturbed deadzone estimation error system are UGB. Moreover, since $\beta \in \mathcal{KL}$, it holds that
\[
\lim_{t \to \infty} |\tilde{\delta}(t)| = \lim_{t \to \infty} \left( \beta(|\tilde{\delta}(t_0)|, t - t_0) + c\Phi \right) = c\Phi
\] (59)
which completes the proof.

V. SIMULATION RESULTS

Simulations were carried out in order to demonstrate the convergence and accuracy properties of the estimation scheme. The drive motor velocity was regulated to track a sinusoidal reference signal $\omega_r = 4\pi \sin(4\pi t)$. The system parameters (motor and load friction, shaft coefficients, and motor and load inertias) were considered completely known, and the velocity measurements were inflicted with zero-mean white Gaussian noise with $\sigma_{\text{meas}} = 0.0316 \text{ rad s}^{-1}$. Emulation of the backlash phenomenon was done by using the deadzone model. The deadzone angle was initially set to $\delta^* = 0.2$ rad. An increase by a 5% step of its initial value was occurred after the first 3 s of the simulation. Finally, the position offset was taken $\delta_1 = (\delta^*/2)$.

In the absence of model parameters uncertainties, the STSMO estimated the perturbation $\dot{\phi}$ with a substantial accuracy, as shown in Fig. 7. Fig. 8 shows the estimation of the deadzone angle and the detection of the change in its value. In both cases, convergence was achieved in less than 2 s, while the absolute steady-state estimation error was less than $2.5 \times 10^{-4}$ rad. This accuracy sufficiently meets the requirement set in Problem 1.

The $\Delta \theta$, $J_1\dot{\phi}$ and $\theta_m$, $\dot{\theta}_m$ plots in Fig. 9 illustrate the estimated deadzone width and the corresponding backlash hysteresis relation between the drive motor and load positions.

The relation between the bound $K$ for the backlash torque estimation error and the steady-state deadzone estimation absolute error was investigated with additional simulation scenarios, where only the STSMO gains $k_1$ and $k_2$ were varied. In each scenario, the peak steady-state deadzone estimation error was calculated as the MAEE over the last $T_p$ seconds of the simulation
\[
\tilde{\delta}_{\text{peak}} = \max_{t_f - T_p \leq t \leq t_f} |\tilde{\delta}(t)|
\] (60)
where $t_f$ denotes the end time of each simulation. The different obtained values for $\tilde{\delta}_{\text{peak}}$ were plotted against the corresponding bounds for $J_1|\dot{\phi}|$. Fig. 10 shows the approximately linear relation between the two bounds with a slope $q \approx 0.0023$.

Remark 5: Although the deadzone estimation error is always bounded (due to the projection), convergence of the
adaptive estimate \( \hat{\delta} \) to the real deadzone angle is guaranteed only if a certain PE criterion, expressed in Assumption 2, is satisfied. Intuitively, this means that the reference signal should make the motor move in a way, such that substantial information on the deadzone is captured by the system measurements, i.e., the motor should engage with and disengage from the load as frequently as possible. For this reason, any palindromic motion profile, e.g., a sinusoid, is suitable for deadzone estimation experiments. The choice of the reference signal directly affects the performance of the estimator, and it may compromise it in cases where the backlash phenomenon does not appear (e.g., unidirectional axis movement with the motor and the load is already engaged).

Remark 6: The sensitivity of the estimated perturbation \( \hat{\phi} \) with respect to the deadzone angle is proportional to the steepness factor \( \alpha \), as can be easily seen from (46), (47), and (50). A large value for the latter, e.g., \( 10^4 \), will make the estimator very sensitive to small changes in \( \delta \), which is in general desirable but will set larger gain requirements for the STSMO. Indeed, selecting \( k_1 \) and \( k_2 \) based on the bound of \( T_l \) leads to substantial chatter in the estimation signal (both \( \hat{\phi} \) and \( \hat{\delta} \)). For this reason, the observer gains were iteratively tuned according to the discussion in Remark 3. The adaptation gain \( \gamma \) represents the rate of estimation of the deadzone angle. This depends on the levels of excitation, i.e., the frequency of the velocity reference signal \( \omega_r \). Slower reference signals require larger adaptation gains if fast convergence is required. Too large gains, however, lead to more abrupt “jumps” in the estimation signal and increased sensitivity to sensor noise. As with the STSMO gains, a good practice is to start with small values for \( \gamma \) and increase it until the desired convergence rate is achieved. Last, since the deadzone angle can only increase in time (due to wear of the couplings), it is natural to underestimate the initial estimation value \( \delta(t_0) \). Zero initial conditions are chosen if no prior knowledge about the width of the motor-to-load clearance is available.

VI. EXPERIMENTAL RESULTS

A. Experimental Setup

The experimental setup consists of two Siemens FT7042-5AF70 PMSMs connected through a stainless steel shaft. Both motors are equipped with a Siemens SINAMICS S120 drive converter with 11-bit absolute encoders for the position. Three custom-made jaw couplings are mounted (one at a time) on a steel base and house the two parts of the interconnecting shaft (see Fig. 11). The total deadzone angle for each of the couplings is 1.027, 0.186, and 0.105 rad (58.8445°, 10.6685°, and 6.0161°, respectively). The entire drive train with the friction component is shown in Fig. 12.

The load motor (see Fig. 12) serves as a pure inertia in the experiments. The design and tuning of the position, velocity, and current control loops in the drive motor were not included in this paper.

B. Test Scenarios

The identified parameters of the physical system were used in the experiments for the assessment of the estimation algorithm. Five more variation cases were considered for testing the robustness and performance of the deadzone estimator against parameter uncertainties. In each of these additional tests, one of the four uncertain parameters (shaft and friction coefficients) was increased by 100% of their identified value. In the fifth test, all four parameters (\( K_S \), \( D_S \), \( T_C \), and \( \beta_l \))
TABLE II

<table>
<thead>
<tr>
<th>No</th>
<th>( \delta^* ) (rad)</th>
<th>( \delta_1 ) (rad)</th>
<th>Parameter variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0A</td>
<td>1.027</td>
<td>0.8924</td>
<td>No variation</td>
</tr>
<tr>
<td>1A</td>
<td>1.027</td>
<td>0.8924</td>
<td>100% increase in ( K_S )</td>
</tr>
<tr>
<td>2A</td>
<td>1.027</td>
<td>0.8924</td>
<td>100% increase in ( D_S )</td>
</tr>
<tr>
<td>3A</td>
<td>1.027</td>
<td>0.8924</td>
<td>100% increase in ( T_{C,t} )</td>
</tr>
<tr>
<td>4A</td>
<td>1.027</td>
<td>0.8924</td>
<td>100% increase in ( \delta_1 )</td>
</tr>
<tr>
<td>5A</td>
<td>1.027</td>
<td>0.8924</td>
<td>All variations combined</td>
</tr>
<tr>
<td>0B</td>
<td>0.186</td>
<td>0</td>
<td>No variation</td>
</tr>
<tr>
<td>1B</td>
<td>0.186</td>
<td>0</td>
<td>100% increase in ( K_S )</td>
</tr>
<tr>
<td>2B</td>
<td>0.186</td>
<td>0</td>
<td>100% increase in ( D_S )</td>
</tr>
<tr>
<td>3B</td>
<td>0.186</td>
<td>0</td>
<td>100% increase in ( T_{C,t} )</td>
</tr>
<tr>
<td>4B</td>
<td>0.186</td>
<td>0</td>
<td>100% increase in ( \delta_1 )</td>
</tr>
<tr>
<td>5B</td>
<td>0.186</td>
<td>0</td>
<td>All variations combined</td>
</tr>
<tr>
<td>0C</td>
<td>0.105</td>
<td>0.0021</td>
<td>No variation</td>
</tr>
<tr>
<td>1C</td>
<td>0.105</td>
<td>0.0021</td>
<td>100% increase in ( K_S )</td>
</tr>
<tr>
<td>2C</td>
<td>0.105</td>
<td>0.0021</td>
<td>100% increase in ( D_S )</td>
</tr>
<tr>
<td>3C</td>
<td>0.105</td>
<td>0.0021</td>
<td>100% increase in ( T_{C,t} )</td>
</tr>
<tr>
<td>4C</td>
<td>0.105</td>
<td>0.0021</td>
<td>100% increase in ( \delta_1 )</td>
</tr>
<tr>
<td>5C</td>
<td>0.105</td>
<td>0.0021</td>
<td>All variations combined</td>
</tr>
</tbody>
</table>

were increased simultaneously. The reference for the position of the drive motor was a sinusoid

\[
\theta_r(t) = \Theta_0 \sin(2\pi f_c t)
\]

where in all the tests, \( \Theta_0 = 1 \) rad and \( f_c = 0.5 \) Hz. The 15 different scenarios are shown in Table II. The parameters of the identified physical system and the SMO and adaptive estimator are collectively given in Table III.

C. Results

This section presents the results obtained from the experiments on the estimation of the deadzone angle. The performance of the estimator was evaluated based on the maximum absolute estimation error (MAEE), which is defined over a time interval \( T > 0 \) as

\[
\text{MAEE} = \sup_{0 \leq t \leq t_0 + T} |\hat{\delta}(t)|.
\]

Fig. 13 shows the estimation of the deadzone angle for the cases where the identified parameters of the system were used (Tests 0A, 0B, and 0C). As it can be seen, the estimation error \( \hat{\delta} \) converges to a compact set including the origin, while the corresponding MAEE is less than \( 10^{-2} \) rad in all the tests, specifically \( 1.75 \times 10^{-3}, 1.90 \times 10^{-3}, \) and \( 0.66 \times 10^{-3} \) rad for Tests 0A, 0B, and 0C, respectively.

The position of the motor and the load can be seen in Fig. 14 (top). While in the deadzone, the load does not move although the drive motor shaft does. This loss of engagement is also shown in the bottom of Fig. 14, where the connecting shaft stiffness is depicted. Whenever the system is in the deadzone, the shaft stiffness is 0. During the initial part of the motion in the positive direction, the stiffness is 0 even though the load is moving. This is due to the fact that impact torque exerted by the drive motor on the load temporarily accelerates the load, making it move even though there is no actual engagement.

An illustration of the estimated deadzone is given in Fig. 15, where the backlash torque \( J_l \dot{\phi} \) estimate and the equivalent

[Tables and figures are not shown in this text representation.]
calculation based on the stiffness model (top) are depicted as functions of the position difference between motor and load. The oscillations at the two ends of the deadzone in the estimated torque correspond to the impact between motor and load upon engagement. Fig. 15 (bottom) shows the stiffness $K_{BL}$ also as a function of $\Delta \theta$.

The backlash hysteresis can be seen in the top of Fig. 16, which shows 4 s of the time response of the load position with respect to the motor. Fig. 16 (bottom) shows the drive motor and load phase portraits, i.e., the plots of their angular velocities with respect to their positions.

Fig. 17 shows the actual and estimated by the SMO load angular velocity during Test 0A. As it can be seen in Fig. 17 (bottom), the velocity estimation error is smaller than 0.4 rad s$^{-1}$ in magnitude. Such an error is sufficiently small, so that the estimated backlash torque, shown in Fig. 18, can be considered accurate enough to be used in the deadzone estimation algorithm.

The deadzone angle estimation error for all the parameter variations is shown in Fig. 19 (top for Tests 1A–5A, middle
Fig. 18. Estimated backlash torque for the nominal case with $\delta^* = 1.027$ rad (Test 0A).

Fig. 19. Deadzone angle estimation error during Tests 1A–5A (top), Tests 1B–5B (middle), and Tests 1C–5C 4 (bottom).

for Tests 1B–5B, and bottom for Tests 1C–5C). As it can be seen, in all the considered cases, the estimates converge to a constant value sufficiently close to the real one. Specifically, all the estimation errors do not exceed $4 \times 10^{-3}$ rad in magnitude, which implies more than 40% better performance from that required in Problem 1. The MAEE during all Tests is presented in Table IV.

**Remark 7:** The sudden engagement between drive motor and load has produced a periodic impact torque acting on both parts. This caused a small displacement of the load, which resulted in a shift of the position offset $\delta_1$. However, the effect of this change in the offset on the quality of the estimation was practically negligible.

**TABLE IV**

<table>
<thead>
<tr>
<th>$\delta^*$ in rad</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.027 (case &quot;A&quot;)</td>
<td>1.75</td>
<td>0.41</td>
<td>1.80</td>
<td>3.61</td>
<td>2.69</td>
<td>1.85</td>
</tr>
<tr>
<td>0.186 (case &quot;B&quot;)</td>
<td>1.90</td>
<td>1.04</td>
<td>1.87</td>
<td>3.31</td>
<td>1.96</td>
<td>1.80</td>
</tr>
<tr>
<td>0.105 (case &quot;C&quot;)</td>
<td>0.66</td>
<td>1.85</td>
<td>0.72</td>
<td>1.38</td>
<td>0.57</td>
<td>0.93</td>
</tr>
</tbody>
</table>

**VII. Conclusion**

A deadzone angle estimation method for a single-axis drive train with backlash was presented in this paper. The design is a modified version of the cascaded SMO-adaptive estimator scheme presented in [9], which now includes an initial position offset between drive motor and load. The stability and robustness properties of the algorithm were discussed in the context of model and parameter uncertainties. Specifically, it was proven that the estimation error is UGAS in the absence of model and parameter mismatches and UGB otherwise with the bound being proportional to the total perturbation estimation error bound.

The theoretical findings were experimentally validated on a real single-axis drive train with the state-of-the-art Siemens equipment for the cases where the deadzone was equal to 1.027, 0.186, and 0.105 rad. The method was tested both for the identified system parameters and for the case of 100% offset in each of these parameters. In all the tests, convergence was achieved in approximately 40 s and with precision in the order of $10^{-3}$ rad.

Future work will include the assessment of the algorithm performance in estimating even smaller angles and also the design of a joint estimation scheme for both the deadzone angle and the initial position offset.

**APPENDIX A**

**Basic Definitions**

**Definition 1 (PE [39]):** A piecewise continuous signal vector $\phi : \mathbb{R}^+ \rightarrow \mathbb{R}^n$ is persistently exciting with a level of excitation $\alpha_0 > 0$ if there exist constants $\alpha_1, T_0 > 0$ such that

$$\alpha_0 I \leq \frac{1}{T_0} \int_{t+T_0}^t \phi(\tau)\phi^T(\tau) d\tau \leq \alpha_1 I$$  \hspace{1cm} (62)

where $I$ is the $n \times n$ unity matrix.

**Definition 2 (Signum Function):** The signum function $\text{sgn}(\cdot)$ is defined as

$$\text{sgn}(y) = \begin{cases} 
1 & \text{if } y > 0 \\
0 & \text{if } y = 0 \\
-1 & \text{if } y < 0.
\end{cases}$$  \hspace{1cm} (63)

**Definition 3 ($K, K_\infty$ Functions [38, Definition 4.2]):** A continuous function $\alpha : [0, a) \rightarrow (0, \infty]$ is said to belong to class-$K$ if it is strictly increasing and $\alpha(0) = 0$. It is said to belong to class-$K_\infty$ if $a = \infty$ and $\alpha(r) \rightarrow \infty$ as $r \rightarrow \infty$. 
Definition 4 (KL Functions [38, Definition 4.3]): A continuous function \( \beta : [0, a) \times (0, \infty) \to [0, \infty] \) is said to belong to class-KL if, for each fixed \( s \), the mapping \( \beta(s, r) \) belongs to class-K with respect to \( r \) and, for each fixed \( r \), the mapping \( \beta(r, s) \) is decreasing with respect to \( s \) and \( \beta(r, s) \to 0 \) as \( s \to \infty \).

Definition 5 (Input-to-State Stability [38, Definition 4.7]): A system of the form
\[
\dot{x} = f(t, x, u)
\]
is said to be ISS with respect to the input \( u \) if there exist a class-KL function \( \beta \) and a class-K function \( \gamma \), such that for any initial state \( x(t_0) \) and any bounded input \( u(t) \), the solution \( x(t) \) exists for all \( t \geq t_0 \) and satisfies
\[
\|x(t)\| \leq \beta(\|x(t_0)\|, t - t_0) + \gamma \left( \sup_{t_0 \leq t_1 \leq t} \|u(t_1)\| \right).
\]

(64)

APPENDIX B

PROJECTION OPERATOR

Let \( \Omega \) be a convex subset of the parameter space \( \mathcal{D} \) defined as
\[
\Omega = \{ \delta \in \mathbb{D} | h(\delta) \leq 1 \},
\]
where \( l > 0 \) and \( h : \mathbb{R} \to \mathbb{R} \) is a smooth convex function. The projection operator is defined as follows [40]:
\[
\text{Proj}(\delta, \tau) = \begin{cases} 
\tau, & h(\delta) < 0 \\
\frac{\nabla h}{\|\nabla h\|} \cdot \tau, & h(\delta) \geq 0 \land \\nabla h \tau \leq 0 \\
\tau - \frac{\nabla h}{\|\nabla h\|} \cdot \tau, & h(\delta) \geq 0 \land \\nabla h \tau > 0.
\end{cases}
\]

In this paper, the convex function \( h \) has been chosen according to [40]
\[
h(\delta) \triangleq \frac{(\epsilon_0 + 1)\delta^2 - \delta_{\text{max}}^2}{\epsilon_0 \delta_{\text{max}}^2}.
\]

(65)

In the above definition of \( h, \delta_{\text{max}} \) is a conservative upper bound for the backlash angle estimate \( \hat{\delta} \) and \( \epsilon_0 \) is a small positive number. The operator \( \langle \cdot, \cdot \rangle \) denotes the inner product, which in this case reduces into a real product.

APPENDIX C

TAYLOR EXPANSION

Reference [37, Th. 11.1]: Suppose that \( r : \mathbb{R}^n \to \mathbb{R}^n \) is continuously differentiable in some convex open set \( \mathbb{D} \) and that \( y + q \) are vectors in \( \mathbb{D} \). We then have that
\[
r(y + q) = r(y) + \int_0^1 \frac{d}{dy} r(y + pq) dq dp.
\]

Setting \( y = \hat{\delta}, q = \hat{\delta}, r = T_l \), the theorem reads
\[
T_l(x + \hat{\delta}) - T_l(x, \hat{\delta}) = \int_0^1 \frac{\partial T_l}{\partial \hat{\delta}} (x, \hat{\delta} + p\hat{\delta}) dp.
\]

APPENDIX D

PROOF OF PROPERTY (33)

For \( t, T \geq 0 \), it holds
\[
\int_0^\infty e^{(t-r)\sigma(x(r))} dr \geq \int_t^{t+T} e^{(t-r)\sigma(x(r))} dr = e^{-T} \int_t^{t+T} e^{(t+T-t)\sigma(x(r))} dr.
\]

Moreover,
\[
t \leq t \leq T \Rightarrow t + T - r \geq 0 \Rightarrow e^{(t+T-r)} \geq 1
\]
leading to
\[
e^{-T} \int_t^{t+T} e^{(t+T-r)\sigma(x(r))} dr \geq e^{-T} \int_t^{t+T} \sigma(x(r)) dr,
\]
which proves the property.
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