Big data analytics using semi-supervised learning methods

Frumosu, Flavia Dalia; Kulahci, Murat

Published in:
Quality and Reliability Engineering International

Link to article, DOI:
10.1002/qre.2338

Publication date:
2018

Document Version
Peer reviewed version

Citation (APA):
Big data analytics using semi-supervised learning methods

Flavia D. Frumosu¹ | Murat Kulahci¹,²

¹Department of Applied Mathematics and Computer Science, Technical University of Denmark, Lyngby, Denmark
²Department of Business Administration, Technology and Social Sciences, Luleå University of Technology, Luleå, Sweden

Abstract
The expanding availability of complex data structures requires development of new analysis methods for process understanding and monitoring. In manufacturing, this is primarily due to high-frequency and high-dimensional data available through automated data collection schemes and sensors. However, particularly for fast production rate situations, data on the quality characteristics of the process output tend to be scarcer than the available process data. There has been a considerable effort in incorporating latent structure–based methods in the context of complex data. The research question addressed in this paper is to make use of latent structure–based methods in the pursuit of better predictions using all available data including the process data for which there are no corresponding output measurements, i.e., unlabeled data. Inspiration for the research question comes from an industrial setting where there is a need for prediction with extremely low tolerances. A semi-supervised principal component regression method is compared against benchmark latent structure–based methods, principal components regression, and partial least squares, on simulated and experimental data. In the analysis, we show the circumstances in which it becomes more advantageous to use the semi-supervised principal component regression over these competing methods.
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1 | INTRODUCTION

Since the start of industrialization, technological advances have led to paradigm shifts, which today are recognized as “industrial revolutions.” The so-called first industrial revolution started in the field of mechanization through steam power, the second one continued with the intensive use of electricity, while the third one incorporated information technology and robots into the industries. Industry 4.0, the term for the fourth industrial revolution, was first coined in 2010 by the Federal Ministry of Education and Research in Germany and has become a high-tech strategy for Horizon 2020.¹ The vision of the fourth industrial revolution is that based on the advanced digitalization within industries, the combination of internet of things, “smart objects” all powered by sensors and internet networks, will result in another paradigm shift (Figure 1).

This will in fact result into modular and efficient manufacturing systems with the ultimate goal that products control their own manufacturing process.¹ Actually, this will require that manufacturing machines will know their own history and predict the future events making the manufacturing process smarter.² All these changes result in the abundance of data, usually referred as big data, which can potentially be used in the optimization of the manufacturing processes.

In data analysis, these advances have led to an environment with an abundant amount of production data, which is often characterized as multidimensional and...
highly correlated. This has been possible through automated data collection schemes and sensorics, which collected process data such as temperature and pressure at a great frequency. On the response side, e.g., product quality characteristics, however, the progress has been slower. Particularly for processes that operate at high production rates, such output data are still scarce. This results in 2 types of process data: labeled (a.k.a. supervised) for which there is a corresponding output data and unlabeled (a.k.a. unsupervised) for which there is no output data. The research question in this work is the effective combination of these 2 types of data to improve prediction of the output. That is, the goal is to investigate ways in which the unlabeled data offer added value in predicting the output in the case of scarce labeled data.

As a tool for analysis, multiple regressions with high-dimensional input data have proven to be inefficient when the number of observations is very low and also when multicollinearity is present. Multicollinearities are frequently indicated by large correlations within subsets of the variables and can lead to large variances of the estimated regression coefficients, which make the regression estimates unstable and potentially misleading. Therefore, multiple regression cannot be used in the above mentioned scenario. To overcome these issues, methods based on latent structures such as principal component regression (PCR) and partial least squares (PLS) regression have been traditionally used. These methods have been studied intensively in the field of chemometrics. As indicated by Frank and Friedman, PLS is often recommended over PCR even though both methods are documented in various articles with industrial applications, which state that both methods perform similar in terms of prediction. The difference lays in the number of components as usually PLS needs fewer latent variables than PCR to obtain the same amount of prediction error.

Dimensionality reduction does not necessarily ensure a better prediction when there are fewer observations for the response variable(s). This type of problem, namely, having more observations for the inputs than for the response variable(s), can be found in the literature under semi-supervised (SS) learning. This term was first introduced for classification problems where there were fewer labeled data (predictors/label pairs) than unlabeled data (predictors without responses). By incorporating unlabeled data into the supervised model or directly training the model from both labeled and unlabeled datasets, SS models are reported to perform better than the classical methods. Traditional SS learning methods include self-training–based methods, co-training methods, probabilistic generative model–based methods, and graph-based methods. In the literature, more focus has been put on classification problems rather than regression problems.

This paper is motivated by the pursuit of obtaining better predictions for production data by incorporating the unlabeled data into model training. The naïve approach is to discard the unlabeled data and make predictions solely based on the labeled data. With the help of SS methods, we show that the predictions can be improved by simultaneously dealing with dimensionality reduction and scarce observations for the response(s). The argument is that by introducing unlabeled data, we get a better understanding of the overall variation in the inputs (predictors), which ultimately leads to a better prediction.

2 | METHODS

In this section, a short introduction to PCR and PLS is given along with the SS-PCR method.

2.1 | Principal component regression

In multiple linear regression, the model is

$$\mathbf{y} = \mathbf{X}\hat{\beta} + \varepsilon,$$

where \(\mathbf{y}\) is the response variable with \(n\) observations, the predictors matrix \(\mathbf{X}\) is of size \(n \times p\), while \(\hat{\beta}\) is a column vector of \(p\) regression coefficients. The error terms are represented by \(\varepsilon\), and they are usually assumed for
the input variables but also have the most predictive power to explain the response(s). This can be formulated as an optimization problem for univariate y, where the kth PLS direction \( \hat{q}_k \) solves\(^3\):

\[
\max_{\alpha} \text{Corr}^2(y, X\alpha) \text{Var}(X\alpha)
\]

subject to \( ||\alpha|| = 1, \alpha^T\hat{q}_j = 0, j=1,\ldots,k-1 \).

The traditional PLS regression algorithm is based on the nonlinear iterative partial least squares\(^4,14,15\). The idea in nonlinear iterative partial least squares is to compute the components in a partial fashion, ie, one at a time, until all the variance in the data is explained. The algorithm is iterative, and in each step, residuals are computed from the information explained by the last component subtracted from \( X \) and \( y \).\(^15\) Other implementations for PLS are available in the literature such as SIMPLS\(^16\) or the kernel algorithm for PLS.\(^15\) For further details on PLS, we refer to Wold et al\(^4\) and Höskuldsson.\(^17\)

### 2.3 Semi-supervised principal component regression

#### 2.3.1 Methodology

In the context of manufacturing industry, process data from sensors tend to be abundant while the responses, ie, product quality measures, are very scarce due to sampling and inspection costs. The underlying idea is to make use of unlabeled data, which may otherwise be ignored for prediction purposes. By introducing unlabeled data, we will get a better understanding of the overall predictors’ variation that will ultimately lead to a better prediction. One straightforward approach is to modify PCR such that all available data are used for computing the loadings rather than using just the labeled data. This idea has been proposed before when this approach is used to calibrate the model with all available data and compared with standard PCR.\(^29,30\) We follow a slightly modified approach where the goal is to predict the outcome of the new data that was not used in model building. Furthermore, we also provide a comparison of this approach with the commonly used supervised learning method, PLS, and show the circumstances in which PLS is outperformed by the modified PCR approach. For a quick overview of the naïve approach versus the proposed methodology used for prediction, see Figure 2.

One common particularity of industrial systems is that because of the high-frequency nature of the data, the predictors’ data collected in time are serially dependent (autocorrelated). This phenomenon can lead to various problems in modelling.\(^18-20\) In the case of labeled data, autocorrelation should not pose a problem since

---

### 2.2 Partial least squares

As in the case of PCR, PLS also builds a set of linear combinations of the inputs for regression.\(^13\) However, unlike PCR, it uses the correlation between the response(s) and the predictors in finding the linear combinations of the inputs that not only explain the most variation in

\[ Z = XA, \tag{2} \]

where \( Z \) is the matrix representing the principal components, a.k.a. scores, and \( A \) is the loading matrix and has a dimension of \( (p \times p) \) whose \( k \)th column is the \( k \)th eigenvector of \( XX' \) corresponding to its \( k \)th largest eigenvalue. The principal components can be seen as the linear combinations of the original variables obtained in such a way that the first linear combination explains the most variation in the data, the second linear combination explains the second largest variation in the data and uncorrelated with the first linear combination, and so on.

Because of the orthonormality of \( A \), ie, \( AA' = I \) as eigenvectors are orthogonal and of unit length, \( X\hat{\beta} \) can be rewritten as \( XA\hat{\beta} = Z\gamma \), where \( \gamma = A\hat{\beta} \). The PCR equation can thus be written as

\[
y = Z\gamma + \epsilon, \tag{3} \]

which has the predictor variables replaced by their PC’s in the regression model. Furthermore, it is conventional in the PCR as well as other chemometric methods to standardize the predictor variables such that \( XX' \) is proportional to the correlation matrix of the predictor variables. This convention is also followed in this paper.

From an optimization perspective, PCR seeks directions that have high variance, and mathematically, the \( k \)th principal component direction \( a_k \)\(^13\) is obtained from

\[
\max_{\alpha} \text{Var}(X\alpha)
\]

subject to \( ||\alpha|| = 1, \alpha^T\hat{q}_j = 0, j=1,\ldots,k-1 \),

\[
\tag{4} \]

where \( S \) is defined as the sample covariance matrix of \( X \). To ensure that \( z_k = X\alpha \) is uncorrelated with the previous linear combinations \( z_j = X\alpha_j \), the condition \( \alpha^T S a_j = 0 \) needs to be satisfied. The number of components chosen for \( Z \) can be determined by using different methods. This will be considered in section 2.3.2. For further details we refer to Chapter 6 of Jolliffe.\(^3\)
the data are collected at distant time intervals, usually because of a high cost of sampling and inspection. Autocorrelation can be a problem in the case of unlabeled data as the data are sampled at a high frequency. Because of the abundance of unlabeled data, a skipping strategy or any other strategy can be used to avoid this issue. In our simulations, we did not impose any serial dependence, and hence, our results reflect that particular case.

The mathematical formulation for both SS-PCR methods coincides and is derived below. Let the data for

![Diagram](image)

**FIGURE 2** Comparison between the naïve approach and the proposed methodology semi-supervised principal component regression (SS-PCR) [Colour figure can be viewed at wileyonlinelibrary.com]
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**FIGURE 3** First simulation study (10 predictors with 3 latent components): Correlation structures among input variables. Each block contains the same random value generated from the block correlation interval. In the case of 0.99, all the blocks have the same value namely 0.99 [Colour figure can be viewed at wileyonlinelibrary.com]
predictors \( \mathbf{X} (n \times p) \) be split into \( \mathbf{X}_1 (n_1 \times p) \) and \( \mathbf{X}_2 (n_2 \times p) \), hence \( n_1 + n_2 = n \). The response \( \mathbf{y} \) is of dimension \( n_1 \times 1 \) and together with \( \mathbf{X}_1 \) defines the labeled data set, while \( \mathbf{X}_2 \) is further defined as the unlabeled data set.

Given the relationships from (1) and (2) and because of the orthonormality of \( \mathbf{A} \) (the loading matrix \( \mathbf{A} \) is computed from the entire predictors data, \( \mathbf{X} \)), \( \mathbf{X}_1 \mathbf{\beta} \) can be rewritten as \( \mathbf{X}_1 \mathbf{A} \mathbf{\gamma} = \mathbf{Z}_1 \mathbf{\gamma} \), where \( \mathbf{\gamma} = \mathbf{A} \mathbf{\beta} \). The SS-PCR equation can thus be written as

\[
\mathbf{y} = \mathbf{Z}_1 \mathbf{\gamma} + \mathbf{\varepsilon},
\]

which has the predictor variables \( \mathbf{X}_1 \) replaced by the \( \mathbf{Z}_1 \); the \( \mathbf{X}_1 \) scores using the loadings from the entire \( \mathbf{X} \) in the regression model. It is assumed that both labeled and unlabeled data come from the same distribution. It has been proven through simulations that a drift in the unlabeled data can result in an increased prediction error compared with a model based solely on labeled data.\(^{23}\)

Since there is only a methodology change between the existing and proposed SS-PCR, both are referred under the name SS-PCR. Semi-supervised principal component regression was treated from both a linear and nonlinear perspective in other published work.\(^{11,12}\) The methods proposed in the papers written by Ge Z et al.\(^{11,12}\) consider the SS-PCR from a probabilistic perspective using a generative model structure. In this approach, the SS-PCR model is built from a data projection perspective. The advantage of this method is the simplicity in which it can be easily applied in industrial cases. Also, no additional coding is needed beyond the standard PCR coding.

### 2.3.2 The number of SS-PCR components

An important research question is to determine how the number of latent components is selected for the SS-PCR method. For PCR and PLS, there are several suggestions in the literature on how to deal with estimating the number of latent components, eg, Chapter 6 of Jolliffe\(^3\) and Wold et al.\(^4\) One very common approach as stated in Chun and Keles\(^24\) is to use cross validation. Coster et al.\(^25\) introduced cross validation to find the number of dimensions that minimized the prediction error. All of these techniques can be combined under the measure, root-mean-square error of prediction (RMSEP) performed with cross validation. As indicated in Mevik and Cederkvist,\(^26\) leave-one-out cross validation is preferable when one can afford the computational burden, although adjusted 5-fold or 10-fold cross validation are also viable candidates. For illustration purposes, RMSEP is presented with a K-fold cross validation where the data are randomly divided into \( K \) segments of approximately equal size, \( \mathbf{L}_k \).\(^27\)

\[
\text{RMSEP}_{\text{cv}, K} = \sqrt{\frac{1}{n} \sum_{k=1}^{K} \sum_{i \in \mathbf{L}_k} (y_i - \hat{y}_i)^2}
\]

where \( \hat{y}_i \) is the vector of predicted values for the sample \( i \) and \( n \) is the number of total samples. This statistic is also
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**FIGURE 4** First simulation study (10 predictors with 3 latent components): MSE/MSE\(_0\) curves averaged over 50 runs (solid green, blue, and purple lines) for supervised partial least squares (PLS), principal component regression (PCR), and semi-supervised PCR. Missing observations are created in steps of 10 from the original 1000 observations [Colour figure can be viewed at wileyonlinelibrary.com]
denoted as root-mean-squared error of cross validation. The number of latent components is chosen for which RMSEP is minimized. In this way, the optimal number of latent components is based on the predictive power. In our case, we compute the RMSEP on the $X_i$ scores computed by using the loadings from the entire input data, $X$.

### 2.3.3 | Correlation measure

It is conjectured that the contribution of unsupervised data will be related to the amount of supervised data as well as the underlying correlation structure of the input data. Hence, it is of high relevance in this context to define a measure for the correlation among input variables. Given that the number of latent components $h$ is retained using the RMSEP procedure as discussed in the previous section, we define the correlation measure (CM) as

$$CM = \frac{\sum_{i=1}^{h} \lambda_i}{\sum_{p=1}^{p} \lambda_i}$$  \hspace{1cm} (8)

where $p$ is the initial dimension and $\lambda$s are the eigenvalues of the correlation matrix of $X$. The CM is between $h/p$ (no correlation among variables) and 1.

### 3 | SIMULATION STUDY

Three simulation studies have been conducted to compare the SS-PCR method with the benchmark methods PCR and PLS. All studies are based on 1000 observations, and each simulation study contains different number of predictors and latent components. For a fair comparison, the latent components have been artificially imposed by building blocks in the structure of the correlation matrix of the predictors, $X$ which is normally distributed with zero mean. Each block contains the same random number generated from an interval as it can be observed in Figures 3, 5, and 7. Though not visible in these figures, 5, 25, and 50 values between 0 and 0.05 for each study are also spread randomly for the “off-diagonal” entries with the only exception of the case of high correlation.
Since the “true” latent structure is assumed to be fixed and known, the methodology proposed in section 2.3.2 is not followed in the simulation studies. However, in an industrial setting, this is highly recommended if no prior information regarding latent structures is available.

The first 2 simulation studies are based on 10 predictors and 3 latent components, and 100 predictors and 10 latent components, respectively. For the third simulation, the data structure is inspired from an industrial injection molding process for which process data using molding machine sensors are collected at a rapid rate, while the quality measures are very scarce. To simulate this scenario, data are generated with 300 process variables and 20 latent components.

For all 3 simulation studies, the $y$ are generated using

$$y = X\beta + \varepsilon,$$

where $\beta$ and $\varepsilon$ are distributed uniformly and normally, ie, $\beta \sim U(0, 1)$ and $\varepsilon \sim N(0, 0.1^2)$, respectively. At first, $y$ contains 1000 observations. For creating the SS scenario, $y$ is then systematically reduced by removing observations in increments of 10, which is further denoted as $y_1$. The removed observations are later used for computing the prediction mean squared error (MSE), which is then scaled with $\text{MSE}_0$ computed from the PCR model on the entire $X$ and $y$. All the data have been zero centered but not scaled since the data have the same order of magnitude.

The $\text{MSE}/\text{MSE}_0$ curves from applying supervised PLS and PCR on $X_1$ and $y_1$, SS-PCR on $X$ and $y_1$ are presented in Figures 4, 5, and 6 with predictions averaged over 50 runs.

### 3.1 First simulation study

As specified above, the correlation structure for the first simulation study with 10 predictors and 3 latent components is illustrated in Figure 3.

The comparison between SS-PCR($X, y_1$), PCR($X_1, y_1$), and PLS($X_1, y_1$) is illustrated in Figure 4.

As it can be observed in Figure 4, PLS outperforms SS-PCR and PCR in 3 of the 4 cases by having the lowest $\text{MSE}/\text{MSE}_0$ ratio. When correlation is very high among predictors as in Figure 4D, SS-PCR, PCR, and PLS perform similarly. As the results indicate, SS-PCR starts to take advantage of the added unlabeled data in the case when the response is scarce and more importantly when PLS coefficient estimates start to become unstable. For this case, as the CM starts to increase, the PLS coefficient estimates start to become unstable, and this is reflected in the prediction.

![Figure 6](https://wileyonlinelibrary.com)
3.2 | Second simulation study

The correlation structure for this data set with 100 predictors and 10 latent components is illustrated in Figure 5.

The comparison between SS-PCR(\(X, y_1\)), PCR(\(X_1, y_1\)), and PLS(\(X_1, y_1\)) is illustrated in Figure 6.

As opposed to the results obtained for the first study, SS-PCR starts making use of the available unlabeled data earlier for prediction when the response is scarce. This result is valid for all 4 cases; however, the difference lies in the CM, which dictates that a better performance of SS-PCR is obtained when the CM is lower as opposed to the first simulation. What is interesting to note is that even though the blocks of the correlation matrix contain the same intervals for randomly generating the correlations, the CM is very different. This result is consistent with Jolliffe’s statement,\(^3\) which indicates that as the number of dimensions increases, a fixed number of retained latent components will explain less variation in the data.

3.3 | Third simulation study

The correlation structure for this data set with 300 predictors and 20 latent components is illustrated in Figure 7.

The comparison between SS-PCR(\(X, y_1\)), PCR(\(X_1, y_1\)), and PLS(\(X_1, y_1\)) is illustrated in Figure 8.

As it can be depicted from Figure 8, in all 4 cases, PLS performs remarkably well compared with PCR. However, when the size of unsupervised data gets large, SS-PCR starts to outperform PLS. As stated before, what is interesting to observe is that SS-PCR outperforms PLS depending on the CM present in the original \(X\). As the CM gets larger, it is more difficult for SS-PCR to outperform PLS as observed in the second study. This is because of the fact that with high correlation, the estimation of the covariance matrix of \(X\) does not require as many observations as in the case of low correlation among the inputs. In that sense, the contribution of the unsupervised data gets attenuated with high correlation among inputs.

---

**FIGURE 7** Third simulation study (300 predictors with 20 latent components): Correlation structures among input variables. Each block contains the same random value generated from the block correlation interval. In the case of 0.99, all the blocks have the same value namely 0.99 [Colour figure can be viewed at wileyonlinelibrary.com]
EXPERIMENTAL DATA

Most of the comparisons between PCR and PLS involve chemometric applications, and therefore, we use a near-infrared (NIR) spectroscopy benchmark data set for applying the SS-PCR methodology. The data set consists of NIR spectra as predictors and octane numbers as responses of 60 gasoline samples. The NIR spectra were measured by using diffuse reflectance as log(1/R) from 900 to 1700 nm in 2 nm intervals, giving 401 wavelengths (Figures 9 and 10).

To mimic the SS scenario as before, y is systematically reduced by removing observations in increments of 1. The number of labeled observations spans between 6 and 57. The data have been mean centered when applying the PCR, PLS, and SS-PCR methods.

For choosing the number of components, since the data set is small, RMSEP along with the leave-one-out cross validation have been used. For PLS, 3 or 4 components seem to be optimal, while for PCR and SS-PCR, 4 components are used. The CM for this data set is 0.98.

The comparison between SS-PCR, PCR, and PLS are illustrated in Figure 11. For a fair comparison, the original data have been sampled without replacement 50 times. In other words, each individual run consists of...
randomly sampled labeled and unlabeled data sets from the original data set.

Semi-supervised principal component regression method performs better than PCR and PLS in the case of scarce outputs. When the number of components is 3 for PLS, SS-PCR starts to outperform PLS already after 20 missing observations, whereas for 4 components, SS-PCR outperforms PLS after 30 missing observations. This result confirms once more that unlabeled data can provide information to achieve a better prediction for scarce outputs scenarios.

5 | FINAL DISCUSSION

With the new data collection schemes in automated manufacturing, abundant production data are widely available, and consequently, benchmark data analysis methods need to be updated to take care of the newly created challenges. This paper investigates a SS-PCR method, which uses both labeled and unlabeled data for prediction. Four test cases where PLS, PCR, and SS-PCR are compared have been performed on simulated data of varying dimensionality. A comparison between these 3 methods is also performed on a NIR spectroscopy benchmark data set.

As indicated already in the literature, PCR and PLS performs well in supervised learning applications. However, as we show in this paper, PCR and PLS are negatively affected when the response data are scarce or the CM is low for high-dimensional predictor data. In many current industrial settings where input data are abundant but the response data are extremely scarce, SS methods are recommended. By using the entire input data including both labeled and unlabeled data, a better representation of the covariance of the input variables is obtained. In addition, when the correlation among the input variables is relatively low yet still requiring dimension deduction methods in regression, the addition of unlabeled data improves the estimation of the overall correlation of the input variables. On the other hand for low-dimensional data, SS-PCR seems to outperform the benchmark methods when the response data are really scarce. However, since the implementation of the proposed methodology is relatively simple and does not require any additional software or coding compared with standard PCR, the use of SS-PCR for prediction purposes is highly recommended when abundant unlabeled process data is available.
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