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A B S T R A C T

Extracting microanatomical information beyond the image resolution of MRI would provide valuable tools for diagnostics and neuroscientific research. A number of mathematical models already suggest microstructural interpretations of diffusion MRI (dMRI) data. Examples of such microstructural features could be cell bodies and neurites, e.g. the axon's diameter or their orientational distribution for global connectivity analysis using tractography, and have previously only been possible to access through conventional histology of post mortem tissue or invasive biopsies. The prospect of gaining the same knowledge non-invasively from the whole living human brain could push the frontiers for the diagnosis of neurological and psychiatric diseases. It could also provide a general understanding of the development and natural variability in the healthy brain across a population. However, due to a limited image resolution, most of the dMRI measures are indirect estimations and may depend on the whole chain from experimental parameter settings to model assumptions and implementation.

Here, we review current literature in this field and highlight the integrative work across anatomical length scales that is needed to validate and trust a new dMRI method. We encourage interdisciplinary collaborations and data sharing in regards to applying and developing new validation techniques to improve the specificity of future dMRI methods.

Introduction

Microstructure imaging using diffusion MRI (dMRI) provides a sensitive tool to tissue structure on a micrometre (μm) length scale with a wide range of applications ranging from estimating cell sizes and orientations to reconstructing axonal pathways across different brain regions. With an image resolution on the order of millimetres, dMRI entangles information from millions of cells of different types in different configurations or even contributions from different tissue types. The very indirect relation between the structure of individual cells and the diffusion process averaged over the image voxel calls for independent validation techniques. The choice of a validation technique is often guided by our expectations based on theory, simulations, or empirical MRI experiments. However, the true microstructural anatomy is complex, and the pros and cons of the individual validation techniques must therefore be carefully considered. As multiple anatomical effects, ranging from molecular scales to overall organization of cells, could influence dMRI, the relevant validation experiments should cover a broad range of anatomical sizes. Consequently, validation is an iterative process that may get increasingly sophisticated over the years as the method continues to develop. This dynamic validation process is also a driving factor behind the methodological evolution of dMRI, as many examples in literature demonstrate. For instance, it is well known that local fibre reconstruction models for tractography must account for fibre crossings for better extraction of some brain connections using e.g. structure tensor imaging and tracers for validation (Leergaard et al., 2010; Behrens et al., 2007; Budde and Annese, 2013). Similar development is currently ongoing in the methodological evolution of non-invasive axon diameter estimation using dMRI or g-ratio imaging with a combination of different quantitative MRI modalities (see review (Campbell et al., 2017)). Examples demonstrate that today's microstructural imaging using dMRI can be pushed towards a μm-resolution of single cells under ultra-high field conditions and with small tissue samples (Hansen et al., 2010; Flint et al., 2010; Hansen et al., 2011), as well as the image resolution on whole organ samples ex vivo, or preclinical and clinical in vivo imaging range from sub-millimetre for high resolution imaging to several millimetres in
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more clinically feasible settings. Most often, interpretations of dMRI derived measures are therefore far from a direct visualization of a specific microstructure but rather an indirect interpretation. In the context of choosing a suitable validation strategy, it is important to find imaging techniques with sufficient overlap in terms of interpretation and to understand the possible ambiguities that might be generated by anatomical features not visible with the selected validation technique.

Fig. 1 is a schematic illustration of the relation between anatomically length scales and the capabilities of various imaging methods, which can be used to investigate features of the different length scales directly or indirectly dependent on their image resolution. As shown in Fig. 1 (x-axis), different imaging methods may capture the same anatomical features (Fig. 1, y-axis) but from different perspectives using different measuring techniques or at different image resolutions.

The focus of this review is to give insight into different invasive imaging technologies and animal models that can be used to validate microstructural interpretations based on dMRI data. We discuss pros and cons of the different validation strategies based on Fig. 1, as well as the challenges in defining a gold standard for a complex anatomical environment that is still not fully understood. Diffusion-based models and dMRI sequence design will be discussed as being a black box to be validated for a hypothesized interpretation. The reader interested in underlying methodological details will be guided to relevant literature.

Sensitizing MRI to microstructure

MRI tissue contrasts – understanding and quantifying effects

MRI tissue contrasts can be related to a number of physical effects ranging from the molecular level, such as relaxation, magnetization transfer and chemical exchange, to cellular geometry and mesoscopic organization modulating the diffusion weighted signal. Today, most clinically relevant contrasts relate to effects that are readily seen directly in anatomical MRI, i.e. with a qualitative analysis. Many of those contrast mechanisms can be well established and very valuable in clinical use, like the strong dMRI contrast in tissue affected by ischemic stroke, although it is not yet fully understood how pathology modulates diffusivity in terms of microstructure (Moseley et al., 1990). This does not undermine the value of dMRI as a biomarker, but understanding the underlying mechanisms could thus be one topic of interest for validation. At the other end of contrast magnitudes are subtle changes in healthy (e.g. brain maturation) or normal appearing tissue in diseases as dementia and multiple sclerosis. To study those changes and in order to compare changes across different brain regions or over a population of subjects, the data must be quantitative to allow for statistical analyses. Fig. 2 demonstrates in vivo multimodal MRI using a clinical 3T scanner and includes both conventional (e.g. T1w, T2w and FLAIR), as well as examples of derived quantitative structural MRI, (i.e. relaxation maps and quantitative magnetization transfer) and different dMRI-based metrics. Quantitative MRI is important because one can measure a property of the tissue which to a high degree is independent of the properties of the scanner and measurement technique. A quantitative map relates to either one or more physical entities itself, e.g. relaxation time constants, diffusion coefficients, or biophysical features, like cell and neurite density, type of cells, restriction sizes, and architecture (see examples of taxometry of biophysical diffusion models in Panagiotaki et al., 2012). The physical and biophysical approaches are complementary. However, the biophysical model approach is attractive as it offers a clear interpretation of the MRI data, but the specificity to a microstructural feature is not guaranteed per se by a parameter name. It is tempting to account for many possible effects and to build more complex models, but the ambiguities include the risk of over-fitted models and over-interpreted results (Jelescu et al., 2016). One is already careful in the naming of model parameters by using words like “apparent”, “index” or “estimation”, as used in Apparent Diffusion Coefficient (ADC) (Basser et al., 1994), Apparent Exchange Rate (AXR) (Lasic et al., 2011) or Axon Diameter Index (ADI) (Alexander et al., 2010).

Translational MRI

As a non-invasive technique, MRI can be translated from animal to human applications. Preclinical MRI enables the combination with a range of independent invasive validation methods on the same specimens. Furthermore, its hardware is powerful and allows larger parameter spaces to be investigated than possible using clinical scanners. Longer scan times than those acceptable in in vivo human can often also be used, which can boost the quality of the data further. In the following, we highlight the variety of animals models suitable for different research topics and quality issues in in vivo versus ex vivo imaging.

Animal models

When deciding on a validation strategy using invasive techniques, a suitable animal model must be selected that reflects the microstructural features of interest. For translation to human use, the anatomical resemblance of the animal model can be focused upon basic microstructural features, e.g. cells and neurites, or larger anatomical structures
such as cortical layers or long range brain connections. This widens the range of usable animal models from simpler cellular systems using non-vertebrate animals (e.g. Aplysia snail and squids—see review (Beaulieu, 2002)) and vertebrates with increasing brain volumes (e.g. rodents, ungulates and to non-human primates) or isolated brain slices or nerves (Kakkar et al., 2017; Flint et al., 2009). Fig. 3 shows examples of vertebrate animal brain models used in dMRI and the human brain.

In studies focused upon the gross anatomical organization or higher cognitive functions of the human brain, the monkey has traditionally been preferred because it is morphologically close to humans (Caminiti et al., 2009). The monkey brain is well described in terms of brain connectivity using non-invasive tracers and histology, i.e. staining of axons, myelin, cell types and their relation to physiology and brain function. This makes the monkey brain unique as animal model for validation of tractography and microstructure, and due to its close anatomical relation which can easily be combined with human tractography and dissections (Innocenti et al., 2017; Hau et al., 2017; Alexander et al., 2010). Larger animal models such as pigs are increasingly used in neuroscience and disease models (Lind et al., 2007; Sorby-Adams et al., 2018). Fig. 3 shows that the pig brain has similar size as macaques, with a highly convoluted cortex. Furthermore, it provides a white matter complexity in terms of large fibre tracts that resemble the human brain, which makes the pig suitable for validation of tractography against multiple invasive neuronal tracers (Dyrby et al., 2007; Knöösche et al., 2015). Smaller animal models like rodents are also widely used. Indeed their brain is small but they are easy to handle and are good models used for studying brain plasticity of...
microstructural features, e.g., the modelling of neurite density using dMRI and its application to detecting the impact of mild chronic stress on neurite density in cortical grey matter (Jespersen et al., 2010; Khan et al., 2016). Induced diseases, such as the experimental autoimmune encephalomyelitis (EAE) models, resemble pathologies in human MS (Budde et al., 2008). This provides a validation platform to both evaluate dMRI against histology as well as treatment effects. A different approach is the use of genetically modified knockout mouse models, e.g., of tuberous sclerosis neuropathology, to verify changes in microscopic anisotropy using dMRI (Kaden et al., 2016). Various demyelination animal models commonly used for dMRI validation are reviewed in (Edgar and Griffiths, 2009).

Considerations for animal imaging

The selection of the experimental setup for microstructural imaging is crucial to ensure the reliability of the MRI tissue contrast subject to validation. Most animal brains relevant for imaging research are several factors smaller than the human brain, and therefore the voxel size must be decreased to obtain similar anatomical information. Since voxel size is inversely related to signal to noise (SNR), small radio frequency (RF) coils designed for small animals as well as higher magnetic field strengths are used to ensure high SNR. SNR can also be increased by repeated measurements, but total scan time for living animals also has an upper limit. Therefore, it can be challenging to collect a rich preclinical in vivo data set for method validation of microstructure imaging, which both ensures sufficient SNR and provides the exploration of a set of acquisition parameters acquired at high-image resolution and with full-brain coverage.

The goal of ex vivo imaging is to attain a quality of the post-mortem tissue as close as possible to the in vivo state but without the limitations of physiological noise or time constraints. When the brain dies, the tissue starts a self-destruction process called autolysis. If not fixed immediately, the autolysis process will degrade the microstructural environment and axons (Hukkanen and Royston, 1987) as shown with electron microscopy (EM) in Fig. 4 (A–C). Autolysis can be slowed down by keeping the tissue at lower temperatures (e.g., 12 °C versus 24 °C) (Hukkanen and Roystö, 1987). In animals, perfusion fixation should always be preferred when possible but one must be careful in preparing the fixative to ensure tissue quality (Cahill et al., 2012).

Physical property differences between in vivo and ex vivo

Successfully fixed tissue can be stored and rescanned for years but to ensure the collection of high quality ex vivo MRI data, the following must be considered (Dyrby et al., 2011):

- **T1 and T2 relaxations parameters, which determine the signal decay of tissue types, are decreased.** However, T2 relaxation, but not T1, can be partly prolonged by washing out the free fixative and thereby prevent loss of SNR (Dyrby et al., 2011; Shepherd et al., 2009; Leprince et al., 2015). Soaking brain tissue in gadolinium lowers T1 and enables shorter TR and faster acquisitions of e.g. diffusion MRI (D’Arceuil et al., 2007). However, the distribution of gadolinium in the extracellular and intracellular spaces is not known and may introduce a different weighting of the individual signal components. This effect should be considered in biophysical modelling and tractography.

- **The T1 relaxation of grey matter is decreased** ex vivo compared with white matter and the grey/white matter contrast may even be reversed in T1 weighted images as shown Fig. 4E versus Fig. 4F (Tovi and Ericsson, 1992).

- **Diffusivity is decreased** ex vivo, but not anisotropy (D’Arceuil et al., 2007; Sun et al., 2005). Therefore, the selected b-values for ex vivo dMRI should be approximately 3–4 times higher than in vivo to reflect similar levels of signal attenuation (D’Arceuil et al., 2007; Dyrby et al., 2011) (Fig. 4H). For example, in biophysical models such as neuron diameter estimates, the lowered diffusivity post-mortem is accounted for when designing the MRI protocols and analysing data (Alexander et al., 2010).

- **Short-term instabilities** are both a motion artifact and a temperature stabilization effect appearing within the first hours of scanning, as shown in Fig. 4D, and cannot easily be corrected. The source of the motion artifact is a mechanical process caused when larger tissue samples settles in the coil after handling and preparation (Dyrby et al., 2011).

---


---

**Fig. 3.** Animal models can be used in translation to the human brain but clear differences exist in terms of size, the degree of cortical folding, and overall morphology. A) The human brain is highly convoluted and weighs 1300–1400 g. B) The monkey brain weighs 90–97 g and as a non-human primate it resembles the human brain better than C) the pig (Gottingen mini pig) and D) rodent rat brain where the cerebellum is placed behind the cerebrum. The pig brain is highly convoluted and increasingly used as disease model and weighs 80–150 g (Land et al., 2007). Scale bars are A) 5 cm and B)-D) 1 cm. A), B) and D) are respectively the Human (Homo sapiens), Rhesus monkey (Macaca mulatta) and brown rat (Laboratory) (Rattus norvegicus). Images are adapted from the University of Wisconsin and Michigan State Comparative Mammalian Brain Collections and National Museum of Health and Medicine. Preparation of images and specimens are funded by the National Science Foundation, as well as by the National Institutes of Health. The University of Wisconsin and Michigan State Comparative Mammalian Brain Collection's website is http://neurosciencelibrary.org/index.html.
The shrinkage factor describe how much the ex vivo tissue volume is changed compared with in vivo. In microstructural imaging, it is essential for the translational argument using ex vivo tissue as a model for in vivo that the shrinkage factor is minimal and that the volume fractions of tissue compartments are similar, but it is still an open question. After perfusion fixation, the tissue shrinkage is reported to be approx. 5% (Fox et al., 1985), but the shrinkage factor of tissue preparation for EM and light microscopy (LM), i.e. for axon diameter measurement, has been reported between <1% and 65% (Abottiz et al., 1992; Lamantia and Rakic, 1990a; Riise and Pakkenberg, 2011; Houzel et al., 1994). The question to be answered is whether shrinkages mainly affect extracellular space, or if cell morphology is also affected (Hrushl, 1939). In vivo measures of the fraction of the extracellular space suggest that it accounts for 15–36% of the tissue (Sykova and Nicholson, 2008) but visual inspection of EM shows almost a non-existing extracellular space between axons, as seen in Fig. 4C. The reason could be due to the tissue dehydration process needed before embedding tissue in epoxy resin for EM. However, it still needs to be investigated and quantified.

Temperature controlled airflow around the tissue during ex vivo scanning is critical to ensure reliable dMRI data as diffusivity and relaxation times depend on temperature (Le Bihan et al., 1989). Heavy and varying diffusion weighting gradient use may cause significant temperature fluctuations of the scanner bore hence the sample.

Fixation stops all physiological functions of cells. Acute cell swelling effects following stroke or inflammation, easily detectable in vivo, are not guaranteed to have the same tissue contrast in ex vivo MRI. For example, the in vivo paramagnetic neuronal tracer manganese (MnCl2) visualized hyper intense on T1w MRI is easily detectable in vivo but not ex vivo where it is released from intra-axonal transport and diffuses into the whole brain. Therefore, more research in the anatomical differences between in vivo and ex vivo is needed.

**Histological modalities – the quest for the gold standard**

The gold standard can be found within the histological techniques chosen according to the goals of the study, i.e. the stated microstructural MRI hypothesis. In this section we review selected invasive techniques that can be used to validate microstructural features at different anatomical length scales and image resolutions. Some validation techniques are classical whereas others are new but with potentials for microstructural MRI validation. We differentiate between classical staining techniques and neuronal tracing. The first shows micro- and macrostructural features, i.e. density, geometrical sizes, and shapes of cells, neurites and myelin, as well as their architecture. The second shows macrostructural features, i.e. the brain connections being both single or a bundle of axon trajectories. Finally, we comment on histological imaging techniques to display staining in terms of 3D field-of-view (FOV) and image resolutions.

**Classical staining techniques**

Nissl-like staining (cresy1 violet, toluidine blue, hematoxylin-eosin,
etc.) is often used to map the density of cell bodies in the brain.

The first histological technique to provide a detailed description of the cytology of the CNS was the Golgi silver staining. The technique is capricious and artifact-prone but it stains in detail individual neurons. This allowed Ramon y Cajal’s monumental description of cell types in the CNS of several species (y Cajal, 1995). From this technique, little can be inferred on the connectivity of the neurons.

Staining of the fatty myelin wrapped around axons is often used in structure tensor imaging as information for validation of estimates of axonal orientational organization. Many different myelin staining techniques exist. One of the authors (GMI) has routinely used the Gallyas method.

Many more techniques exist for the staining of nervous tissue and some examples relevant for microstructural validation are shown in Fig. 5. It should be kept in mind that each histological technique is highly specific to a single microstructural feature as shown in Fig. 5 and may not reflect all features relevant for the dMRI contrast. However, they can be combined such as staining myelin and cells as shown in Fig. 5 (D, E) to provide a more complete image of the underlying true microstructural environment.

**Neuronal tracer techniques**

The long nagging issue of brain connectivity has advanced from degeneration methods (retrograde degeneration of neuronal cell bodies; axonal degeneration as with Marchi, Nauta, or Fink-Heimer methods) to the tracing of connections with axonally transported molecules, anterogradely, from the cell bodies to the terminations or retrogradely, from the terminations to the cell body. Neuroanatomical tract tracing techniques were masterly reviewed by (Vercelli et al., 2000; Heimer and Robards, 1981; Zaborszky et al., 2006).

Modern anatomical tract-tracing techniques were initiated by the anterograde transport of radioactive amino acids, dating back to the discovery of axonal transport by Paul Weiss reviewed in (Brauckmann, 2004), which visualized axonal pathways and terminations via the activation of photographic emulsion (autoradiography). This approach turned out to be quite sensitive and produced a comprehensive picture of neural connections in the macaque brain, e.g. (Schmahmann and Pandya, 2006), but it could not resolve the individual axons or axon terminals. Nevertheless, the tracers spilled trans-neuronally across the lateral geniculate nucleus (LGN), which allowed the mapping of ocular dominance columns in the visual cortex (LeVay et al., 1980). Retrograde transport methods were initiated by the introduction of horseradish peroxidase (HRP; Kristensson and Olsson, 1971). This allowed a detailed visualization of the distribution of neurons at the origin of a connection, including their individual morphologies. In some applications, HRP, particularly when combined to wheat-germ-agglutinin (WGA), could be used for anterograde transport as well, although the resolution of the individual axons did not surpass the transport of amino acids. It was later discovered that neurons are rather undiscerning in what they actively pick-up and transport. Retrograde transport fluorescent molecules were introduced (Bentivoglio and Kuypers, 1982; Bentivoglio et al., 1979) as well as fluorescent microspheres of different colours (Katz et al., 1984) which were injected in separate targets to study axonal collateralizations (see also (Schain et al., 2014)). Because these tracers, unlike HRP, remained in cell bodies for a very long time without consequences for the neurons, they could also be used to take still frames of projections at different times, e.g. in the development of distinguishing between neuronal death and axonal elimination (Innocenti, 1981). The anterograde transport of paramagnetic metals (∏Cl2),

![Fig. 5](https://example.com/fig5.jpg) **Fig. 5.** Various staining techniques of cells and their geometries and neuronal tracing allow the display of microstructural features and brain connections using various types of tracers and staining techniques. A) Cat area 17; Postnatal day 7; Dil labelling of axon from Corpus Callosum (courtesy of G.M. Innocenti, Karolinska Institutet); B) EM of adult monkey cortico-spinal cervical axons stained with osmium to highlight myelin (reprinted from Innocenti 2017, under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/)). C) Golgi staining of a neuron in cerebral cortex i.e. Fig. 10 from Ramon Cajal’s *Histologie du système nerveux de l’homme et des vertébrés* (1909–1911). Copyright is owned by the family of Santiago Ramón y Cajal. D) Cell body stain and E) myelin stain of visual cortex area, 21 architectonics in ferret (reprinted from Innocenti, 2002, by permission of Oxford University Press). F) BDA labelled axons (anterograde tracer) from a prefrontal injection in monkey and G) BDA labelled cell bodies in prefrontal cortex (courtesy of G.M. Innocenti, Karolinska Institutet). H) LM of BDA labelling of cortico-fugal axons in internal capsule, distal from where axon diameters can be manually measured (courtesy of G.M. Innocenti, Karolinska Institutet). I) Paramagnetic Manganese tracer injection in caudate of monkey and visualized as hyper-intense signal (red arrows) on T1 weighted MRI (reprinted from Fig. 5 in (Saleem et al., 2002), Copyright 2002, with permission from Cell Press).
i.e. manganese, has the advantage of allowing direct MRI visualization of the intact living brain (same MRI space as tractography) albeit at the low image resolution of 3D T1 weighted MRI (Inoue et al., 2011) limits its use not to display individual axon trajectories but to larger brain connections. Opposite to other invasive tracers, manganese is measured in vivo. Because its signal is like a bolus signal reaching a maximum a few days after injection and then being washed out (Pautler, 2004), it can be challenging to set a common threshold for longer brain connection to be used for tractography validation (Knösche et al., 2015). Furthermore, it should be noticed that manganese has shown to have the unique feature of being a trans-synaptic tracer (Saleem et al., 2002). In contrast, the usage of anterograde transported dextran (Fritsch and Wilm, 1990) or biocytin (King et al., 1989) obtained very detailed visualization of individual axons and axon terminals. In addition, lipophilic substances (DiI and DiO) can diffuse along lipid membranes in the dead brain (Honing and Hume, 1989) albeit slowly and with some difficulty in the adult brain. Other methods are finally answering the fundamental question of trans-synaptic connectivity (below) (Bentivoglio et al., 1979; LeVay, 1988).

Over the years, results obtained with the different tracer methods have been compared and have led to some insights of brain connectivity mapping, although the image is far from being complete, rarely quantifiable and not straightforward to generalize across species. Nevertheless, important initiates build structural connectivity mapping using tracers in e.g. monkeys (Schmahmann and Pandya, 2006; Bakker et al., 2012; Markov et al., 2012) and in mice (Oh et al., 2014).

Both retrograde and anterograde transport methods answer unequivocally the question of which brain structures are interconnected. In addition, the retrograde transport methods seem to imply the strength of the connection by disclosing the number of neurons involved in it, possibly to be translated into a number of streamlines (Markov et al., 2012; Donahue et al., 2016; van den Heuvel et al., 2015). This is at best a very first approximation. The strength of a connection, i.e. its power in activating a target, depends critically on the distribution of the terminal arbours (Tettoni et al., 1998) and on the size of synaptic boutons (Innocenti and Caminiti, 2017) and possibly on other factors, none of which is provided by the retrograde transport methods or easily achievable with current MRI methods. The anterograde transport of dextran or biocytin provides detailed visualization of single axons as shown in Fig. 5 (F–H) as well as axonal arbours, including synaptic boutons. It provides a good gold standard for MRI studies aimed at microstructure, although it should be recalled that because of LM, resolution is mostly limited to myelinated axons >0.2 μm in diameter.

**Imaging techniques: image resolution and field-of-view for 3D structures**

Histological validation techniques, as exemplified in Fig. 5, are often challenged by two factors:

1) Limited Field-of-view (FOV): Connectional neuroanatomy faces a major challenge in the transition from the meso to the micro or nano scale of neural visualization due to limited FOV and being represented as 2D histology slices.

2) Lack of effective image resolution: The finest anatomical structures that can impact diffusion cannot be imaged directly.

The effective image resolution limits, e.g. by LM, can to some extent be overcome by confocal microscopy as well as by other illumination methods such as super-resolution microscopy (reviewed in Davis, 2009; Aoki, 2017) taking advantage of progress in fluorescent microscopy. Nevertheless, the highest resolution still requires the use of EM and/or Scanning EM (SEM). Large FOV has been demonstrated by combining EM scanned slices aside into larger 2D planar image, but essential for dMRI is the volumetric composition, i.e. voxel size (reviewed in (Saliani et al., 2017)).

**3D fluorescence microscopy imaging**

The fluorescent imaging methods has revealed new perspectives, in particular since it allows tracing neural pathways across synaptic connections, using genetically modified viruses, targeting the connections of specific cell types and many more (Beier et al., 2016; Martersteck et al., 2017). Two-photon microscopy imaging uses laser-scanning to scan in micrometre resolution the surface of a block of agar embedded fluorophore labelled tissue in micrometre resolution (Ragan et al., 2012). A 3D image volume with large FOV can then be generated by cutting away the previously scanned tissue section before a new section is scanned. Fig. 6A show a 3D-reconstructed whole-brain volume of tracer labelled axonal trajectories emanating from a single injection in the cortex of a mouse brain (Oh et al., 2014).

An alternative to two-photon microscopy is light-sheet fluorescence microscopy (LSFM) imaging that also uses a laser-scanning technique to scan an intact whole-brain volume, i.e. mouse or rat brain in micrometre image resolution. For whole-brain fluorescence imaging, LSFM requires the brain volume to be transparent so that emitted light from excited fluorophore labelled tissue substances can be imaged using a fluorescence microscopy. Different tissue clearance techniques exist, such as CLARITY and DISCO, etc., that wash out all lipids from tissue, making it transparent to light so that fluorescent labelled substances in the brain volume can be displayed (Silvestri et al., 2016; Richardson and Lichtman, 2015). LSMF have been used in combination with dMRI to study the effect of myelination and to its use for validation of DTI (Chang et al., 2017; Kamagata et al., 2016).

**3D SEM and X-ray nanoscopic imaging**

Visualization of even smaller structures in 3D and their architecture, i.e. axons, dendrites and glial cells, as well as their subcellular components (synapses, spines, nuclei, and mitochondria, etc.), requires nanometre image resolution in large FOV which can be provided with imaging techniques such as SEM and synchrotron radiation micro-CT (SRμCT), i.e. X-ray. Kasthuri and colleagues used an automatic tape-collecting ultramicro-tome (AUTM) setup that continuously image and cut ultra-thin 30 nm slices of a tissue volume using SEM which afterwards were stacked into a large multiscale FOV 3D image volume (i.e. 2500 × 2500, 300 × 300 and 40 × 40 μm). Fig. 6 (B–C) show the segmented 3D EM volume, and large parts of all neurons within a cortical column can be displaced down to the finest structural details as the synaptic cleft outlined between axonal terminals and the dendrites (Kasthuri et al., 2015).

Micro-CT with synchrotron radiation (SRμCT) or X-ray microscopy is a relatively young discipline, as indicated in an early review by Fitzgerald et al. (Fitzgerald, 2000). A synchrotron radiation x-ray beam is highly collimated and several orders of magnitude more intense than that of the x-ray tube. For ultra-high resolution x-ray imaging, enhancement by phase contrast is always present and enables 3D image reconstruction of intact sample volume. This is a great advantage in the imaging of samples with relatively homogeneous density, such as soft tissue samples (Beltiran et al., 2011).

X-ray microscopy can in rough terms be divided into two categories: Full-field imaging and scanning probe imaging. In full-field imaging, the entire region of interest is illuminated and the x-ray wave-front transmitted through the sample is imaged with a camera (Bartels et al., 2015). In scanning probe x-ray imaging, the x-ray beam is focused upon a small spot and raster scanned across the field of interest to create an image. The latter method is slower but provides options for higher resolution well below isotropic 100 nm, and provides multimodal imaging in terms of absorption spectroscopy, x-ray fluorescence and diffraction as has been demonstrated in isolated sciatic nerve axon (Ducu et al., 2011). Fig. 6 (D and E) shows full-field x-ray phase contrast tomography with 100–300 μm FOV and 50–100 nm image resolution, enabling 3D segmentation of individual axons, including their trajectories and fine

---

anatomical features (i.e. nodes of Ranvier). This type of x-ray microscopy can provide unique 3D information where intact nerves were used for validation of dMRI (Kakkar et al., 2017). Teh et al., used x-ray phase contrast in 3.6 μm image resolution and combined with ex vivo dMRI to display cellular architecture of intact fixed rat heart (Teh et al., 2017).

Validation of diffusion MRI techniques across anatomical length scales

Tractography validation (macrostructure)

The many methodological challenges with tractography were already discussed in the first studies exploring the technique (Conturo et al., 1999; Mori et al., 1999). Conturo et al. used functional MRI (fMRI) to locate the lateral geniculate nucleus during visual stimulation and used this as a seed region and demonstrated its connections to the primary visual cortex. This shows an early example of an elegant cross-validation of tractography.

A number of excellent reviews already exist discussing the pitfalls of tractography, the attempts to validate the results, and perspectives for methodological improvements have been published (Assaf and Pasternak, 2008; Jbabdi and Johansen-Berg, 2011; Jones and Cercignani, 2010; Maier-Hein et al., 2017; Jeurissen et al., 2017). Therefore, only a few cornerstones will be recalled here, focusing in particular on work including histology and neuronal tracer data sets for validation.

Dyrby et al. (2007) demonstrated the ability to perform a direct validation between tractography and two simultaneously injected tracers in the same Göttingen minipig brain (Dyrby et al., 2007). The tracers included the anterograde axonally transported manganese (MnCl2) visible with MRI and biotinylated dextran amine (BDA) used for histology as shown in Fig. 7 (A, B) (Dyrby et al., 2007). The tracers were single-sited injections in the somatosensory, motor and prefrontal cortex (SC, MC and PFC, respectively). The paramagnetic MnCl2 tracer allowed a 3D visualization of connections in vivo with a 3D T1-weighted MPRAGE sequence (Fig. 7D). Although the compromises of in vivo scan time versus sufficient SNR, the image resolution (isotropic 0.6 mm³) allowed visualization of tracer-labelled axonal bundles that tractography also reveals but not single axon labelled as the BDA tracer does. Multi-fiber tractography was performed in perfusion-fixed (paraformaldehyde) specimens, as shown in Fig. 7E, to ensure the high-quality diffusion MRI and image resolution (isotropic 0.5 mm³) compared with in vivo human from a whole-brain volume fraction relationship (Dyrby et al., 2011). Usually, but not always, the tracer and tractography methods agreed. Tractography revealed most of the same tracts albeit

Fig. 6. Examples of three newer types of imaging techniques that enables 3D imaging of tissue microstructure with large FOV and in high image resolution. A) Neuronal tracing from primary motor cortex of mouse brain, using green fluorescent protein (EGFP)-expressing adeno-associated viral vectors that have imaged slice-wise using high-throughput serial two-photon tomography (Image obtained online from the Allen Mouse Brain Connectivity online Atlas with an injection in Primary motor area (Oh et al., 2014). B-C) Multi-scaled SEM of 2D slices that were reconstructed into a 3D volume of neocortex. B) Manually thresholded segmentation of fine microstructural details, each with different colour. C) 3D surface rendering of two pyramidal cells in neocortex. The pink arrow indicates the place of belonging for the manual segmentation part in B) (B and C reprinted from Fig. 3 in (Kasthuri et al., 2015), Copyright 2015, with permission from Elsevier Inc.). D) and E) show the projection of 3D-rendered axons with i.e. their myelin sheaths (blue) and nodes of Ranvier (yellow), Schmidt-Lanterman incisures (red) obtained from synchrotron x-ray 3D data of intact nerve sample in isotropic 100 nm image resolution (from Fig. 8 in (Reprinted from Bartels et al., 2015, Copyright, 2015; Elsevier Ltd.). Scale bars are D) 100 μm and E) 10 μm.
with differences, including false negatives, e.g. the absence of cortico-thalamic projections from MC and PFC to the thalamus, and also false positives, e.g. projections from MC courses around the thalamus, directly toward the brainstem. Importantly, Dyrby et al. (2011) also showed that tractography is robust in finding similar trajectories of brain connections across subjects but robustness, i.e. repetition, does not guarantee the validity. Dauguet et al. (2007) also demonstrated direct comparison in the same in vivo macaque brain, but acquired dMRI in only six gradient directions and in low image resolution that afterwards was interpolated from isotropic 1.5 to 0.75 mm³ voxels (Dauguet et al., 2007). DTI in vivo tractography was compared with a 3D reconstructed volume from 2D slices with the anterograde WGA-HRP histological tract tracer which is a highly challenging registration process as shown in Fig. 7 (I, J). The authors considered the influence of various parameters (FA, radius of curvature and step size) on the rate of false positives and false negatives generated by tractography (Dauguet et al., 2007). Schmahmann et al., (2007) investigated association fiber projections revealed by Diffusion Spectrum Imaging (DSI) based tractography on ex vivo monkey brains and their tracer work obtained from Schmahmann and Pandya (2005) (Fig. 7F) and found a good concordance between the two techniques (Schmahmann et al., 2007).

These pioneering works were followed by a more systematic comparison of a whole brain connectivity matrix analysis that describes the correlation between how cortical regions are structurally connected to each other using tractography and axonally transported tracers in mice (Calabrese et al., 2015) and in monkeys (van den Heuvel et al., 2015; Donahue et al., 2016) as well as comparisons of tracer and tractography on ex vivo monkey brains with in vivo human tractography (Jbabdi et al., 2007; Innocenti et al., 2017). Note that structural connectivity analysis between two methods does not describe the spatial agreement in the fibre trajectory between cortical regions but uses a connectivity matrix of e.g. neuronal labelling describing the correlation between source and target regions as shown in Fig. 6H from (Markov et al., 2012). The work in mice showed a correlation coefficient in structural connectivity between tracer and tractography of 0.42, indicating a limited agreement between the two methods. True positive rate was 62% and false positive rate was 26%. Calabrese et al. explained that: “Relative to neuronal tracer data, tractography tended to underestimate connectivity in the cortex and overestimate connectivity in midbrain and diencephalon” (Calabrese et al., 2015). Work in the monkey brain using the similar histological dataset but using slightly different methods of analysis provided correlations in the structural connectivity between 0.21 using the cocomac tracer database (Stephan et al., 2001) and 0.59 (van den Heuvel et al., 2015; Donahue et al., 2016) using the tracer connectivity matrix from (Markov et al., 2012) shown in Fig. 7H.

Knösche et al. (2015) returned to the MnCl₂ injected minipigs dataset of Dyrby et al. (2007) to compare advantages and disadvantages of different tractography methods versus the ground truth fiber trajectory provided by the tracer. As the authors acknowledge, the visualization of this tracer is challenged by the low resolution afforded by the 3D T1w
MPRAGE sequence compared with the size of axonal tracts. A broad spread out of MnCl₂ around the targeted pathways makes it hard to set a common statistical threshold of the tracer map to outline the whole trajectory of long range projections for tractography validation. Therefore the authors reflected on whether their manganese gold standard tracer actually is more a “silver standard” with similar challenges regarding thresholding results as in probabilistic tractography (Knosche et al., 2015). Nevertheless, the results clearly stated that some tractography methods provided better results, but no method outperformed the other. Even so, the general limitation appears to be the same as all methods: it is not possible to achieve high sensitivity (i.e. few false negatives) and high specificity (i.e. few false positives) at the same time. This has been concluded by several groups who used tracer data in pig or monkey brains for validation, or realistically generated synthetic data based on in vivo human dMRI (Knosche et al., 2015; Thomas et al., 2014; Maier-Hein et al., 2017).

What are the reasons for these difficulties with today’s tractography methods and how could they be overcome? One authoritative, albeit pessimistic, view presented by Thomas et al. is that: “We believe our results highlight an inherent limitation of tractography: inferring fibre direction information from a water diffusion displacement profile is fundamentally a complex, underdetermined inverse problem that cannot be solved.” This was seconded by van der Heuvel et al. concluding: “…our results underscore the fact that tractography alone will not be sufficient to build an anatomically accurate map of the human brain connectome” (Thomas et al., 2014; van den Heuvel et al., 2015). Nevertheless, the first study provides possible avenues for the future but still needed to be answered: “Future improvements in the accuracy of diffusion tractography will require innovations in MRI hardware, sequence design, data acquisition strategies, and tractography algorithms” (Thomas et al., 2014).

Important anatomical features affecting tractography are the impact of gyral bias, i.e. how streamlines terminate in cortex and potential distance effects (Reveley et al., 2015; Liptrot et al., 2014; Donahue et al., 2016; Schilling et al., 2018).

**Neural connections obey to developmental rules**

We take the view that significant improvements might be the result of a better understanding of the “mistakes” tractography generates, relative to histology (Jbabdi and Johannes-Berg, 2011). Many methodological pitfalls must be considered in the acquisition as well as pre- and post-processing of dMRI data (Jones and Cercignani, 2010). Errors introduced by fiber crossings at specific brain sites are also well known in tractography analysis (Tournier et al., 2011; Behrens et al., 2007).

Possible solutions might be found in the developmental rules underlying brain connections, i.e. the growth of axons using guidance cues when establishing the brain network. In a loose sense, what tractography is trying to achieve is what development of connections achieves. Both tractography (streamlines) and maturating axons originate at one brain site and must then reach to the “correct” target, i.e. another brain site. The understanding of how this is achieved in the development is incomplete. Nevertheless, some principles are well established.

- Neurons differ in their genetic makeup, developmental history, and many aspects of their phenotype, including soma size, dendritic and axonal arbours, etc.
- Axons grow and elongate in the immature nervous system according to decisions made at the advancing tip of the axon, the growth cone (Goldberg, 2005).
- Growth cones read and follow contact guidance cues (guidepost cells, glia, other axons)
- Growth cones respond to attractive and repulsive signals.
- Growing axons compete for targets.
- Axonal projections are initially exuberant, that is, many projections are established in development, which are eliminated during later maturation (Innocenti and Price, 2005)

Some of the principles above are de facto used in tractography, in particular spatial information in the form of “inclusive” or “exclusive” ROIs seems to mimic the attractive (inclusion) and repulsive (exclusion) cues which guide growing axons. Others might improve the accuracy of tractography. Axons should grow orderly on anisotropic substrates. In development, this is provided by radial glia or by other axons. In their absence, axons, as streamlines, take abnormal trajectories (looping or grossly deviating from the bulk of axon/streamlines) which are nearly certainly artifacts to be eliminated (Fig. 8 A and C).

A recently proposed surface flow algorithm (St-Onge et al., 2015) seems to guide the growth of streamlines along an anisotropic substrate consisting of radial trajectories reminiscent of radial glia or corticofugal axons whose role in guiding developing axons has been documented.

**Fig. 8.** Computer simulation of axonal growth on a 2D substrate with equal growth permissivity, restricted to the white matter and to regions of the grey matter. In A) axons grow randomly on an isotropic substrate; whereas in B) they align to cues (a vector field) aligned roughly as radial glia. In B) branching was allowed. Small triangles at the end of the axons represent growth cones C), D) and E) show examples of axonal growth with random turning, turning directed by a gradient of diffusible molecules and growth within a vector field (courtesy of G.M. Innocenti and L. Tettoni, unpublished material based on the work in (Tettoni et al., 1996)). The simulations mimic the development of callosal connections to areas 17 and 18 in the cat.
Axon diameter measurements (microstructure)

As seen in the validation of tractography, selecting a suitable validation strategy can be challenging, not only in relation to the reliability of the model being validated but also in relation to the validation data itself. This issue is no less acute for other models for dMRI. In the following, we focus upon non-invasive axon diameter mapping which is a research field that have faced challenges both in relation to questions regarding the biophysical modelling as well as interpretation of the validation setup. For insights into general biophysical modelling and practical applications of microstructural imaging with dMRI, see reviews (Assaf et al., 2013; Alexander et al., 2017).

Recent reports showing that neural connections, in particular cortical connections, are established by axons with different diameter (Caminiti et al., 2009; Tomasi et al., 2012; Innocenti et al., 2014; Innocenti et al., 2017) have opened a new field of investigations for at least four reasons:

1. Axon diameter correlates positively with conduction velocity (Hursh, 1939). This is one of the most robust structural-functional correlations in the neurosciences. Therefore, axon diameter and length provide a window on the dynamics of exchanges between brain sites. Axon diameter would also be proportional to firing frequency and could thus provide means for conveying different information (Perge et al., 2012).

2. Axon diameter is not necessarily static but a dynamic size. It may be modifiable during development and possibly in adulthood (reviewed in Innocenti et al., 2016; LaMantia and Rakic, 1990b). Therefore, measuring axon diameters might provide a window on regressive pathologies of brain connectivity as well as on restoration of connections to be used in clinical settings. For example, degeneration of mainly the smallest axons has been reported in multiple sclerosis (MS) (DeLuca et al., 2004).

3. Axon diameter correlates with other morphological features of a connection. It has been known for long that it is proportional to the thickness of the myelin sheath and to the distance between Ranvier nodes (Ford et al., 2015). It has also been shown that it is also proportional to the size of the cell bodies of origin as well as to that of the synaptic boutons (Tomasi et al., 2012; Innocenti and Caminiti, 2017; Cullheim and Ulfhake, 1979). While the morpho-functional correlate of the first is unclear, the second probably means that thicker axons also release larger amounts of neurotransmitters and therefore robustly impact the postsynaptic targets.

4. Microstructural imaging using MRI has opened the opportunity for axon diameter estimation non-invasively that allow us to follow the structural dynamics of the brain network and link it to physiology.

In the adult mammalian brain, axons thicker than roughly 0.2 μm in diameter are myelinated. Therefore they express an inner diameter (d) and an outer diameter (D) with the g-ratio (g = d/D). The g-ratio affects conduction velocity and is constrained to approximately 0.7 in most or all central nervous system (CNS) axons, a value justified by theoretical considerations (Rushion, 1951).

The adult mammalian brain also contains a number of unmyelinated axons, with diameters below 0.2 μm. The function of these axons is unknown. They fall below the resolution of conventional optical microscopy and the electrophysiological evidence of their existence is scanty to say the least. We have suggested that they might constitute a pool of axons to be myelinated under special circumstances, although this would be difficult to prove (see discussion in Innocenti et al., 2016). Fortunately, the number of unmyelinated axons seems to decrease in the larger brains. Therefore, they are not a crucial concern of studies aimed at investigating the human brain with diffusion MRI where the size of the smallest axons today cannot be estimated due to gradient hardware limitations and sequence designs (Dyrby et al., 2013).

The potential of non-invasive estimation of axon diameter using dMRI cannot be emphasized enough in the view of possible applications to studies of axonal properties in health and disease. Different basic biophysical models for axon diameter estimations have been introduced (Assaf et al. 2008, 2013; Stanisz et al., 1997; Alexander et al., 2010) and these can be extended to include non-axonal compartments (Panagiotaki et al., 2012).

Axon diameter estimations include both the biophysical model and acquisition setup to reduce scan time for application in living human brain, e.g. the ActiveAx framework (Alexander, 2008; Dyrby et al., 2013; Alexander et al., 2010). Firstly, it is important to state that histological methods are measuring axon diameters cross-sectionally whereas axon diameter estimations from dMRI are weighted by the intra axonal volume fraction because MRI is a volumetric measure (Alexander et al., 2010).

Data from EM of osmium stained axons that allow direct quantification of axon diameters and myelin thickness in the midsagittal plane of corpus callosum have been widely used in many validation studies (Fig. 9A). Aboitiz et al. (1992) and Lamantia and Rakic (1990a) provided histograms of axon diameter distributions in monkeys and humans (Fig. 9B) (Aboitiz et al., 1992; Lamantia and Rakic, 1990). LM of either BDA labelled axons or myelin staining also provide axon diameter measures in monkeys and humans but with limitations in regards to quantifying the smallest axons (Riise and Pakkenberg, 2011; Innocenti et al., 2014). It should be noted that the BDA tracer labelling is not only used to measure axon diameter distributions of a brain connection but also for painstaking mapping of brain connections. The latter provides the first insights into a topological organization of conduction speed in the brain network (Innocenti et al., 2014; Innocenti et al., 2017).

Assaf et al. (2008) validated their AxCaliber method using ex vivo dMRI and against EM in the optic and sciatic nerves, and in the pig spinal cord. The axons in the spinal cord is a suitable region for method development as the axons are highly aligned, but collateral fibers branching off the main pathway for terminations in white matter could bias the estimates (Lundell et al., 2011). The AxCaliber assumes the true axon diameter distribution (ADD) to roughly agree with a Gamma distribution. Ex vivo dMRI analysis of optic nerve and sciatic nerve provided estimated mean axon diameters and ADD nearly overlap those obtained with EM completely as shown in Fig. 9D. They also reported that smaller axons (< 2 μm) could not be detected. However, the estimated mean ADD dMRI clustering in the spinal cord matched rather poorly with the
Fig. 9. Microstructural validation of diffusion MRI-based axon diameter estimation. A) Two EMs of axons in genu (left) and in the mid-body corpus callosum (CC) of monkey. In mid-body CC the very large axons can be observed. B) Histograms of axon diameters in genu (section 2, mid-body (section 4) and has been widely used for validation (A and B reprinted from Fig. 6 and 7 in (Lamantia and Rakic, 1990a), published by John Wiley and Sons, Copyright 1990 Wiley Liss Inc.). C) ActiveAx mean axon diameter indices in mid sagittal CC of ex vivo monkey1 validated against histograms from B) (reprinted from Fig. 12 in Alexander et al., 2010, Copyright, 2010; with permission from Elsevier Inc.). D) AxCaliber validation using EM, i.e. histogram axon measures in sciatic and optic nerve and fitted gamma distribution to ex vivo diffusion MRI. Top left: fitted gamma distributions from dataset. Top right: histograms of EM analysis. Bottom left and right EM of optic (blue) and sciatic nerve (red) respectively (modified from Fig. 1 in Assaf et al., 2008, published by John Wiley and Sons, Copyright, 2008 Wiley Liss Inc.). E) Non-parallel axonal trajectories, i.e. fibre dispersion (or rather misalignment) will introduce a bias toward larger axons (modified and reprinted from Fig. 1 in (Zhang et al., 2011) Copyright 2011, with permission from Elsevier Inc.). F) Ex vivo imaging allows long scanning times for testing settings not possible in vivo. In midsagittal CC in monkey show the importance of maximal gradient strength to robustly estimate mean axon diameter indices (modified and reprinted from Fig. 5 in Dyrb et al., 2013, Copyright, 2012 Copenhagen University Hospital Hvidovre. Magnetic Resonance in Medicine Published by Wiley Periodicals, Inc).

The choice of the species and of the histological techniques remained an open question as the broadness of ADD varies across species with for instance a broader ADD in different primates (Caminiti et al., 2009), in different stages of maturation (Gol elo et al., 1994) and in normal aging (Aboitiz et al., 1996). However, the mean axon diameter peak show minor changes and is typically less than 1 μm among many species or stages in life (Innocenti et al., 2014).

Alexander et al. (2010) introduced the ActiveAx which provides a more experimentally realistic measure: the axon diameter index rather than assuming a parametric distribution of axon diameters as in AxCaliber (Alexander et al., 2010; Dyrb et al., 2013). The ActiveAx axon diameter index corresponds to the mean axon diameter of the true ADD as found with EM but is volume weighted. It was named axon index to clarify that ActiveAx does not provide quantitative axon diameters but is an axon diameter weighted contrast that can be influenced by the choice of acquisition parameters and model assumptions (Dyrb et al., 2013). The method was compared with the mean axon diameter typically obtained from the axon diameter histograms in CC provided by (Lamantia and Rakic, 1990a; Aboitiz et al., 1992) in monkeys (shown in Fig. 9B) and humans, and have been applied both in vivo and ex vivo on monkey, human and mouse brains (Alexander et al., 2016; Dyrb et al., 2013; Sephrband et al., 2016). ActiveAx restituted in corpus callosum (CC) the regional difference in axon diameters as expected with EM, but, similar to AxCaliber, provided larger indexes of mean axon diameter than those observed with histology (see Fig. 9 in Alexander et al., 2010) (Alexander et al., 2010; Dyrb et al., 2013; Sephrband et al., 2016).

The difference between the histological and the dMRI data is interesting because the constant differences between the two estimates suggest that the dMRI data does provide an axon diameter weighted image contrast. However, there might be a discrepancy between what we think and what we actually are estimating of the ground truth. Here, simulation experiments which use histological data to generate realistic synthetic axon substrates have proven to be a powerful tool for getting new insights into the function of biophysical models. For example, histograms have been used for demonstrating the existence of a sensitivity profile for dMRI sequences where the smallest axons do not provide signal alterations larger than realistic noise levels and the used diffusion sequence (i.e. lower-bound of ~2.5 μm depending on the applicable gradient strength and waveform) (Alexander et al., 2010; Dyrb et al., 2013; Nilsson et al., 2017; Sephrband et al., 2016).

The existence of a lower-bound in the dMRI estimate of axon diameters has given rise to discussions in the literature and highlights the challenges in applying cross-disciplinary validation of MRI techniques against well-established histological literature (see (Horowitz et al., 2014) vs (Innocenti et al., 2015)). Similarly, Benjamini et al. (2016) introduced an interesting approach for non-parametric ADD estimation, using a double diffusion encoding (DDE) sequence (Benjamini et al., 2016). The validation included EM of the spinal cord of the ferret. Although the distributions of histological and axon diameter estimates overlap (see Fig. 6 in Benjamini et al., 2016), the histograms of EM diameters are shifted to values considerably larger than those found in the monkey (Firmin et al., 2014). It is not straightforward to say what is right and what is wrong, as no independent literature on ADD in ferret spinal cord seems to exist, and this underlines the relevance of considering a validation strategy that uses an animal model and/or an anatomical region where additional independent anatomical data exist, e.g. from other groups.
The question about biases in axon diameter estimations using dMRI in relation to the ground truth is generally still a burning question simply because what is believed to be the ground truth as the i.e. EM or LM have limitations as well. For example:

1 Why are axon diameter estimations from dMRI typically overestimated compared with histology? Is it due to the unknown tissue shrinkage effect reported in literature possibly caused by the tissue dehydration process prior to histology? If so, are both the intra- and extracellular compartments equally shrunk as typically assumed in modelling (Alexander et al., 2010; Sepehrband et al., 2016) or is shrinkage only related to the extracellular space which in EM appears mostly non-existing (Fig. 4C, Fig. 5B and Fig. 9A), as discussed in a previous section? Axon diameter overestimation can also come from fundamental methodological mismatch since EM is showing cross-sectional 2D images whereas MRI generates axon diameter estimation within 3D volumes, i.e. voxels. The axonal cross sectional area will appear increased if not measured perpendicular to the axons, but noted that this scales as $1/\cos(\text{angle})$ which is very small up to reasonable angles compared to the reported overestimations. Several dMRI studies suggest that axons are not guaranteed to form straight bundles, which can also cause overestimation of axon diameters (Zhang et al., 2011; Zhang et al., 2011; Nilsson et al., 2011; Dyrby et al., 2014a) as illustrated in Fig. 9F).

II Simulations on synthetic substrates mimicking ADD and analytical considerations show the existence of a lower-bound of detectable diameters (Dyrby et al., 2013; Nilsson et al., 2017). The lower-bound is higher than the main peak of histological axon diameter measurements (also after volume-weighted correction and possible shrinkage factor correction), but interestingly, the estimated axon diameter index shows an axon diameter contrast that agrees with histology. The difference between estimated sizes and histology may be explained by the simulation results suggesting that the smallest axon diameters cannot be detected and hence the major contribution to the dMRI signal in tissue is from the largest axons which will result in an overestimation. Further, exploring the information content in dMRI data and combining it with other qMRI methods could provide exciting avenues for extracting relevant biomarkers related to axon diameter (Novikov et al., 2018).

Fiber dispersion effect (mesostructure)

Investigating the mesoscopic scale between the macroscopic scale of the trajectories of axonal pathways and the microscopic features such as axon diameter is of major interest for several reasons. As discussed, one challenge in tractography is e.g. the bending, kissing and crossing fiber configurations that can result in the same signatures in the dMRI data but relate to very different connectivities (Tournier et al., 2011). The effects of mesoscopic organization will also be reflected differently in data acquired at increasing resolutions and might not improve fibre complexity (Schilling et al., 2017). This effect may partly be resolved by doing interpolation down to smaller voxel sizes as was validated using dMRI as its own gold standard when acquired at higher image resolutions (Dyrby et al., 2014b). Furthermore, the sub voxel orientational arrangement biases quantitative measures from DTI as well as biophysical modelling, e.g. axon diameter, indices and could have physiological relevance and thus be of interest as a measure of its own (Jespersen et al., 2012; Zhang et al., 2012).

The validation of those aspects could be a direct approach with single axon tractography that would image both diffusion and the axonel configuration simultaneously. Flint et al. demonstrated this on small spinal cord samples at ultra-high field with direct comparison to the same axons visible with LM (Flint et al., 2010). However, those extreme conditions are not yet possible on whole tissue samples and diffusion metrics may not be directly comparable at mesoscopic resolutions due to less invasive post mortem tissue preparations. Other, more indirect, comparisons to histology are therefore sought after. Leergaard et al., 2010, proposed a method for validating fiber orientation distribution (FOD) from dMRI with myelin derived FOD (Leergaard et al., 2010). Later, Budde and Frank proposed the structure tensor analysis based on spatial derivatives of 2D microscopy data (Budde and Frank, 2012). The structure tensor analysis provides information on the local directional organization in histological images. The input data could be any image data with histological preparation reflecting the microstructural features of interest, e.g. myelin maps for investigating the distribution of myelinated axons. Fig. 10 outlines the principles of structure tensor. The main value of this approach is the insight from the distribution of eigenvectors which through a local diffusion model can be related to the signal from a larger region with dispersion. However, the structure tensor eigenvalues are not proportional to those of the diffusion tensor. It is also important to realise that the structure tensor data reflect the structural data visible in the microscopy images of the histological preparation and possibly not all spaces relevant for water diffusion.

The 2D model was later expanded to 3D by Khan et al. (2015). This is in principle easy given an unbiased dataset. However, a practical challenge lies in acquiring microscopic 3D data and to understand and correct for artifacts in particular introduced by the image’s point spread function (PSF) in the slice direction. Khan et al. approached this with confocal microscopy of ~0.1 mm slabs that were later stitched together and corrected with the estimated PSFs. The effective image resolution was in the order of 0.4 μm in plan and 1.2–2 μm in the slice direction, depending on the depth from the surface. The structural eigenvectors from this dataset were compared to high resolution DTI with good agreement in a hippocampal slice from a rhesus monkey. Similarly, Salo et al. used a block-face SEM technique to produce 3D structure tensor data from the injured rat brain (Salo et al., 2018).

Fig. 10. Left: Structure tensor analysis uses spatial derivatives of histological images (here with a lipophilic dye (Dil) giving low light transmission in regions with high myelin content) to identify the orientational distribution at a certain resolution. Right: Structure tensor analysis in one coronal slice in the rat brain at different magnifications. Interwoven crossing fiber regions between callosal (blue) and ascending (green) fibers are seen in the highest magnification in A’ (Note that the colour-coding is in plane only and different from conventions used in DTI). Modified and reprinted from Fig. 1 and 2 in (Budde and Frank, 2012), Copyright 2012, with permission from Elsevier.
What we see is what we get

Neuroimaging dMRI data analysis is mostly centred around neuronal interpretations but also non-neuronal cell types and tissue spaces are reflected in the measured data (see review (Alexander et al., 2017)). Understanding the contribution from non-neuronal components is therefore relevant. It is commonly reported that for instance lowered FA in white matter can be related to changes in the intrinsic qualities of axons, but non-neuronal sources of anisotropy could also be of relevance. One example was shown by Schwartz et al. investigating the aftermath of a spinal cord trauma model in rats (Schwartz et al., 2005). Here, the authors found increases in radial diffusivities in white matter as often reported following neuronal degeneration, but histological staining of not only the neuronal compartment suggested that radially glial scar tissue following the lesion created anisotropic structures perpendicular to the axonal direction and thus contributing to the lowered FA. In a more recent example of post mortem dMRI of human spinal cord samples with validation through structure tensor analysis of different cellular components were also considered (Grasso et al., 2017). This study showed indeed a strong correlation to neurite dispersion measures derived from dMRI and the 2D structural tensor analysis of the neuronal components. Furthermore, colocalized reductions in dispersion in both modalities were found in tissue affected by MS lesions. However, the dilution from other anisotropic structures such as gliosis could not be fully discarded in the neurite dispersion indices derived from dMRI.

A more direct comparison between histological stains reflecting cell types and the diffusion signal is possible with diffusion weighted spectroscopy (DWS) that allows in particular isolation of the intracellular neuronal and astrocyte signals from the NAA and Cho metabolite signals (Palombo et al., 2017). Ronen et al. compared 2D structure tensor data from human corpus callosum samples with dispersion models for the DWS signal (Ronen et al., 2013). They showed that microscopic dispersion played a large role in the neuronal signal, with local deviations of up to 15° even in a well-aligned structure like corpus callosum. Furthermore, they showed larger dispersion in astrocyte fibrous structures and proposed a small contribution from their spherical cell body. Palombo et al. went one step further than the structure tensor analysis and used DWS data acquired over a large range of diffusion times up to 2 s to evaluate not only the dispersion of fibers but also the effects of length and branching structures of different cell types evaluated with Monte Carlo simulations in monkeys and mice (Palombo et al., 2016). This data showed good agreement to the overall astrocyte appearance segmented from confocal microscopy of cell specific stains with agreement to the difference across the two species.

Even though many effects can be predicted through forward modeling, heterogeneity poses a challenge when for instance dispersion of anisotropic structures and variation in sizes can give identical signals in the diffusion data. To solve this ambiguity, multidimensional diffusion encoding (MDE) has been proposed to provide a direct contrast to those two effects (Shemesh et al., 2016; Topgaard, 2017). MDE applies diffusion encoding in single or multiple directions within the same image readout which separates the effects of variations from differently oriented anisotropic tensors or distributions of different local mean diffusivities. Structure tensor analysis was used by Szczepankiewicz et al. in this context to evaluate dispersion and heterogeneity in tumour biopsies from humans (Szczepankiewicz et al., 2015). This demonstrated local anisotropic structures, entangled in FA but resolvable with µFA, equivalent to the average local microscopic FA in the sample unaffected by dispersion (example shown in Fig. 2). Other novel MDE approaches incorporating sensitivity to diffusion time dependence in the short time domain can in contrast capture isotropic features, e.g. the dense granular spherical cell body layer of the cerebellum (Lundell et al., 2017). Those features have independently been captured with oscillating gradient spin echo techniques and correlates well with Nissl cell body stains (Aggarwal et al., 2012; Lundell et al., 2015).

Concluding remarks and future perspectives

We have reviewed the current literature intersecting dMRI, its indirect interpretations across different anatomical length scales, and the use of validation techniques that often provide direct insights into anatomy. It is the relatively low image resolution of dMRI that causes anatomical features across length scales to be intermingled, and the challenge is to disentangle them correctly. High image quality, high SNR, strong gradients and a wide range of parameters can be achieved using ex vivo imaging. Indeed, ex vivo imaging is also believed to be as good a structural model of in vivo but it has its pros and cons as we have highlighted. We have mainly focused on dMRI methods targeting axonal configurations from macroscopic to microscopic length scales. This research field is a good demonstration of how validation is the key to releasing its potential in clinical applications and biomedical research. In this process, we do not only get new tools; we also extend our knowledge about the ground truth. Changes in our knowledge may lead to changes in the underlying methodological assumptions, and hence the methodology itself. When that process has taken place, the methodological evolution has taken one step forward. We argue that this methodological evolution is an iterative optimisation that takes us through the following steps:

Loop until our method's results agree with gold standard, and/or until the updated knowledge of the ground truth can explain the discrepancies observed:

(i) Theory; Establish a methodology (e.g. mathematical model and/or acquisition of diffusion) that links to a physical feature (e.g. anatomical geometry) based on current knowhow of the ground truth.

(ii) Implementation and realisation; Considerations of the interaction between the methodology and the measuring technique to be used in i.e. MR. Creating test data sets to verify the methodology, either by using computer simulations on synthetic generated phantoms, or by emulation where MR data is collected on a physical phantom.

Reflections regarding the experimental outcome: Describe unexpected deviations. Quantify the size of the effect in relation to different sources of noise for a given experimental setup. Consider updating the assumptions and/or the methodology. Consider going back to (i).

(iii) Validation; select one or several independent image modalities as gold standard(s) for validating the new method in a realistic setting, i.e. tissue environment (in vivo and/or ex vivo).

Reflections regarding the experimental outcome: Describe and understand deviations in relation to validation method(s). Adjust current know-how of the ground truth, the underlying assumptions and the methodology. Go back to (i) or (ii).

In the implementation and realisation step, simulations on synthetic phantoms have proven to be an important step along the way to investigate the parameter range accessible, fitting procedures and the level of method complexity that is supported by a given acquisition dMRI setup. It allows exploring isolated anatomical features in a deliberately simplified environment if direct validation experiments in real tissue are hard to generate. Therefore, as we reviewed, the simulation and validation steps are closely linked together as an efficient way of adjusting and updating current know-how and verifying the assumptions used. Simulations have been key in the verification of multi-fiber reconstruction methods for tractography (Alexander, 2005), in identifying the lower-bound in axon diameter estimates (Alexander et al., 2016; Dyrb et al., 2013), understanding effects in the complex extra-axonal space (Novikov and Kiselev, 2010) and recently in tractography by Maier-Hein et al. in tractography ISMRM 20051 challenge (Maier-Hein et al., 2017). The latter study used a realistic synthetic human brain dMRI data set
generated from known brain connections that identified “bottleneck” regions and demonstrated their contributions to the general well-known false-positive problem in modern tractography methods.

The validation step is the most painstaking and time demanding step. It uses independent imaging technologies (e.g., histology) to provide an independent, either direct or indirect, view of the anatomy assumed to be mapped by the methodology in validation, i.e., dMRI. One practical challenge, as reviewed here, is that MRI is a volumetric technique with voxel sizes in the order of cubic millimetres. Therefore, each voxel contain an average of anatomical features at different length scales such as the mesostructural, i.e. non-straight axons (fibre dispersion, crossing, etc.) and microstructural, i.e. geometrical neuronal sizes, shapes and densities. If the anatomical multi length scale is not accounted for in the validation (maybe due to limited knowledge) then a discrepancy will be generated, waiting to be explained. One classical example is the impact of crossing fibres on DTI-based indices (direction and FA) used in tractography and microstructural clinical interpretations. Today, crossing-fibre models are standardly used in tractography and subsequently considered in biophysical modelling. However, clinically, many studies still report group changes in DTI without being fully aware that the underlying anatomy might be a mixture of meso- and microstructural effects, and not only microstructure. Further insights into microstructural organization using DTI can be obtained using Westins metrics (Westin et al., 2002). However, promising new clinically applicable dMRI sequences provide microstructural (μFA mapping where the unwanted mesostructural fiber effect has been reduced at the data acquisition step (Jespersen et al., 2013; Lasic et al., 2014; Yang et al., 2018). Efficient knowledge transfer of such new technologies between the technical and the clinical neuroscience areas is therefore wanted.

Future perspective is based on the know-how obtained in micro-structural imaging and there is a tendency in increasingly complex models with the risk of overfitting. Instead, we suggest focusing upon new diffusion encoding designs to disentangle anatomical features already at the acquisition as exemplified with multidimensional diffusion encoding (MDE) used for μFA. This can also reduce modelling complexity.

An inspiration for future method development and application of high potential is to identify tissue types or pathologies with a substantial contrast in dMRI data and design diffusion encodings to separate those gross signal alterations into more qualitatively different microstructures. Exciting and promising examples along those lines is the prediction of chronic tissue damage in strokes from the kurtosis terms of the diffusion signal (Cheung et al., 2012; Wu et al., 2016), stratification of tumour cell morphology with microscopic anisotropy (Szczepankiewicz et al., 2015), and isolation of granular cell layers in hippocampus and cerebellum with time-dependent diffusion (Aggarwal et al., 2012; Lundell et al., 2015).

The large efforts in DDE and MDE methods exploring correlations of diffusion displacements in multiple dimensions is one example of how more independent information can be fed into our interpretations and models (Shemesh et al., 2016; Topgaard, 2017). Other examples of methods exploring correlations between multiple measurement dimensions include diffusion-weighted spectroscopy (DWS) to identify cell type specific metabolites or experiments exploring the correlation between diffusion and relaxation or magnetization transfer effects (Palombo et al., 2017; de Almeida Martins and Topgaard, 2018; Ronen et al., 2006; De Santis et al., 2016).

We are in the same boat - data sharing initiatives. The potential of noninvasive microstructural imaging with dMRI and brain network mapping using tractography is unquestionably of high potential. The effective distribution of the new methods and simulation tools has for a long time been driven by an open access mentality in software development and easy-to-use software packages. Since the reliability and model fitting robustness of these methods goes hand in hand with the design of MRI and scan parameters, it stresses an urgent need for a similar open access mentality of sequences as well as of high quality MRI and validation material. Several larger data sharing initiatives of in vivo human MRI data have been launched e.g. the Human Connectome Project. These studies uniquely include additional demographic profiling and behavioural test but miss the validation methods needed for microstructural imaging. Therefore, we emphasize the importance of closing this gap by also sharing the histological data as well as ex vivo MRI that only relatively few groups in the world can generate. A few validation data sharing initiatives have been established such as the tracer connectivity matrix1 by Markov et al. (2012), The CoCoMac database2 (Bakker et al., 2011), The Allen Mouse Brain Connectivity Atlas3 (Oh et al., 2014) and the White Matter Microscopy Database4 under the open-science framework (https://osf.io/). The latter data sharing initiative is special for two reasons: (i) It both contains raw MRI data (mostly ex vivo) and raw histological data, and (ii) it is based on a data sharing initiative where research groups for free can upload their data. Several researchers have already done so. It pays off when sharing data leads to increased exposure of your research, increased number of citations, and, most importantly, the added value in the synergy from other researcher’s ideas. We hope that those databases will grow with both new contributions and users.

In summary, to accelerate this highly needed development and to highlight the collaborative effort needed for validation, we encourage initiatives to make experimental protocols, multimodal data and analysis tools available to the community.
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