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Abstract—The optimal operation planning (OOP) of electrical distribution systems (EDS) is very sensible to the quality of the short-term load forecasts. Assuming aggregated demands in EDS as univariate non-stationary seasonal time series, and based on historical measurements gathered by smart meters, this paper presents a parsimonious short-term load forecasting method to estimate the expected outcomes of future demands, and the standard deviations of forecast errors. The chosen short-term load forecasting method is an adaptation of the multiplicative autoregressive integrated moving average (ARIMA) models. Seasonal ARIMA models are parsimonious forecasting techniques because they require very few parameters and low computational resources to provide an adequate representation of stochastic time series. Two approaches are used in this paper to estimate the parameters that constitute the proposed multiplicative ARIMA model: a frequentist and a Bayesian approach. Advantages and disadvantages of both methods are compared by simulating a centralized self-healing scheme of a real EDS that uses the forecasts to deploy a robust restoration plan. Results shown that the proposed seasonal ARIMA model is a fast, precise, straightforward and adaptable load forecasting method, suitable for OOP of highly supervised EDS.

Index Terms—Electricity distribution systems, frequentist and Bayesian approach, optimal operation planning, seasonal ARIMA models, short-term load forecasting.

I. INTRODUCTION

Short-term load forecasting is of great importance in the operation planning of bulk energy systems. Regulation bids, energy arbitrage, and market-clearing mechanisms are conducted on hourly bases, which puts a lot of pressure on forecasting techniques to provide accurate and fast estimations of future demands [1]. With the advent of smart meters and advanced distributed automation, electrical distribution system (EDS) operators are also becoming active users of short-term operation planning [2]. Based on the information gathered by meters, demand forecasts can be used as input data for the dynamic optimization of the EDS resources, a.k.a., optimized energy management systems. Moreover, in case of a fault, fast restoration methods can be deployed to minimize the total amount of expected unsupplied demand while the fault is being repaired, a.k.a., self-healing schemes [3].

Optimal operation planning (OOP) problems, such as self-healing schemes, require fast and precise short-term load forecasts in order to compute their decisions. In many cases, only the expected value of the future consumption is not enough. Other statistical moments, such as the standard deviation of forecast errors, are also important to make robust and risk-averse decisions. Such is the case for self-healing schemes, in which EDS operators would be more interested in a restoration plan that not only minimizes the expected amount of unsupplied demand, but also guarantees that the energized portion of the network is able to operate within its operational constraints during the time required to repair the fault. Thus, when implementing a self-healing scheme, the accuracy of the expected outcomes, and the standard deviations of the forecast errors, are significant to the robustness of the final restoration plan [4].

Since the beginnings of electrical engineering, numerous short-term load forecasting techniques have been proposed and extensively tested [5], [6]. Most techniques use historical information to formulate and train different estimators: multiple linear regression models [7], semi-parametric additive models [8], [9], exponential smoothing models [10], autoregressive moving average models [11], [12], artificial neural networks [13], [14], fuzzy regression models [15], [16], support vector machines [17], and gradient boosting [18], [19]; are among the most successful forecasting techniques proposed to this date.

In this context, the objective of this paper is not to propose a new short-term load forecasting technique in an already saturated research area. Our goal is, in fact, to adapt one of the aforementioned methods for formulating and solving short-term OOP problems in highly supervised EDS. To achieve this, the forecasting technique must meet the following four requirements: a) its computational complexity must be low in order to be deployed in on-line on-site applications; b) it should be accurate in terms of expected values and residuals; c) it should contain as few tuning parameters and forecasting variables as possible; and d) it should be able to automatically adapt itself to the ever-changing stochastic nature of EDS demands. A short-term load forecasting technique that satisfies all these four requirements is said to be a parsimonious method [20].

As shown in previous empirical studies, multiplicative autoregressive integrated moving average (ARIMA) models are simplistic and accurate analytical methods for short-term forecasting of aggregated demands [1]. All forecasting techniques are subject to error but, when dealing with univariate seasonal
stochastic time series, regression models are regarded as the best option to provide fast and reliable forecasts [21]. Assuming aggregated demands as non-stationary seasonal time series, several univariate multiplicative ARIMA models (one for each electrical measurement) can be used to dynamically estimate future outcomes of power demands in each load node. In this paper, a generalized parsimonious short-term load forecasting method based on seasonal ARIMA models and historical measurements gathered by smart meters is presented. Two approaches are used to estimate the parameters that constitute the proposed multiplicative ARIMA model: a frequentist and a Bayesian approach. The accuracy and efficiency of both estimation methods are tested by simulating a robust self-healing scheme in a real EDS that requires fast and precise short-term load forecasts to deploy its restoration plan. Results show that the proposed seasonal ARIMA model satisfies the four parsimonious requirements, and it is suitable for solving short-term OOP problems in supervised EDS.

The main contributions of this paper are as follows:

- A parsimonious short-term load forecasting method, based on seasonal ARIMA models and historical measurements gathered by smart meters, is adapted and presented as the first-step for solving short-term OOP problems in highly supervised and automated EDS.
- A frequentist and a Bayesian approaches for estimating the parameters of the seasonal ARIMA models are used and compared. Advantages and disadvantages of both methods are discussed by simulating a centralized self-healing scheme that uses the forecasted demands to execute a robust restoration plan.

The rest of the paper as organized as follows: Section II presents the application of forecasting techniques for the OOP of highly supervised EDS. Section III shows the process of model identification, preliminary estimation and forecasting, using the proposed seasonal ARIMA model. Section IV deals with the estimation of the model’s parameters using the frequentist and Bayesian approaches. Model adequacy is discussed in Section V, and test and results are shown in Section VI, followed by conclusions.

II. SHORT-TERM LOAD FORECASTING FOR THE OPTIMAL OPERATION PLANNING OF EDS

The optimal operation planning (OOP) of EDS requires fast, updated, and precise load forecasts to make informed decisions [6]. As shown in Fig. 1, short-term load forecasting is the very first step for deploying an OOP method in distribution systems with an advanced metering infrastructure (AMI) [22]. Based on current measurements (i.e., at time $\tau$) and historical information, the short-term load forecasting method (the ARIMA model in Fig. 1) estimates the expected values and the standard deviations of future demands at each load node, i.e., from time $\tau$ to $\tau + l$, where $l$ is the time lag of the forecasts.

Electrical measurements, such as current and voltage magnitudes at distribution transformers, can be considered as non-stationary seasonal time series that depend on the aggregated demands of all users connected to each transformer. Thus, as shown in Fig. 1, these time series can be forecasted on-line and on-site by taking advantage of the limited storage and processing capabilities of smart meters in the field.

Using a small resolution (e.g., 5 minutes per sample), the short-term memory of regression models can capture slow consumption patterns affected by exogenous variables, such as temperature and humidity [1]. Moreover, control actions that affect the collective consumption in a seasonal fashion (e.g., demand response at certain hours of the day, scheduled charging of EVs, etc.) can be also captured by univariate seasonal methods.

Finally, it is worth mentioning that univariate load forecasting methods should be used to estimate pure aggregated consumption, i.e., their are neither suitable for forecasting individual demands (e.g., households) nor renewable generation resources, because these stochastic processes are highly influenced by rapid exogenous random events, such as micro-weather conditions or individual human behavior, that cannot be fully captured by univariate linear regression models [2].

A. OOP problem: Self-healing Scheme

In order to evaluate the efficiency of the proposed parsimonious load forecasting technique, a real-size EDS with an AMI will be used to simulate a centralized self-healing scheme. In case of a permanent fault, the function of the self-healing scheme is to automatically generate a set of control actions that minimize the impact of the outage while the fault is being repaired. Based on the short-term load forecasts and the location of the fault, the self-healing scheme is represented as an OOP problem whose solution aims at minimizing the expected unsupplied demand after the fault [23], [24].

The quality of the self-healing scheme is highly influenced by the speed and precision of the load forecasts. The set of restorative actions must be deployed shortly after the fault has been identified in order to be effective. Thus, forecasts must be updated and available at any time. Moreover, poor forecasting can result in ill-conceived restoration plans. For example, too much load could be transferred to heavily loaded feeders or, on
the contrary, feeders with enough capacity could be ignored by the self-healing scheme. Thus, in this case, not only the average values of the load forecasts are important, but also the standard deviation of the forecast errors are significant to the robustness of the restoration.

In this paper, the optimization model in [25] is used to represent and deploy the restoration plan of the centralized self-healing scheme in unbalanced three-phase EDS. The model in [25] considers the operation of remotely-controlled switches for transferring de-energized sections of the system to other feeders and for isolating the fault. Also, if available, dispatchable distributed generation (DG) units can be rescheduled to improve the impact of the restoration plan. The optimization model is shown in the Appendix. Details regarding the optimization technique used to solve the restoration plan will be discussed in Section VI.

III. SEASONAL ARIMA MODEL

In this section, the use of a seasonal ARIMA model as a parsimonious short-term load forecasting technique is justified by analyzing the estimated autocorrelation function of a typical time series, associated to the magnitude of an aggregated single-phase demand current. Furthermore, the identification of the model, the initial estimation of its parameters, and the generation of forecasts will be discussed and validated through empirical analysis.

A. Model Identification

The first step of building any stochastic model is to analyze the attributes of the time series that will be forecasted. The time series in Fig. 2 represents the single-phase current magnitudes recorded by a smart meter at the primary side of a distribution transformer. Four years of data with a resolution of 5 minutes per sample are shown in Fig. 2, which constitutes a total amount of 420,768 measurements. The data have been generated by aggregating several demands from a residential area whose individual load profiles have been randomly generated using the LoadProfileGenerator software in [26], [27].

Time series $z_t$ in Fig. 2 is a non-stationary stochastic process since its mean level and variance may have different values for different, sufficiently large, time intervals. However, there is a notorious interdependence between adjacent observations of the series which indicates that, in spite its randomness, aggregated demands have a tendency of following similar patterns that derive from previous outcomes, i.e., there are temporal correlations among data samples. Analyzing these correlations is the first step for model identification. Fig. 3 shows the estimated autocorrelation function of series $z_t$ for time lags between 1 and 4,500 samples (i.e., up to two weeks).

The estimated autocorrelation function in Fig. 3 seems to oscillate without visible reduction, with two notorious spikes at lags 2,016 and 4,032, i.e., at exactly one and two weeks, which suggests a periodic time series with period $s = 2,016$. Fig. 4 shows a detailed section of time series $z_t$ that illustrates its seasonal component. Aggregated demands usually follow a period of one week because human activities are conditioned to the hour of the day and the day of week. Other slow periods, such as annual seasons or tropical temperature oscillations, that depend on the geographic location of the loads, can also be identified following a similar analysis. However, for the sake of simplicity and generality, only a one-weekly period will be considered in this paper, keeping in mind that all subsequent procedures for model identification can be extended to time series with multiple periods following analogous methods.

Fig. 5 shows the estimated autocorrelation function of time series $\Delta_s z_t = z_t - z_{t-s}$, with $s = 2,016$. A small version of the resulting time series is also shown in Fig. 5. Note that, after removing the periodic component of the series, most of the estimated autocorrelations are reduced. However, strong oscillating autocorrelations remain, suggesting non-stationarity.

The next step in model identification is checking whether the time series is homogeneous. Homogeneity is perceived when different, sufficiently large, intervals of the time series show similar patterns in terms of level and slope. Large portions of $\Delta_s z_t$ show similar mean levels which indicates a first degree of homogeneity, i.e., each outcome is highly influenced by its previous realization. Thus, Fig. 6 shows the estimated autocorrelation function of the time series $\Delta \Delta_s z_t = z_t - z_{t-s} - (z_{t-1} - z_{t-s-1})$ and a small version of the resulting time series $\omega_t = \Delta \Delta_s z_t$, with $s = 2,016$.

Time series $\omega_t$ in Fig. 6 is a stationary time series whose estimated autocorrelations can be considered significant for lags 0, 1, 2,015, 2,016, and 2,017. Furthermore, lags 1 and 2,016 are negative, whereas lags 2,015 and 2,017 are positive which is consistent with a moving average process given by

![Figure 2. Time series $z_t$: four years of single-phase current magnitudes recorded from the primary side of a distribution transformer.](image)

![Figure 3. Estimated autocorrelation function of series $z_t$.](image)

![Figure 4. Detailed section of time series $z_t$ that shows its seasonality.](image)

![Figure 5. Estimated autocorrelation function of time series $\Delta_s z_t$.](image)

![Figure 6. Detailed section of time series $\omega_t$.](image)
the following regression model:

\[ \omega_t = \Delta \Delta_s z_t = a_t - \theta a_{t-1} - \Theta a_{t-s} + \theta \Theta a_{t-s-1}, \]  

(1)

where stochastic variables \( \omega_t \) and \( a_t \)'s have zero mean. Equation (1) is known as univariate multiplicative ARIMA model [20], and only three parameters need to be estimated in order to start generating forecasts with (1): parameters \( \theta, \Theta \), and the variance of the \( a_t \)'s, i.e., \( \sigma_a^2 \).

B. Preliminary Estimation

Parameters \( a_t \)'s in (1) are independent and identically distributed (IID) random variables whose linear regression predicts the values of the future outcomes of \( \omega_t \). Thus, the autocovariance function of (1), for lags \( k = 0, 1, \ldots, \infty \), is given by (2).

\[ \gamma_k = E \left[ (a_t - \theta a_{t-1} - \Theta a_{t-s} + \theta \Theta a_{t-s-1})(a_{t-k} - \theta a_{t-k-1} - \Theta a_{t-k-s} + \theta \Theta a_{t-k-s-1}) \right] \]  

(2)

Since \( a_t \)'s are IID, the analytical autocovariances of \( \omega_t \) are given by (3)–(8). Note that, since \( \rho_k = \frac{\gamma_k}{\gamma_0} \), (3)–(8) are consistent with the estimated autocorrelations in Fig. 6.

\[ \gamma_0 = \left[ 1 + \theta^2 + \Theta^2 + (\theta \Theta)^2 \right] \sigma_a^2 = \left[ 1 + \theta^2 \right] \left[ 1 + \Theta^2 \right] \sigma_a^2 \]  

(3)

\[ \gamma_1 = \left[ -\theta - \Theta (\theta \Theta) \right] \sigma_a^2 = -\theta \left[ 1 + \Theta^2 \right] \sigma_a^2 \]  

(4)

\[ \gamma_{s-1} = \theta \Theta \sigma_a^2 \]  

(5)

\[ \gamma_s = \left[ -\theta - \Theta (\theta \Theta) \right] \sigma_a^2 = -\Theta \left[ 1 + \theta^2 \right] \sigma_a^2 \]  

(6)

\[ \gamma_{s+1} = \Theta \sigma_a^2 \]  

(7)

\[ \gamma_k = 0; \text{ otherwise} \]  

(8)

Providing that the series \( \omega_t \) is stationary, and given the autocovariances in (3)–(8), the preliminary estimation of parameters \( \theta \) and \( \Theta \) can be obtained by (9) and (10), respectively.

\[ \rho_1 = \frac{\gamma_1}{\gamma_0} = \frac{-\theta}{1 + \theta^2} \]  

(9)

\[ \rho_s = \frac{\gamma_s}{\gamma_0} = \frac{-\Theta}{1 + \Theta^2} \]  

(10)

Thus, based on the empirical results from Fig. 6, the preliminary parameters are \( \hat{\theta} = 0.4916 \) and \( \hat{\Theta} = 0.8122 \), where the accent \( \hat{\cdot} \) stands for “estimated value of \( \cdot \)”. Finally, an unbiased estimation of \( \sigma_a^2 \) may be obtained from the time series data and the ARIMA model as discussed in the following subsection.

C. Forecasting

Once initial values for \( \hat{\theta} \) and \( \hat{\Theta} \) have been obtained, the ARIMA model in (1) can be used to sequentially generate forecasts from the time series. Consider a lag time \( l \), such that \( l \) can go from 5 minutes-ahead to any practical value of \( l \). Forecast values \( \tilde{z}_t \) can be produced by sequentially solving (11) for \( t \in \{ \tau + 1, \tau + 2, \ldots, \tau + l \} \), where \( \tau \) is the current time from which forecasts are taken and the accent \( \hat{\cdot} \) stands for “forecasted value of \( \cdot \)”.

\[ \tilde{z}_t = z_{t-1} + z_{t-s} - z_{t-s-1} + a_t - \hat{\theta} a_{t-1} - \hat{\Theta} a_{t-s} + \hat{\theta} \hat{\Theta} a_{t-s-1} \]  

\forall t \in \{ \tau + 1, \tau + 2, \ldots, \tau + l \} \]  

(11)

In (11), the values for \( z_{t \leq \tau} \) are obtained directly from the series data, whereas the values for \( z_{t > \tau} \) are returned from previous forecasts. On the other hand, the values for \( a_{t \leq \tau} \) are obtained by using the conditional estimation method shown in Algorithm 1, whereas the values for \( a_{t > \tau} \) are set to zero.

**Algorithm 1**

**Conditional Estimation of \( a_t \)’s**

1: \( e_t \leftarrow 0; t \in \{-s - 1, \ldots, \tau + s, \tau + s + 1\} \)
2: \( \tilde{\omega}_t \leftarrow 0; t \in \{-s - 1, \ldots, \tau + 1\} \)
3: \( a_t \leftarrow 0; t \in \{-s - 2, \ldots, \tau - 1\} \)
4: for each \( t \in \{ \tau, \tau - 1, \ldots, 2, 1 \} \) do
5: \( e_t = \omega_t + \hat{\theta} e_{t+1} + \hat{\Theta} e_{t+s} - \hat{\theta} \hat{\Theta} e_{t+s+1} \)
6: for each \( t \in \{-s - 1, \ldots, -1, 0\} \) do
7: \( \tilde{\omega}_t = e_t - \hat{\theta} e_{t+1} - \hat{\Theta} e_{t+s} + \hat{\theta} \hat{\Theta} e_{t+s+1} \)
8: for each \( t \in \{-s - 1, \ldots, -1, 0\} \) do
9: if \( t \leq 0 \) then
10: \( a_t = \tilde{\omega}_t + \hat{\theta} a_{t-1} + \hat{\Theta} a_{t-s} - \hat{\theta} \hat{\Theta} a_{t-s-1} \)
11: else if \( t > 0 \) then
12: \( a_t = \tilde{\omega}_t + \hat{\theta} a_{t-1} + \hat{\Theta} a_{t-s} - \hat{\theta} \hat{\Theta} a_{t-s-1} \)

Algorithm 1 is called conditional estimation because it approximates the individual outcomes of \( a_t \)'s based on the ARIMA model and the historical information of the time series \( \omega_t \). Considering that the known values of \( \omega_t \) start at \( t = 1 \) and end at \( t = \tau \), back-forecasts of \( \omega_t \) (regarded as \( \tilde{\omega}_t \)) are first calculated using the recursive procedures in lines 4 to 7, where \( e_t \) are the random coefficients of the reversed series \( \tilde{\omega}_t \). Once the back-forecast values of \( \tilde{\omega}_{s-t \leq s} \) have been obtained, the recursive forward method in lines 8 to 12 is used to estimate the \( a_t \)’s. Note that the Algorithm 1 estimates the values of \( a_{t \leq \tau} \), i.e., it also provides the random coefficients of the back-forecasts.

Once the values of \( a_{t \leq \tau} \) have been calculated, the unbiased estimator of the variance \( \sigma_a^2 \) is obtained by averaging over the sum-of-square values of \( a_t \) given by (12), where \( N \) is the number of samples in the time series \( \omega_t \).

\[ \hat{\sigma}_a^2 = \frac{1}{N} \sum_{t=1}^{\tau} a_t^2 \]  

(12)
Fig. 7 shows the forecasts of the series \( z_t \) in Fig. 2, obtained using the aforementioned technique for a lag \( l = 2,016 \), i.e., one-week ahead. The forecasts in yellow are compared with the real outcomes in blue to demonstrate the accuracy of the proposed ARIMA model when using preliminary values of \( \hat{\theta} = 0.4916 \) and \( \hat{\Theta} = 0.8122 \). The estimated variance \( \hat{\sigma}_a^2 \approx 10.2 \) is obtained by (12). Note that the forecasted demands follow a similar pattern as the real consumption. Through the estimated variance \( \hat{\sigma}_a^2 \), the standard deviation of the forecast errors at any lag \( l \) can be assessed, and they increase with the length of \( l \) (see Chapter 5 in [20]).

IV. MODEL ESTIMATION

Together, the seasonal ARIMA model in (1) and the forecasting algorithm in Section III-C, provide a parsimonious short-term load forecasting technique that can be programmed in each individual meter of an EDS with an AMI. As shown in Fig. 7, rough values of \( \hat{\theta} \) and \( \hat{\Theta} \) already provide suitable forecasts for a one-week lag. However, as more data become available, and considering that consumption is a dynamic stochastic process that continuously reacts to exogenous factors, e.g., new circuits that are installed to energize new demands, socioeconomic activities that change in an area, unexpected events that lead to different operating points and topologies of the EDS, etc. Thus, in order to be parsimonious, the proposed short-term load forecasting method must be able to adapt itself to the ever-changing nature of demands by updating the values of the parameters \( \hat{\theta} \) and \( \hat{\Theta} \) when new measurements of the series are obtained.

Two approaches are presented in this section to optimized the values of \( \hat{\theta} \) and \( \hat{\Theta} \): a frequentist and a Bayesian approach. These two methods are different strategies to optimize the model’s parameters based on historical data. However, each one derives from parallel perspectives of statistics. The frequentist analysis considers parameters as fixed constant values of the estimation model, whereas the Bayesian analysis considers parameters as random variables of the estimator with given prior distributions [28].

A. Frequentist Approach

In the frequentist approach, an iterative non-linear programming method is used to optimize the values of \( \hat{\theta} \) and \( \hat{\Theta} \) every time new data is attained, as follows:

Step 1 Let \( k \leftarrow 0 \). Use initial estimations of \( \hat{\theta}^k \leftarrow \hat{\theta} \) and \( \hat{\Theta}^k \leftarrow \hat{\Theta} \).

Step 2 Use Algorithm 1 for calculating the \( \hat{a}_t^k \)'s of the time series for a set of updated measurements of \( z_t \), and use (12) to estimate the variance \( \hat{\sigma}_a^2 \).

Step 3 Determine the negative derivatives \( \hat{x}_t^\delta \) and \( \hat{x}_t^\Theta \), in which each term is calculated using (13) and (14), for \( t \in \{1, \ldots, \tau\} \) and a small \( \delta \).

\[
\hat{x}_t^\delta = \frac{1}{\delta} \left[ \hat{a}_t^k \hat{\theta}^k - \hat{a}_t^{k+\delta} \hat{\theta}^{k+\delta} \right]
\]

\[
\hat{x}_t^\Theta = \frac{1}{\delta} \left[ \hat{a}_t^k \hat{\Theta}^k - \hat{a}_t^{k+\delta} \hat{\Theta}^{k+\delta} \right]
\]

Step 4 Update the parameters using the least square estimator as in (15), where coefficients \( f_{11}, f_{12}, f_{21}, f_{22} \) are given by (16).

\[
\left[ \hat{\theta}^{k+1} \right] = \left[ \hat{\theta}^k \right] + \left[ \begin{array}{c} f_{11} \sum_{t=1}^{\tau} x_t^\delta a_t^k + f_{12} \sum_{t=1}^{\tau} x_t^\Theta a_t^k \\ f_{21} \sum_{t=1}^{\tau} x_t^\delta a_t^k + f_{22} \sum_{t=1}^{\tau} x_t^\Theta a_t^k \end{array} \right]
\]

\[
\left[ \begin{array}{cc} f_{11} & f_{12} \\ f_{21} & f_{22} \end{array} \right]^{-1} = \sum_{t=1}^{\tau} \left( x_t^\delta \right)^2 \sum_{t=1}^{\tau} x_t^\Theta \left( x_t^\delta \right)^2
\]

Step 5 If \( \| \hat{\theta}^{k+1} - \hat{\theta}^k \| < \epsilon \) and \( \| \hat{\Theta}^{k+1} - \hat{\Theta}^k \| < \epsilon \), then Stop. Otherwise, let \( k \leftarrow k + 1 \) and return to Step 2.

The aforementioned frequentist approach was used to optimize parameters \( \theta \) and \( \Theta \) using the preliminary values obtained in Section III-B as initial guesses, and \( \delta = \epsilon = 0.001 \). After 54 iterations, the optimized values are \( \hat{\theta} = 0.6033 \) and \( \hat{\Theta} = 0.9567 \), which has an estimated variance of \( \hat{\sigma}_a^2 = 8.53 \), i.e., 16.4% lower than the same variance obtained with the preliminary values.

B. Bayesian Approach

Let \( p(\theta, \Theta) \) be the joint probability distribution function for random variables \( \theta \) and \( \Theta \), prior to the data. Then, Bayes’s theorem in (17) states that the posterior probability distribution function of \( \theta \) and \( \Theta \) given a collection of data \( z \), i.e., \( p(\theta, \Theta|z) \), is proportional to the product between prior distribution \( p(\theta, \Theta) \) and the joint distribution of the data given parameters \( \theta \) and \( \Theta \), i.e., \( p(z|\theta, \Theta) \).

\[
p(\theta, \Theta|z) \propto p(z|\theta, \Theta) p(\theta, \Theta)
\]

Assuming \( a_t \)'s and \( w_t \)'s are normally distributed, it can be demonstrated that the joint distribution function of data given parameters \( \theta \) and \( \Theta \) is (18), where \( S(\theta, \Theta) = \sum_{t=1}^{\tau} a_t^2 \) is the conditional sum-of-squares function, and \( f(\theta, \Theta) \) is a non-linear function of \( \theta \) and \( \Theta \) [20].

\[
p(z|\theta, \Theta) = f(\theta, \Theta) \exp \left\{ -\frac{1}{2\hat{\sigma}_a^2} S(\theta, \Theta) \right\}
\]

Using Jeffery’s prior [29] for both parameters, and assuming a constant value for \( \hat{\sigma}_a^2 \), the posterior probability distribution function \( p(\theta, \Theta|z) \) has the form of (19), where \( N \) is the number of data samples of the time series \( z \).

\[
p(\theta, \Theta|z) \propto [S(\theta, \Theta)]^{-N/2}
\]

Taking samples from \( 0 \leq \theta \leq 1 \) and \( 0 \leq \Theta \leq 1 \), and using Algorithm 1 for calculating the \( \hat{a}_t^k \)'s, the posterior
probability distribution function \( p(\theta, \Theta | z) \) in (19) can be plotted to identify the mean values and statistical moments of \( \theta \) and \( \Theta \), using the most recent available information of \( z \). Fig. 8 shows the resulting joint probability distribution of \( p(\theta, \Theta | z) \) which not only indicates the expected values of \( \hat{\theta} = 0.5421 \) and \( \hat{\Theta} = 0.7274 \) but also, it provides a confidence interval of 95% for 0.4 ≤ \( \theta \) ≤ 0.8 and 0.7 ≤ \( \Theta \) ≤ 1.0.

**C. Adaptability**

In practice, the process of updating the values of \( \hat{\theta} \) and \( \hat{\Theta} \) using either the frequentist or Bayesian approach is done independently for each time series (and smart meter) as follows: whenever a new realization of the time series is available at time \( \tau \), use the previous \( N \) samples to deploy the model estimation approach of choice and disregard any sample before \( \tau - N \). The forecasted values of \( \tilde{z}_l \) are only calculated when the OOP requires them using (11) for a lag time \( l \).

**V. MODEL ADEQUACY**

Low values of the estimated variances \( \hat{\sigma}^2 \) are not a sufficient indication of the forecasting method’s accuracy. Checking the autocorrelation function of the residuals is also an important aspect because high autocorrelations indicate that critical information from the original series has been left behind by the model. Figs. 9 and 10 show the estimated autocorrelation function of the residuals \( a_t \)’s for both model estimation approaches, frequentist and Bayesian, considering lags between 1 to 4,500 samples (i.e., up to two weeks). Despite some cyclical deviations, which are expected in random series, there are no noticeable large autocorrelations that indicate an evident lack-of-fit from both methods.

A more systematic way for checking the adequacy of the model is to assess the statistical significance of apparent deviations of the residuals. To do so, the Ljung-Box-Pierce [30] statistic test can be performed using (20).

\[
\tilde{Q} = N(N + 2) \sum_{k=1}^{K} (N-k)^{-1} \rho_k^2
\]

where \( N \) is the interval of the data series used to fit the model and \( K \) is the interval of the lags under study. If the model is appropriate the statistic \( \tilde{Q} \) is approximately distributed as \( \chi^2(K-p-q) \), where \( p = 0 \) and \( q = 2 \) in the ARIMA model (1). Thus, considering \( K = 4,032 \) (i.e., two weeks) and fitting the model using \( N = 34,944 \) samples (i.e., one year) the value of \( \tilde{Q} \) was approximately 3,032 using the frequentist approach, and 3,472 for the Bayesian approach. Both \( \tilde{Q} \)’s are below the adequacy level of 4,179 that corresponds to the 5%-\( \chi^2 \) test, with 4,030 degrees of freedom. In his case, the Ljung-Box-Pierce statistic test does not provide any evidence of inadequacy in the model.

**VI. TESTS AND RESULTS**

In order to test the efficiency of the proposed short-term load forecasting technique in the context of solving OOP problems, a robust self-healing scheme was simulated. To that end, the real-size 13.2 kV EDS in Fig. 11 was used for tests. The system comprises five radial feeders that supply electricity to 38,000 users of three types: residential, commercial and industrial consumers. Individual load profiles were randomly generated using the LoadProfileGenerator software in [26], [27]. The real-size EDS has 5,181 nodes, from which 955 are primary distribution transformers with smart meters. The meters are constantly measuring average three-phase current and voltage magnitudes with a resolution of 5 minutes per sample. Thus, each smart meter supervises at least six time series per transformer and, it is assumed that at least four years of measurements are available to the OOP system. Blue and magenta feeders in Fig. 11 are connected to a main substation of 40 MVA (nominal capacity), whereas red, yellow, and green feeders are connected to a different substation of 60 MVA. Moreover, the EDS has three 5 MVA dispatchable distributed generation (DG) units with islanded operation capabilities. The total installed capacity of the distribution transformers is approximately 81 MVA. Also, there are 32 remotely-controlled normally closed (NC) switches and 14 remotely-controlled normally open (NO) switches that participate in the self-healing scheme.

The proposed short-term load forecasting model in (1) is used to predict the three-phase consumption at each transformer. Thus, all the 955 meters in Fig. 11 are set to be constantly measuring at least six different time series (three-phase voltage magnitudes and load currents) and deploying
adaptation of the Tabu Search algorithm [31] that returns the restoration model presented in [25]. The heuristic is an healing scheme was deployed using an heuristic solution of the previous day as an estimation of future consumption, a.k.a., the demands, a.k.a., the day-before approach to generate forecasts, the moment of maximum consumption after the fault. The solution generated by the self-healing scheme using the day-before approach is shown in Fig. 12b. In this case, the moment of maximum consumption of the previous day was 8% lower than the actual realization of the moment of maximum consumption after the fault. Thus, even though the solution in Fig. 12b transferred all demands from feeder 5 to feeder 3 (blue), the underestimation of the day-before approach produced several lines with overcurrent limits transgressions, mostly concentrated at the beginning of feeder 3, for approximately one hour during the post-fault operation. The mean absolute percentage error (MAPE) of this approach for all the 955 meters considering a one-day ahead forecast was 16%.

3) Frequentist approach: Clearly, assuming nominal capacities is very conservative because it is unrealistic to believe that all demands require the complete installed capacity of the EDS, simultaneously. Thus, after using the frequentist approach to generate forecasts, the moment of maximum consumption was identified by comparing the maximum forecasted currents and the minimum forecasted voltages in Fig. 13 and Fig. 14. Note that, since the expected time to repair the outage is one day, only the blue area of Fig. 13 and Fig. 14 were considered. In this case, the moment of maximum consumption occurs at lag \( l = 78 \), i.e., approximately after 6.5 hours after the outage. Thus, using the demands from the moment of maximum consumption, plus the standard deviation of the forecast errors provided by the ARIMA model, the restoration plan shown in Fig. 12d was obtained by using the centralized self-healing scheme. In this case, all demands were supplied after transferring most of the loads from feeder 5 to feeder 3 (blue), and the remaining loads from feeder 5

A. Case 1: Fault at the main breaker of feeder 5

A permanent fault of the main breaker in feeder 5 (magenta) disconnects all loads downstream the circuit. Thus, a restoration sequence is deployed using the load forecasts from four different approaches, as follows:

1) Nominal approach: In this case, demands are considered as constant balanced three-phase active and reactive power injections, equal to the nominal capacities of the distribution transformers with an inductive power factor of 0.9. Thus, given a permanent fault of the main breaker of feeder 5 (magenta), the solution generated by the self-healing scheme using nominal capacities is shown in Fig. 12a. Note that, using the nominal capacities of the transformers, the self-healing scheme was not able to find a feasible solution that minimizes the unsupplied demand. Thus, as shown in Fig. 12a, all nodes and circuits of feeder 5 were de-energized by the opening of the main breaker at the substation, and no further restoration actions were performed.

2) Day-before approach: As an alternative to the nominal approach, a more simplistic method based on the load profile curve of the previous day can be used to predict the moment of maximum consumption after the fault. The solution generated by the self-healing scheme using the day-before approach is shown in Fig. 12b. In this case, the moment of maximum consumption of the previous day was 8% lower than the actual realization of the moment of maximum consumption after the fault. Thus, even though the solution in Fig. 12b transferred all demands from feeder 5 to feeder 3 (blue), the underestimation of the day-before approach produced several lines with overcurrent limits transgressions, mostly concentrated at the beginning of feeder 3, for approximately one hour during the post-fault operation. The mean absolute percentage error (MAPE) of this approach for all the 955 meters considering a one-day ahead forecast was 16%.

For each case, the two proposed methods used to estimate parameters \( \theta \) and \( \Theta \), i.e., the frequentist approach in Section IV-A and the Bayesian approach in Section IV-B, are compared with a basic restoration plan obtained either by using the nominal capacities of all transformers as conventional demands, a.k.a., the nominal approach, or the load diagram of the previous day as an estimation of future consumption, a.k.a., the day-before approach.

Finally, as mentioned in Section II-A, the centralized self-healing scheme was deployed using an heuristic solution of the restoration model presented in [25]. The heuristic is an adaptation of the Tabu Search algorithm [31] that returns the best restoration sequence found after 60 seconds. In all cases, the objective function minimizes the unsupplied demand and the number of switch operations, and penalizes the violations of the operational limits. The Tabu Search attribute has been set to 1 for all simulations (see [31] for more information).
to feeder 4 (red). During post-fault operation, three lines of feeder 3 have slight overcurrent of 109% of their maximum current capacities. The one-day ahead MAPE of this approach was 12%.

4) **Bayesian approach:** In this case, the Bayesian approach is used to generate the forecasts, and the moment of maximum consumption is identified as before. With the Bayesian approach, the moment of maximum consumption occurs at lag $l = 81$, i.e., approximately after 6.75 hours after the outage. Thus, using the demands from the moment of maximum forecasted consumption, plus the standard deviation of the forecast errors, the solution shown in Fig. 12c was obtained by the self-healing scheme. Unlike the frequentist approach, the restoration plan using the Bayesian estimation did not supply all demands from feeder 5. Instead, only a portion of the consumers were transferred to feeder 3 (blue), while the rest remained de-energized. However, in terms of number of de-energized consumers, the Bayesian solution was still better than the solution using nominal transformer capacities, with no limits transgressions during post-fault operation. The one-day ahead MAPE of this approach was 12%.

A summary of all four restoration plans in Fig. 12 is shown in Table I. The minimum voltage, maximum current and limits transgressions are taken from the post-fault operation. Thus, as evidenced by the results in Table I, the impact and efficiency of the self-healing scheme is highly improved when suitable forecasted demands are used instead of nominal references or simplistic previous days reproductions.

---

**Table I**

<table>
<thead>
<tr>
<th>Approach</th>
<th>Nominal</th>
<th>Day-before</th>
<th>Frequentist</th>
<th>Bayesian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsupplied demand [MW]</td>
<td>30.56</td>
<td>0.0</td>
<td>0.0</td>
<td>20.62</td>
</tr>
<tr>
<td>De-energized users [#]</td>
<td>9441</td>
<td>0</td>
<td>0</td>
<td>7505</td>
</tr>
<tr>
<td>Switch operations [#]</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Minimum voltage [p.u.]</td>
<td>0.9802</td>
<td>0.9706</td>
<td>0.9788</td>
<td>0.9802</td>
</tr>
<tr>
<td>Maximum current [A]</td>
<td>417</td>
<td>502</td>
<td>458</td>
<td>417</td>
</tr>
<tr>
<td>Limits transgression</td>
<td>None</td>
<td>Eighteen lines with overcurrent</td>
<td>Three lines with overcurrent</td>
<td>None</td>
</tr>
</tbody>
</table>

**B. Case 2: Fault at the main breaker of feeder 1**

A permanent fault of the main breaker in feeder 1 (yellow) disconnects all loads downstream the circuit. The restoration plans for the four different load forecasting methods are shown in Fig. 15. Note that, using the nominal approach, the solution provided by the service restoration method has created an island to supply a fraction of the users in feeder 1. As shown in Fig. 15a, the island used DG unit 3 as the main supply, and it was isolated due to the opening of two NC switches. On the other hand, in the day-before, frequentist and Bayesian approaches, all users in feeder 1 were transferred to different
feeders, but with unique configurations for each case. As shown in Table II, the underestimation of the forecasted loads provided by the day-before approach led to overcurrent events during the post-fault operation in feeder 2. Finally, the solutions obtained with the frequentist and the Bayesian approaches supplied all demands of feeder 1 and they did not lead to any operational limits transgressions during the post-fault operation.

C. Frequentist approach vs Bayesian approach

In this case, if future outcomes of the series $\omega_t$ behave mostly as a Gaussian process with zero mean and lower values of $\hat{\sigma}_a^2$, then the frequentist approach should be used because it is based on the least-square estimator that minimizes the variance of the forecast errors. However, if large portions of the series $\omega_t$ present non-homogeneous behavior (see Section III-A) or large values of $\hat{\sigma}_a^2$ are obtained, then the non-informative nature of Jeffery’s prior used in the Bayesian approach could produce more accurate results because there might be an underlying randomness in the nature of $\Theta$ and $\hat{\theta}$, that is not captured by the frequentist approach. Thus, a good rule-of-thumb would be to use the frequentist approach first, and then, depending on the range of the recurring values of $\Theta$ and $\hat{\theta}$, the Bayesian approach can be deployed using tight intervals for both unknown parameters.

From the statistical point-of-view, there are no good reasons for using one inference method over the other [28]. However, some practical aspects might be considered for implementation. For example, the convergence of the iterative process in Section IV-A is not always guaranteed, whereas the Bayesian estimation does not rely on any convergence process. One major drawback of the Bayesian approach in Section IV-B is that, for large data samples, the posterior in (19) can result in extremely low numbers that cannot be computationally handled, thus lower values of $N$ must be required.

VII. CONCLUSIONS

Assuming three-phase electrical measurements as univariate non-stationary seasonal time series, this paper investigates two parsimonious short-term load forecasting techniques to estimate future aggregated demands for the OOP of EDS: a frequentist and a Bayesian multiplicative seasonal ARIMA model. Both approaches are shown to satisfy the four parsimonious requirements: low computational complexity, fair accuracy in terms of expected value and residuals, few tuning parameters, and adaptability. Thus, they are suitable for solving OOP problems in highly supervised EDS. Results show that the use of the proposed parsimonious short-term forecasting techniques have a significant impact on the quality of the OOP methods, such as the centralized self-healing scheme, especially compared with other approaches that use nominal references or simplistic day-before approaches.

APPENDIX

The optimal restoration switching sequence for unbalanced three-phase EDS is given by the mixed integer non-linear programming (MINLP) model in (21)–(28).

$$\min \sum_{z \in \Omega_z} \sum_{s \in \Omega_s} U c_U^{z,s} (1 - x_{z,s}) + c^{SW} \sum_{km \in \Omega_m} \sum_{s \in \Omega_s} (\Delta y_{km,s}^+ + \Delta y_{km,s}^-)$$ (21)
The MINLP model in (21)–(28) is a non-convex combinatorial optimization problem. Particularly, (25) guarantees that only one operation can be deployed in each step of the sequence. Constraint (27) guarantees that the topology at the last step of the process \( s_{\text{max}} \) must be radial. The binary nature of the decision variables \( y_{km,s} \), \( x_{z,s} \), and \( \Delta y_{km,s} \) is given by (28). The MINLP model in (21)–(28) is a non-convex combinatorial optimization problem and, for practical applications, quality solutions can be obtained via modern heuristics within reasonable computational times and resources.
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