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Abstract: With the ever-intensive utilization of distributed generators (DGs) and smart devices, distribution networks are evolving from a hierarchical structure to a distributed structure, which imposes significant challenges to network operators in system dispatch. A distributed energy-management method for a networked microgrid (NM) is proposed to coordinate a large number of DGs for maintaining secure and economic operations in the electricity-market environment. A second-order conic programming model is used to formulate the energy-management problem of an NM. Network decomposition was first carried out, and then a distributed solution for the established optimization model through invoking alternating-direction method of multipliers (ADMM). A modified IEEE 33-bus power system was finally utilized to demonstrate the performance of distributed energy management in an NM.
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1. Introduction

1.1. Motivation

With ever-increasing installations of distributed generators (DGs) and the implementation of advanced metering/monitoring infrastructures, a distribution power system in general is undergoing a transition from a hierarchical structure to a distributed one [1]. Consequently, a networked microgrid (NM), an interconnection of multiple microgrids, has emerged as a new distributed paradigm. It has been shown that an NM can offer more reliable and economical energy supply with lower operational costs [2]. In addition, the NM could maximize the asset utilization of DGs and thereby reduce greenhouse gas emissions.

However, for a geographically dispersed NM including a variety of dispatchable DGs (e.g., wind turbines and diesel generators), the centralized approach requires significant investment...
for implementing the control center as well as communication infrastructures [3,4]. Furthermore, storing all data in one control center carries the risk of exposing the privacy of customers, as well as unavoidable single-point failures [3]. More importantly, the distributed method is more computationally efficient than the centralized one. Therefore, it is desirable to effectively coordinate NMs in a distributed manner for improving reliability and economics.

1.2. Literature Review

Conventionally, a distribution-level microgrid is centrally controlled by a central coordination center [5]. More specifically, the central coordination center collects relevant information from dispersed controllable devices and forecasting data to perform an optimal dispatch of distributed resources for the next period [6]. Centralized energy-management architecture has been widely studied in existing publications. Reference [7] proposed a two-layer energy-management model wherein the schedule level attains the economic-operation scheme based on forecasts, while the dispatch level dispatches controllable DGs based on real-time data. In Reference [8], a centralized scheduling algorithm was proposed for an electric vehicle-dominated microgrid to optimize the charging scheme considering the charging cost and convenience of microgrid users. In Reference [9], the centralized energy-management problem for a household-level microgrid was formulated as a utility-maximization problem, subject to capacity constraints. In Reference [10], a centralized energy-management optimization model was formulated for a residential-quarter microgrid including a concentrating solar-power unit with an objective of minimizing the involved operation costs. A two-stage stochastic demand-side management model for a commercial-building microgrid is formulated in Reference [11], considering the uncertainties in solar-generation outputs, loads, microgrid availabilities, and microgrid energy demands.

The fully distributed optimization method includes two broad categories, i.e., the Lagrangian relaxation-based and the optimality-condition decomposition-based category. The Lagrangian relaxation approach formulates the Lagrangian function and then solves the subsequent dual Lagrangian relaxation problem by two steps in an iterative process: (1) decomposition of the relaxed primal problem with given multipliers; and (2) update of multipliers. Note that the multiplier-update technique commonly includes the subgradient method, cutting-plane method, bundle method, and trust-region method. Readers can refer to Reference [12] (Chapter 5) for details. To enhance the convexity of the relaxed primal problem and improve the convergence, a quadratic penalty term is conventionally added in formulating an augmented Lagrangian function. The auxiliary problem principle is then employed to linearize the augmented Lagrangian function so as to decompose the relaxed primal problem into several subproblems, which is thus called as augmented Lagrangian decomposition [13,14]. In addition, similar to augmented Lagrangian decomposition, the analytical target-cascading method generally decomposed a system into a multilevel hierarchical structure through introducing penalty functions to model autonomous interdependencies [15]. The penalty function is usually modeled as an augmented Lagrangian block coordinate-descent formulation or exponential penalty function, which consequently brings many parameters to be tuned. The optimality condition decomposition-based approach is initially proposed for solving large-scale nonlinear and possible nonconvex problems in Reference [16]. Specifically, it solves the first-order Karush–Kuhn–Tucker conditions in a distributed manner. Similar to optimality-condition decomposition, a heterogeneous decomposition is presented in Reference [17] to solve the optimal power flow for transmission and distribution systems. Reference [18] improves the convergence of optimality-condition decomposition by adding a correction term in the update process. However, the convergence conditions of optimality-condition decomposition are still not easy to verify for practical applications.

As a version of the augmented Lagrangian decomposition algorithm, the alternating-direction multiplier method (ADMM) overcomes the poor convergence problem of conventional Lagrangian relaxation approaches with only one parameter (i.e., the step size of the penalty term) to be tuned, which
is thus widely applied in power-system optimization problems and machine learning in computer science. Many publications are available on ADMM-based optimization methods. For example, an ADMM-based distributed optimization is proposed in Reference [19] to facilitate transactive energy trading in distribution networks. The work in Reference [20] provides a distributed energy-management scheme for multiple interconnected microgrids in a real-time market. In References [3,21], an ADMM-based decentralized method of voltage control is proposed by only using the self-information exchange with neighboring regions. In Reference [4], a distributed method is proposed to carry out tie-line scheduling, taking into account uncertainties, for example, wind-output power. The work in References [22,23] formulates the optimal power-flow problem as a semidefinite programming one.

As power-flow equations are quadratic of bus voltages, power-system-operation optimization problems are mostly nonconvex. The conic-relaxation technique is commonly used to relax and convexify the nonconvex equations into a second-order cone (SOC) form [24–26]. The work in Reference [23] verifies that there exists a very small gap between the conic relaxation-based results and nonconvex power-flow-based ones for most actual distribution networks. In Reference [3], the conic-relaxation technique is applied to transform a voltage-control model into an SOC-programming model. Reactive power control is cast as an optimal power-flow problem in Reference [25], and the obtained nonconvex problem is equivalently transformed into an SOC problem. The work in References [25,26] provides less restrictive but sufficient conditions to guarantee exact SOC relaxation.

Additionally, power-industry deregulation provides opportunities for microgrids to schedule power consumption and reduce operation costs by direct participation in electricity markets [27,28]. Note that market transactions are still handled by a central coordination center [5]. Two market mechanisms are proposed in Reference [29] to solve the energy-management problem of the low-voltage distribution-level microgrids. More specifically, the microgrid operator constructs a local market, whereby DGs and consumers could bid their production and consumption in the first market mode while the microgrid could sell/buy active/reactive power to the upstream distribution grid in the second market mode. In Reference [20], it is assumed that the microgrid operator can sell or purchase energy from neighboring microgrids and the upstream energy market to minimize operation costs of NMs. In Reference [30], the microgrid takes part in a pool market and actively responds to the electricity price so as to maximize its total profits through coordinating controllable resources. Similarly, it is assumed that the NM operator in this work could participate in the real-time electricity market and thereby it is demanded to determine the energy-procurement scheme according to the forecasts of the real-time electricity price.

1.3. Contributions

Given the above background, a distributed energy-management model is presented with an objective to minimize the total operation costs of NMs. More specifically, the interconnected microgrids are decoupled and, subsequently, an ADMM-based distributed algorithm is employed to solve a decentralized energy-management model that just requires exchanging limited information among neighboring microgrids. The presented model is capable of protecting the privacy of customers and robust against communication failures (e.g., packet drops).

The main contributions of this paper include two aspects:

(1) The established optimization model is reformulated into a convex one by employing a second-order cone relaxation technique. Additionally, an ADMM-based solution method is utilized to solve the presented optimization model in a fully distributed manner with limited information exchange among neighboring microgrids.

(2) The method in this paper can effectively accommodate an arbitrary number of controllable devices given an ever-increasing penetration of distributed energy resources in a microgrid, and thus greatly explore the potential benefits of DG applications.
The remainder of this paper is organized as follows: An SOC programming formulation of the energy-management problem is presented in Section 2 through relaxing power-flow equations. An ADMM-based distributed solving method is presented in Section 3. Case studies are conducted in Section 4 to validate the established optimization model and the presented solving method. In Section 5, conclusions are drawn, and future research work is prospected.

2. Mathematical Formulation

Power-industry restructuring introduces different electricity-market structures. In some electricity markets, both day-ahead and balancing markets are included [20], while in other electricity markets, such as the National Electricity Market of Singapore, bids for energy and ancillary services are cleared in a real-time fashion. Here, it is assumed that each NM participates in an electricity market similar to a microgrid.

Note that all participants in a microgrid are allowed to change their bids up to 65 min before the market closure. The market is cleared hourly, and energy-price forecasts for the following 24 h are provided based on standing bids. Thus, it is assumed that energy prices in our model are taken from the forecasts and the energy-management problem of an NM can be solved in a rolling manner. Specifically, the operator of NMs runs optimization routines hourly and bids its power consumption in the real-time market. In practice, a rolling approach can effectively mitigate the impact of uncertainties by using the updated forecasts, and thereby reduce the operation cost of the NM.

2.1. Objective Function

Here, two types of DGs are considered, i.e., fuel-based DGs, such as diesel generators, and renewable-energy-resource (RES)-based DGs, such as wind turbines and photovoltaic arrays. Note that it is assumed that fuel-based DGs are owned by microgrids for simplicity. The objective in the proposed optimization model is to minimize the total operation costs, which comprises three parts: the fuel cost \( f(P_G, a, t) \) of fuel-based DGs, the cost of purchasing the energy from the main grid \( \lambda t P_M a, t \), and the cost of purchasing energy from RES-based DGs, formulated as:

\[
\min \sum_{a \in N} \sum_{t \in T} \left[ \sum_{d \in N_G} f(P_G, a, d, t) + \lambda t P_M a, t + \sum_{d \in N_G} \lambda t P^{RES} a, t \right]
\]

(1)

The production cost of a fuel-based DG is approximated with a quadratic function as:

\[
f(P_G, a, d, t) = \alpha_d \times (P_G, a, d, t)^2 + \beta_d \times P_G, a, d, t
\]

(2)

It is assumed that RES-based DGs deployed in NMs are owned by a third party (e.g., an independent renewable-energy producer), which is common practice in Europe and the United States [31,32]. It is further assumed that microgrid operators and owners of RES-based DGs have contractual agreements called take-or-pay contracts or Power Purchase Agreements in some markets [31]. In this contract, it is defined that microgrid operators accept all available energy generated from wind farms/photovoltaic farms at fixed prices that are typically lower than energy prices in the wholesale electricity market. Although each microgrid operator may face uncertainties in available renewable energy, advantageous price conditions to purchase renewable energy are attained. Under these circumstances, the microgrid operator can adjust the power factor and implement curtailment of each RES-based DG.

2.2. Constraints

Constraints in the presented optimization model broadly comprise four categories: power-flow equations, limits on the power outputs of DGs, limits on nodal voltage magnitudes, and thermal limits of branches.

For brevity, two sets of artificial variables are introduced as:
\[ f_{ik,t}^q = \left( \frac{p_{ik,t}^a}{q_{ik,t}^a} \right)^2 + \left( \frac{q_{ik,t}^a}{q_{ik,t}^a} \right)^2, \forall (ik) \in N_a^E \forall t \in T \]  

(3)

\[ v_{i,t}^a = (V_{i,t}^a)^2, \forall i \in N_a^B \forall t \in T \]  

(4)

Then, power-flow equations can be represented based on the branch-flow model [24] as follows:

\[
\begin{align*}
    p_{ik,t}^a &= \sum_{m:(m,i)\in N_a^E} p_{im,t}^a + r_{ik} f_{ik,t}^a - p_{i,t}^a \\
    q_{ik,t}^a &= \sum_{m:(m,i)\in N_a^E} q_{im,t}^a + x_{ik} f_{ik,t}^a - q_{i,t}^a \\
    v_{i,t}^a &= (V_{i,t}^a)^2, \forall i \in N_a^B \forall t \in T
\end{align*}
\]  

(5)

Next, the output power of each fuel-based DG is constrained by maximum/minimum power limits. For brevity, subscripts \( a \) and \( t \) are omitted hereafter except noted. Thus, the power output of the fuel-based DG at bus \( i \) respects the following constraints:

\[
\begin{align*}
    P_d^G &\leq P_d^G \leq P_d^G \text{, } \forall d \in N_a^G \\
    Q_d^G &\leq Q_d^G \leq Q_d^G \text{, } \forall d \in N_a^G \\
    -\gamma_{G,\text{max}} &\leq P_d^G - P_d^G \leq -\gamma_{G,\text{max}} \text{, } \forall d \in N_a^G
\end{align*}
\]  

(6)

Constraint (7) imposes ramp-rate limits on the fuel-based DG’s output power. On the other hand, a RES-based DG is modeled as the RES coupled with an inverter. Here, two types of RES-based DGs, i.e., photovoltaic and wind turbine, are considered.

In the developed model it is assumed that a microgrid operator could adjust power factors or curtail active power outputs from RES-based DGs. Considering unavoidable prediction errors of the active power output from a wind turbine or a photovoltaic system, forecast value and zero are set as the upper limit \( P_{d,\text{RES}}^{\text{WT}} \) and lower limit \( P_{d,\text{RES}}^{\text{PV}} \) of the active power output, respectively. Reactive power is normally closely coupled with active power generation [33]. Take a doubly-fed induction wind turbine as an example. The maximum stator current in the steady-state model is taken into consideration when modeling reactive power constraints. Thus, the corresponding upper \( Q_{d,\text{WT}}^{\text{PV}} \) and lower limits \( Q_{d,\text{WT}}^{\text{PV}} \) for wind turbine \( d \) are described as:

\[
Q_{d,\text{WT}}^{\text{PV}} = \sqrt{\phi_{d,\text{WT}}^2 - \left( P_{d,\text{WT}}^G \right)^2} \\
Q_{d,\text{WT}}^{\text{PV}} = Q_{d,\text{WT}}^{\text{min}}
\]  

(8)

(9)

The reactive power output of a photovoltaic system is mainly limited by the capacity of its inverter and harmonic distortion degree. Suppose \( \gamma \) is the maximum power factor with harmonic distortions considered, then the upper limit \( Q_{d,\text{PV}}^{\text{PV}} \) and lower limit \( Q_{d,\text{PV}}^{\text{PV}} \) of the reactive power output are formulated as:

\[
\begin{align*}
Q_{d,\text{PV}}^{\text{PV}} &= \min(\sqrt{\phi_{d,\text{PV}}^2 - \left( P_{d,\text{PV}}^G \right)^2}, P_{d,\text{PV}} \times \tan \gamma) \\
Q_{d,\text{PV}}^{\text{PV}} &= -Q_{d,\text{PV}}^{\text{PV}}
\end{align*}
\]  

(10)

(11)

The nodal voltage magnitude is usually maintained within a prespecified statutory range, as described by:

\[
V_i^2 \leq v_{i,t}^2 \leq \overline{v}_i^2, \forall i \in N_a^B \forall t \in T
\]  

(12)

where the limits are \( \overline{V}_i = (1 - \varepsilon)V_{\text{ref}} \) and \( \underline{V}_i = (1 + \varepsilon)V_{\text{ref}} \). According to Reference [34], \( \varepsilon \) is set as 0.05. In addition, branch current cannot exceed its maximum value, and can be expressed as:

\[
\ell_{ik,t}^a \leq (I_{ik,t}^a)^2, \forall (ik) \in N_a^E \forall t \in T
\]  

(13)
2.3. Second-Order Cone Relaxation

Now, the proposed model for the energy management of NMs includes objective Function (1) and Constraints (3)–(13), and is a nonconvex optimization model that is theoretically intractable for attaining a global optimum, especially for a large-scale problem with numerous decision variables resulting from extensive controllable devices in an NM. The SOC relaxation technique is employed to convexify the nonconvex power-flow equations [24] through relaxing Constraint (3) into an inequality, as stated by:

$$\left( \frac{P_{ik,t}^a}{v_{i,t}^a} \right)^2 + \left( \frac{Q_{ik,t}^a}{v_{i,t}^a} \right)^2 \leq \ell_{ik,t}^a, \; \forall (ik) \in N_t^E \; \forall t \in T$$

which is further formulated in a standard form of SOC:

$$\left\| \begin{pmatrix} P_{ik,t}^a \\ Q_{ik,t}^a \end{pmatrix} \right\|^2 \leq \ell_{ik,t}^a + \frac{v_{i,t}^a}{2}, \; \forall (ik) \in N_t^E \; \forall t \in T$$

where $\|\cdot\|_2$ is the two-norm. Note that the above SOC relaxation is deemed exact for most actual power-distribution networks [3]. Accordingly, the original model is transformed into an SOC problem with objective Function (1) and Constraints (4)–(14).

3. Networked Decomposition and Alternating Direction Method of Multipliers (ADMM)-Based Solution Methodology

3.1. Decomposition of a Networked Microgrid (NM)

An NM can be seen as a variety of components with terminals that could be aggregated into multiple entities. As demonstrated in Figure 1, NMs are thus modeled as networked entities. A junction is made of a set of terminals associated with the same bus.

![Figure 1](image-url)

**Figure 1.** The distributed paradigm for a networked microgrid (NM).

Define $N$ as a finite set of microgrids, $J$ as a finite set of coupled junctions, and $M$ as a finite set of terminals, of which the cardinality is divided into subsets according to microgrid $a$ or junction $j$. Each terminal represents an abstract electric variable, such as complex power or voltage magnitude. $S_m$ and $V_m$, respectively, represent the complex power and voltage magnitude of terminal $m$. The set of complex power and voltage magnitude associated with microgrid $a$ are represented by $S_a = \{S_m | m \in a\}$ and $V_a = \{V_m | m \in a\}$, respectively. Here, if microgrid $a$ has one terminal, then $S_a$ is a vector and $V_a$ is a scalar. By the same token, the set of complex power and voltage magnitude associated with junction $j$ are respectively denoted by $S_j = \{S_m | m \in j\}$ and $V_j = \{V_m | m \in j\}$. 

During each time slot, the network must maintain power balance and voltage-magnitude consistency at each junction. Thereby, average net power imbalance $\bar{S}_m$ and voltage-magnitude residual are defined as:

$$\bar{S}_m = \frac{1}{|j|} \sum_{m \in j} S_m$$

$$\tilde{V}_m = V_m - \frac{1}{|j|} \sum_{m \in j} V_m = V_m - \bar{V}_m$$

Hence, the optimization model can be formulated as:

$$(F1) \min \sum_{a \in N} F_a(S_a, V_a)$$

subject to:

$$\bar{S} = 0, \tilde{V} = 0$$

where $S$ and $V$, respectively, represent the decomposable constraints of $S$ and $V$.

3.2. ADMM Algorithm

ADMM is attracting increasing attention from academic researchers primarily due to its decomposability along with superior convergence properties. Specifically, ADMM can solve a special form of optimization problems [35], as described by:

$$\min f(x) + g(z)$$

subject to:

$$x - z = 0$$

where $x$ belongs to a convex set and $z$ is a dummy variable corresponding to $x$, and $g(z)$ is an indicator function. The augmented Lagrangian is formed as:

$$L_\rho(x, z, y) = f(x) + g(z) + y^T(x - z) + \left(\frac{\rho}{2}\right)\|x - z\|^2_2$$

where $\rho$ is the step size. Next, a scale form of the augmented Lagrangian is derived, which gives a more concise formulation of the iteration process. Scaling multiplier $y$ to $u = y/\rho$ and combining linear and quadratic terms in the augmented Lagrangian function yield

$$y^T(x - z) + \left(\frac{\rho}{2}\right)\|x - z\|^2_2 = \left(\frac{\rho}{2}\right)\|x - z + y/\rho\|^2_2 - (1/2\rho)\|y\|^2_2 = \left(\frac{\rho}{2}\right)\|x - z + u\|^2_2 - (1/2\rho)\|y\|^2_2$$

Using the scaled dual variables, ADMM comprises the following iterations:

$$\begin{aligned}
  x^{k+1} &:= \arg\min_x \left( f(x) + \left(\frac{\rho}{2}\right)\|x - z^k + u^k\|^2_2 \right) \\
  z^{k+1} &:= \arg\min_z \left( g(z) + \left(\frac{\rho}{2}\right)\|x^{k+1} - z + u^k\|^2_2 \right) \\
  u^{k+1} &:= u^k + x^{k+1} - z^{k+1}
\end{aligned}$$

Accordingly, (F1) can be reformulated into the ADMM form as:

$$(F2) \min \sum_{a \in N} F_a(S_a, V_a) + \sum_{j \in J} [g_j(\eta_j) + h_j(\xi_j)]$$

subject to:

$$S = \eta(y_P), V = \xi(y_v)$$

where $S$ and $V$, respectively, represent the decomposable constraints of $S$ and $V$. 

where \( g_j(\eta_j) \) and \( h_j(\zeta_j) \) are the indicator functions as defined below, while \( \eta \) and \( \zeta \) are dummy variables:

\[
g_j(\eta_j) = \begin{cases} 
0 & \eta_j \in \{ \eta_j | \eta_j = 0 \} \\
+\infty & \eta_j \notin \{ \eta_j | \eta_j = 0 \}
\end{cases} \tag{29}
\]

\[
h_j(\zeta_j) = \begin{cases} 
0 & \zeta_j \in \{ \zeta_j | \zeta_j = 0 \} \\
+\infty & \zeta_j \notin \{ \zeta_j | \zeta_j = 0 \}
\end{cases} \tag{30}
\]

Dual variables are scaled to \( u = y_p/p \) and \( u = y_v/v \). The augmented Lagrangian function for (F2) is then formulated as:

\[
L^2_p = \sum_{a \in N} F_a(S_a, V_a) + \sum_{j \in J} [g_j(\eta_j) + h_j(\zeta_j)] + (\rho/2)(||S - \eta + u||^2 + ||V - \zeta + n||^2) \tag{31}
\]

Similarly, the iteration process comprises the following three steps:

\[
(S_{a}^{k+1}, V_{a}^{k+1}) := \arg\min_{S_a, V_a} (F_a(S_a, V_a) + (\rho/2) * (||S_a - \eta_a^k + u_a^k||^2 + ||V_a - \zeta_a^k + n_a^k||^2)) \quad a \in N \tag{32}
\]

\[
\begin{cases}
\eta_j^{k+1} := \arg\min_{\eta_j} (g_j(\eta_j) + (\rho/2) * ||S_j^{k+1} - \eta_j + u_j^k||^2) \quad j \in J \\
\zeta_j^{k+1} := \arg\min_{\zeta_j} (h_j(\zeta_j) + (\rho/2) * ||V_j^{k+1} - \zeta_j + n_j^k||^2) \quad j \in J
\end{cases} \tag{33}
\]

\[
\begin{cases}
u_j^{k+1} := S_j^{k+1} - \eta_j^{k+1} \\
\pi_j^{k+1} := V_j^{k+1} - \zeta_j^{k+1}
\end{cases} \tag{34}
\]

The first step shown in Equation (31) is carried out, in parallel, by all devices, while the second and third steps shown in Equations (32)–(33) are implemented in parallel by all local controllers at each junction [36]. Since \( g_j(\eta_j) \) and \( h_j(\zeta_j) \) are simple indicator functions, a closed-form solution for the second step is thus derived and given by:

\[
\begin{cases}
\eta_j^{k+1} := u_j^k + S_j^{k+1} - \pi_j^k + \pi_j^{k+1} \\
\zeta_j^{k+1} := V_j^{k+1} + \pi_j^k
\end{cases} \tag{35}
\]

Subsisting Equation (35) into the first step (32) and third step (34), and then eliminating artificial variables \( \eta \) and \( \zeta \), a simplified iteration process is attained, as illustrated in Algorithm 1.

**Algorithm 1.** Modified Alternating-Direction Multiplier Method (ADMM) algorithm.

1. **State variables update**

\[
(S_{a}^{k+1}, V_{a}^{k+1}) := \arg\min_{S_a, V_a} (F_a(S_a, V_a) + (\rho/2) \times (||S_a - S_a^k + \pi_a^k||^2 + ||V_a - V_a^k - \pi_a^{k-1} + n_a^k||^2)) \quad a \in N
\]

2. **Dual variables update**

\[
\begin{cases}
u_j^{k+1} := \pi_j^k + \pi_j^{k+1} \quad j \in J \\
\pi_j^{k+1} := \pi_j^k + V_j^{k+1} \quad j \in J
\end{cases}
\]

3.3. Overall Solution Framework

As the proposed solution method represents a version of ADMM and the established model is convex, this method can guarantee a global optimal solution to be attained. To determine the termination criterion, two types of residuals [35], i.e., primal and dual, are introduced and denoted by \( r^k \) and \( s^k \) for the \( k \)-th iteration, as formulated by:
The following criteria are defined for checking convergence:

\[ \|r^k\|_2 \leq \epsilon_{pri} \text{ and } \|s^k\|_2 \leq \epsilon_{dual} \]  

where \( \epsilon_{pri} \) and \( \epsilon_{dual} \) represent primal and dual tolerances, respectively. These tolerances should be normalized to the absolute tolerance \( \epsilon_{abs} \) according to network size, defined as:

\[ \epsilon_{abs} = \frac{\epsilon_{pri}}{\sqrt{|M| \times T}} = \frac{\epsilon_{dual}}{\sqrt{|M| \times T}} \]

where \( |M| \) is the total number of terminals in an NM. This solving process is illustrated in Figure 2.

---

**Figure 2.** Flowchart of the decentralized dispatch in an NM.

An inappropriate step-size value may profoundly affect solving speed and even cause the solving procedure to diverge. Thus, it is of importance to choose an optimal step size. Here, a variable step-size scheme [35] is employed. In other words, step size \( \rho \) is variable in the iteration procedure so as to enhance convergence speed as well as avoid the negative impact of the initial value on attaining good convergence performance. A commonly used updating mechanism is given as:

\[
\rho^{k+1} = \begin{cases} 
\tau \rho^k & \text{if } \|r^k\|_2 > \mu \|s^k\|_2 \\
\rho^k / \tau & \text{if } \|r^k\|_2 < \mu \|s^k\|_2 \\
\rho^k & \text{otherwise}
\end{cases}
\]  

\[ (40) \]
where $\mu > 1$, $\tau > 1$. Here, $\mu$ and $\tau$ are set as 20 and 2, respectively.

As for the NM dispatch framework, the $(k+1)$th iteration of optimization model for microgrid $a$ is formulated as follows:

$$
\min_{\Gamma \in \mathbb{N}} \sum_{t \in T} \left[ \sum_{d \in \mathbb{N}_G^a} f(P_{d,t}^G) + \lambda_f P_{a,t}^M + \sum_{d \in \mathbb{N}_R^a} \lambda_{f}^{\text{RES}} P_{d,t}^{\text{RES}} \right] + \left( \frac{\tau}{\mu} \right) \times \left( \left\| \bar{u}_a - \bar{u}_a^k + \bar{u}_a^k \right\|_2^2 + \left\| v_a - \bar{v}_a^k + \bar{v}_a^k \right\|_2^2 \right)
$$

(41)

$$
\text{s.t. } (4) - (14)
$$

(42)

So far, an SOC problem is obtained, and can be solved by off-the-shelf solvers. Note that the proposed ADMM-based method solves the presented optimization model in a fully distributed manner with limited information exchange among neighboring microgrids. Specifically, each microgrid exchanges its present primal solution with its neighboring microgrids at every iteration. In each microgrid, the dual variables are updated, and the convergence criterion is checked. If the convergence criterion is met, the process is terminated. Otherwise, the iteration continues.

4. Case Studies

In this section, the presented model and method were tested on a modified IEEE 33-bus distribution system. Numerical experiments were carried out with MATLAB 2014 (MathWorks, Inc., Natick, MA, USA) on a laptop with an Intel Core (i5, 3.20 GHz) and 8 GB memory. MOSEK 7.0 [37] was invoked to solve the SOC problem.

4.1. Simulation Data

The original system data are available in Reference [10]. The test system was partitioned into three microgrids, as shown in Figure 3. Bus 6, with a voltage magnitude of 1.05 p.u., was connected to the main grid. It was assumed that four fuel-based DGs were connected to buses 4, 17, 23, and 32, respectively. The pertinent data for fuel-based DGs are given as follows: fuel-based DG $d \in \mathbb{N}_G^a$, $f(P_{d,t}^G) = 0.07 \times (P_{d,t}^G)^2 + 0.1 \times P_{d,t}^G$, $\gamma_{\text{RES}}^G = 5 \text{ kW/h}$, $P_{d,t}^G = 0 \text{ kW}$, and $P_{d,t}^G = 20 \text{ kW}$.

Electricity-price data adapted from Pennsylvania—New Jersey—Maryland (PJM) electricity market are presented in Figure 4a. The renewable energy-generated electricity price was set at 30 $/\text{MWh}$. Given that photovoltaics is the dominant RES-based DG in a real-life medium-voltage distribution system, it is assumed that there are six photovoltaic systems installed at buses 3, 12, 16, 20, 23, and 27. The solar-irradiation data were collected on January 16, 2016 at the University of Queensland [38], lasting from 5:00 to 18:00. It is assumed that all installed photovoltaics are geographically close to each other, and, thus, the same solar-irradiance data are applied in case studies. The capacity of all photovoltaics was set as 100 kVA and nominal power factors were set as 0.95. The nodal-voltage magnitudes were maintained within the prespecified interval of [0.95, 1.05] during the entire optimization horizon. The proposed model was used to mitigate voltage violations from occurrence as a variable photovoltaic power output and a fuel-based DG power output were utilized.

Figure 3. The single line graph of the NM.
studies. The capacity of all photovoltaics was set as 100 kVA and nominal power factors were set as 0.95. The nodal-voltage magnitudes were maintained within the prespecified interval of [0.95, 1.05] during the entire optimization horizon. The proposed model was used to mitigate voltage violations from occurrence as a variable photovoltaic power output and a fuel-based DG power output were utilized.

Figure 4. (a) Energy price $\lambda_t$; (b) photovoltaic output power.

4.2. Optimization Results

Figure 5 illustrates the power procurement from the main grid for three microgrids, and Figure 6 demonstrates nodal-voltage magnitudes at representative buses—3, 16, and 30. Energy procurements for the three microgrids increased during peak load hours (i.e., 11:00–20:00), which corresponded to significant voltage drops at the selected buses. Note that there was a sharp drop of voltage magnitude at bus 16 during 14:00–15:00. This is mainly because the photovoltaic output power at bus 16 substantially decreased at the corresponding period. Similarly, there was a slight increase of voltage magnitude at bus 16 during 22:00–23:00, and photovoltaic output power at the same bus went up correspondingly.

Figure 5. Energy procurement from the main grid for three microgrids.
Figure 7 shows that fuel-based DGs would operate during energy-price peak periods because less energy was bought from the main grid at higher prices. DGs at buses 17 and 32 would operate at 11:00, while DGs at buses 4 and 23 within microgrid 1 started up at 13:00 and 14:00, respectively. This is reasonable because the locational marginal prices at buses 17 and 32 (more remote from the slack bus) were comparatively higher than those at buses 4 and 23, primarily due to network loss and voltage-magnitude limit. Once the locational marginal price was higher than the average cost of fuel-based DGs, the operator would rather increase the output power of fuel-based DGs. Thus, as shown in Figure 8, the DGs at buses 17 and 32 worked for more periods than DGs at buses 4 and 23.
4.3. Convergence Analysis

Note that all case studies were implemented on the same computer. Hence, in order to estimate the calculation time when the solving method was run in a parallel fashion, the most time-consuming microgrid was selected to evaluate the speed of the proposed algorithm in case studies. Thereby, time latency was neglected since it was assumed that bandwidth could accommodate the communication needs of the proposed strategy.

The termination criterion, $e_{\text{abs}}$, was set as $10^{-4}$. When the primary and dual residuals were both less than the termination criterion, the computation procedure was completed. In case studies, the proposed ADMM algorithm converged in 43 iterations, as shown in Figure 8a, and consumed 3.44 s. The IEEE 123 bus test system was employed to conduct sensitivity analysis in terms of problem size. Note that the network was divided into six control entities and the network partition strategy, along with photovoltaic settings, were the same as those in Reference [3]. As shown in Figure 8b, the proposed algorithm converged in 85 iterations and consumed 6.60 s. As can be seen from numerical results, the iteration number of the proposed method for the IEEE 123 bus test system was still acceptable, and this demonstrates that the proposed method could effectively accommodate a variety of microgrids and be robust against the network size. Calculation time for the two test systems demonstrated that the proposed method is applicable even in a real-time market environment.
Two step-size schemes, i.e., variable and fixed, were employed in the case studies to highlight the advantages of the variable step-size scheme. As shown in Table 1, when the initial value of the step size was set as 10 or 100, only the variable step-size scheme could achieve a global optimum, while the fixed one was infeasible. Moreover, when the step size was specified as small as 0.01, more iterations were demanded for the fixed step-size scheme than the variable one. Hence, the variable step-size scheme was more robust with respect to the choice of the initial step-size value, and was, thereby, more practical in engineering applications.

<table>
<thead>
<tr>
<th>Initial Value $\rho$</th>
<th>0.01</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>10</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed-$\rho$</td>
<td>623</td>
<td>73</td>
<td>42</td>
<td>50</td>
<td>Divergence</td>
<td>Divergence</td>
</tr>
<tr>
<td>Variable-$\rho$</td>
<td>40</td>
<td>50</td>
<td>43</td>
<td>53</td>
<td>64</td>
<td>59</td>
</tr>
</tbody>
</table>

The robustness of the proposed method was examined under given communication failure. Specifically, it was supposed that a random malfunction of the communication system occurred during the solving process and, hence, interrupted information exchange processes. The malfunction was modeled as random packet drops. More formally, each microgrid operator might fail to obtain information from neighboring microgrids with a certain probability. Thereby, it is assumed that the microgrid operator would employ the information attained in the last iteration if malfunctions occurred. As can be seen in Table 2, the proposed method can guarantee an optimal solution even when a random packet drop occurs. More specifically, more iterations would be needed if the probability of communication failure increased. Besides, it is also demonstrated that the proposed control strategy is capable of accommodating frequent changes in system-operating conditions as a result of extensive penetrations of plug-and-play devices. For example, the microgrid operator could immediately detect the related power consumption/injection when a number of plug-in electric vehicles were integrated into a microgrid, and then send the information to its neighbors at the next iteration, without terminating the solving process.

| Probability     | 0.1 | 0.2 | 0.3 |  |
|-----------------|-----|-----|-----| |
| Required iteration number | 44  | 51  | 60  | |

### 4.4. Accuracy of Second-Order Cone (SOC) Relaxation

To examine whether the developed SOC relaxation was exact, it was necessary to check whether Inequality (14) was binding at the optimal solution. Hence, the evaluation index is defined as:

$$\text{dev}_t = \left\| i_{ik,t} \right\| - \left\| \left( \frac{p_{ik,t}}{\alpha_{ik,t}} \right)^2 + \left( \frac{q_{ik,t}}{\alpha_{ik,t}} \right)^2 \right\|_{\infty}$$

where $\text{dev}_t$ denotes the maximum residual of the square of the current magnitude in all distribution branches. Evaluation results are shown in Figure 9, wherein the defined evaluation index for the whole optimization horizon was less than $10^{-6}$. More importantly, it was remarkably less than the square of the current magnitude. Therefore, the SOC-relaxation technique can offer a theoretically optimal solution with high computation speed.
5. Conclusions

In this work, a new distributed energy-management optimization model was developed to ensure secure and economic operation of an NM. The conic-relaxation technique was employed to convexify the optimization model into an SOC model. Then, an ADMM-based distributed algorithm was developed to solve the attained convex problem, with only broadcasting and gathering limited messages among neighboring microgrids required. The proposed method could accommodate a variety of DGs, and has good convergence and fast solving speed, as demonstrated by case studies. The advantages of the proposed method are twofold: (1) the developed optimization model can accommodate the ever-increasing integration of controllable DGs, and is capable of coordinating a variety of DGs in a distributed fashion; (2) the developed distributed method can mitigate the risk of exposing the privacy of customers, since the controller in each microgrid only requires limited information from its neighboring microgrids.

The branch-flow model and SOC relaxation in this work are only applicable for radial networks. In our future research efforts, the presented model in this work will be extended to meshed networks.
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Nomenclature

Acronym
ADMM Altering-direction multiplier method
DG Distributed generator
NM Networked microgrid
RES Renewable-energy source
SOC Second-order cone
Indices and set

- $t$: Index of time slots
- $a$: Index of microgrid
- $d$: Index of DG
- $i/k$: Index of bus
- $T$: Set of indices of time slots, $T = \{1, \ldots, T\}$
- $N$: Set of microgrids, $N = \{1, \ldots, N\}$
- $N_a^e$: Set of branches within microgrid $a$
- $N_a^b$: Set of buses within microgrid $a$
- $N_a^f$: Set of buses associated with fuel-based DGs within microgrid $a$
- $N_a^g$: Set of buses associated with RES-based DGs within microgrid $a$

Parameters

- $V_{i}^\text{min}/V_{i}^\text{max}$: Lower/upper limit of voltage magnitude at bus $i$
- $r_{a}^d/x_{a}^d$: Resistance/reactance associated with line $i/k$ within microgrid $a$
- $P_{d}^G/P_{d}^G$: Lower/upper limit of active power of fuel-based DG $d$
- $Q_{d}^G/Q_{d}^G$: Lower/upper limit of reactive power of fuel-based DG $d$
- $Q_{d}^\text{WT}/Q_{d}^\text{WT}$: Lower/upper limit of reactive power of wind turbine $d$
- $Q_{d}^\text{PV}/Q_{d}^\text{PV}$: Lower/upper limit of reactive power of photovoltaic system $d$
- $p_{d}^{\text{RES}}/p_{d}^{\text{RES}}$: Lower/upper limit of RES-based DG $d$ at time $t$
- $Q_{d}^{\text{min}}$: Minimum reactive power of the inverter interfaced with wind turbine $d$
- $\lambda_{t}^{d}$: Energy price in the main grid at time $t$
- $\lambda_{t}^{\text{RES}}$: Energy price for the RES-based DGs at time $t$
- $\gamma_{G,max}^{d}$: Maximum ramp rate of fuel-based DGs $d$
- $I_{\text{max}}^{i/k}$: Maximum current of line $i/k$
- $\phi_{\text{WT},d}/\phi_{\text{PV},d}$: Capacity of the inverter interfaced with wind turbine $d$/photovoltaic system $d$
- $V_{i}^{\text{ref}}$: Reference value for the nodal voltage (normally 1 p.u.)
- $\alpha_{d}/\beta_{d}$: Cost parameters of fuel-based DG $d$

Variables

- $P_{d}^{G,a}$: Active power output of fuel-based DG $d$ at time $t$ within microgrid $a$
- $P_{M}$: Active power procurement from the main grid by microgrid $a$ at time $t$
- $P_{\text{loss}}$: Network loss in microgrid $a$ at time $t$
- $P_{e}^a/Q_{e}^a$: Active/reactive power in line $i/k$ at time $t$ within microgrid $a$
- $P_{e}^a/Q_{e}^a$: Active and reactive power injections at bus $i$ at time $t$ within microgrid $a$
- $I_{\text{ik}}^{a}$: The square of the current magnitude of line $i/k$ at time $t$ within microgrid $a$
- $V_{i}^{a}$: Voltage magnitude at bus $i$ within microgrid $a$ at time $t$
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