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Unilateral Vibro-Impact Systems — Experimental Observations against Theoretical Predictions based on the Coefficient of Restitution

Geraldo F. de S. Rebouças, Ilmar F. Santos*, Jon J. Thomsen*

*Department of Mechanical Engineering, Technical University of Denmark – DTU, Denmark

Abstract

The vibro-impact response of a single-degree of freedom model with the coefficient of restitution is analyzed using pointwise mapping and a standard averaging combined with non-smooth transformations. Experimental data are taken from a cantilever beam with attached mass and unilateral constraint submitted to different gap configurations and levels of excitation. Numerical simulations are used to reproduce empirical observations to a certain extent and validate theoretical predictions. Investigations on the coefficient of restitution show its dependence on the forcing frequency and pre-contact velocity. The effect of gap variations due to sliding of the constraint during frequency sweep is analyzed experimentally.
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1. Introduction

Impacts are very common in engineering practice, being necessary for some applications and avoided in others. For instance, while the interaction between different structural components is essential for some processes, like hammering and riveting, the contact between rotor and stator is a problem. Thus, impacts are a widely studied subject in mechanics and applied mathematics.

Roughly speaking, there are two main ways of modeling impacts: using an impact force function or a coefficient of restitution, CoR. Impact forces are very common in literature, with piecewise linear functions of the elastic term being the most common choice [1,10]. Other works regard stiffness and damping as piecewise linear [11,14]. Physical inaccuracies on those models motivated the development of formulations where the impact force is a power of both displacement and velocity [15,17], incorporating the CoR as a parameter. An advantage of using the force approach is that it provides information on structural stresses. However, it also demands knowledge on the contact duration, which can be difficult to obtain.
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The coefficient of restitution, given by the negative ratio between velocities after and before impact against an immovable stop is another very common way of modeling impacts [18–27], due to its straightforward physical interpretation and formulation. In this approach the impacting elements are considered to be rigid, the contact duration is supposed to be negligible and there is no way to estimate contact forces. While the CoR is considered a constant parameter in most applications, there is evidence of its dependence on the impact velocity [28].

The impact’s nature should be taken into account when choosing the model formulation. For instance, force modeling is more appropriate when contact duration and deformation are not negligible, otherwise, both models should produce similar results, as shown in [29] through numerical simulation.

For problems where impacts are the only nonlinearity, one can use Pointwise mapping [30, 31] to access some model properties, such as stability of solutions and bifurcation points. Other techniques such as Harmonic Linearization [32], Averaging [33], and the Lindstedt-Poincaré method [34] can be used to solve problems with weak smooth and non-smooth nonlinearities, providing information about the stability of solutions and steady-state vibration amplitude. For general impacting systems (not weak), discontinuous transformations [35] of time [36] and state variables [37, 38] can be used to eliminate or weaken non-smooth terms. After that, standard analytical techniques such as Averaging [23, 39] and Multiple Scales [26] can be applied.

Discontinuous transformations can be subdivided according to impact characteristics, such as elastic or inelastic contacts and one or two-sided constraints, also called unilateral/bilateral constraints, respectively. In this context, Zhuravlev developed coordinate transformations to treat problems with unilateral [37] and bilateral [40] purely elastic constraints. Ivanov’s transformation [38] can be seen as a generalized version of Zhuravlev’s transformation for unilateral problems with dissipative collisions. The non-smooth temporal substitutions proposed by Plipchuk [35, 36] is applied to bilateral vibro-impact problems with elastic collisions. Recently, this transformation was generalized to inelastic impact problems [41]. For near-elastic vibro-impact problems, Thomsen and Fidlin [23] use Zhuravlev transformation for unilateral constraints and a sawtooth function of the displacement variable for bilateral impacts. Czolczynski et. al. [42] uses a modified Peterka method to analyze the dynamics of a base excited SDOF system, obtaining regions of stability for period-$n$ oscillations and agreement with numerical results.

It is common to use standard ODE solvers together with event handling subroutines to perform numerical simulations of impact vibrations. An alternative is to use smoothed versions of the discontinuities on impact force models directly with common ODE solvers [43–45]. Grace et. al. [46] uses non-smooth coordinate transformations as a preprocessing step to numerical simulations of vibro-impacts systems to weaken the kinematic impact rule. The development of numerical time-integration algorithms for non-smooth models is an active field of research [47–49] whose discussion is out of the scope of this work.

There are many experimental works which use low order models to describe vibro-impacts on continuous structures [2, 3, 11, 13, 18, 21, 50]. Moon and Shaw [2] used a piecewise linear single degree of freedom, SDOF, model to reproduce the chaotic behavior of an experimental base excited cantilever beam with unilateral constraint.

Stensson and Nordmark [18] use an attached mass cantilever beam driven by intermittent impacts setup to illustrate geometric features particular to attractors of impacting systems. The experiment was modeled with a SDOF model with CoR impact and solved numerically, being able to reproduce the experimental findings. Fang and Wickert [19] model a similar setup using a SDOF model with CoR impact. The system is analyzed using pointwise mapping and numerical simulations. The same modeling was used by Bishop et al. [20] to reproduce the experimental frequency response of a base-excited cantilever beam with a unilateral constraint around its first resonance.

Wagg and Bishop [21] present a technique which enables the usage of many degrees of freedom to model continuous structures with CoR impact, using a base-excited cantilever beam with unilateral constraint setup as a testbed for the presented technique. Andreaus et al. [13] use a 3-DOF piecewise linear model to simulate the experimental behavior of a attached mass harmonically forced cantilever beam with one-sided constraints. The dimensionality of vibro-impact beams has been studied experimentally by [51, 52] using correlation dimension and proper orthogonal decomposition, respectively. Czolczynski et. al. [53], presents numerical comparisons between low-dimensional models (1 and 2 DOFs) against a high-order finite element model of a base-excited cantilever beam with attached mass and unilateral Hertzian impacts.

Experimental bifurcation diagrams for a setup similar to [19] were obtained by Balachandran [50]. The structural impacts were modeled in two ways, with infinitesimal (CoR) and finite contact duration (force). Dick et al. [11], studies grazing bifurcations using a multi-DOF model with piecewise linear contact to model a base-excited cantilever beam with unilateral constraint setup.

There are also many experimental works dealing with unilateral impacts on discrete SDOF systems, e.g. [44, 54–57]. Todd and Virgin [54] used a cart rolling in an energy well track experiment to study the influence of impact location on the cart dynamics. Using a SDOF model with amplitude-dependent natural frequency, they were able to reproduce experimental observations. Savi et al. [44] used a piecewise-linear model to mimic the dynamics of a cart sliding on a straight horizontal rail and hitting a support. As pointed out by [54], those setups eliminate the possibility of modal interactions that can affect the structural impact response. However, the manufacturing of those experiments is more complex, requiring more parts.

The discussion above shows that, under certain conditions, the coefficient of restitution can be used to obtain reasonable agreement between theory and experiments. On the other hand, the motivation and main originality of the present work is to analyse the limitations of the coefficient of restitution model, using experimental observations from a simple vibro-impact setup, investigating the applicability conditions of the CoR model approach. In the present work, this is done through the experimental analysis of a unilateral vibro-impact setup with different gap widths (pre-stressed, neutral and loose) and excitation levels and its subsequent correlation with predictions made in the
literature using numerical and analytical tools. The effect on the magnitude response of gap deviation during an experimental frequency sweep is discussed. Limitations on the excitation source are discussed. Agreement between theory and experiments is obtained under certain circumstances despite experimental challenges. Usage of discontinuous transformations as a preprocessing step for numerical simulation of vibro-impact problems is considered.

The manuscript is organized as follows: Section 2 discusses the model for a SDOF base-excited mechanical oscillator under single-sided impacts described by a coefficient of restitution. The numerical simulation of this model is discussed in Section 3, where the computation time is reduced by using non-smooth coordinate transformations as a preprocessing step. Then, standard averaging and pointwise mapping are employed in Section 4 to obtain approximated period-one solutions and investigate their stability. This section concludes with a comparison between the results from numerical and analytical techniques. A brief description of the experimental setup and its mathematical model are presented in Sections 5 and 6 respectively. Numerical and analytical predictions are compared with empirical data in Section 7. Finally, conclusions and future perspectives are presented in Section 8.

2. Engineering modeling

![Modeling Diagram](image)

Figure 1: Modeling diagram.

Based on the review presented in Section 1 for vibro-impact phenomena, Fig. 1 shows a flowchart for modeling and analysis of general physical systems. Using signal processing it is possible to record some features of the empirical behavior of some equipment, whose mathematical model is obtained with the aid of physical laws and assumptions, in the form of a differential equation in most cases. Differential equations can be solved either analytically or numerically. While approximated numerical solutions can always be obtained through discretization of the equation’s independent variables, the existence of closed-form analytical solutions depends on the equation’s mathematical properties. For nonlinear models, one can establish certain mathematical assumptions, and then obtain an approximated analytical solution under strict conditions.
Experimental, numerical and analytical results are discussed in this work. In order to produce a concise discussion, focused on the vibro-impact behavior, the single-degree of freedom model shown in Fig. 2 will be used to illustrate the application of different analytical techniques to non-smooth systems. This is a nondimensional model, time-normalized using its linear natural frequency, and its equation of motion is given by:

\[
\ddot{q} + 2\beta \dot{q} + q = \Omega^2 B \sin(\Omega t), \quad \text{if} \quad q < \Delta,
\]

where \(\beta, \Omega, B\) and \(\Delta\) are the damping ratio, forcing frequency, forcing amplitude and gap width, respectively. \(q(t) = y(t) - b(t)\) is the relative displacement between the inertial coordinates \(y(t)\) and \(b(t) = B \sin(\Omega t)\). The impact condition is:

\[
q(t-) = \Delta \Rightarrow \begin{cases} 
q(t+) = q(t-), \\
\dot{q}(t+) = -R\dot{q}(t-),
\end{cases}
\]

where \(R\) is the coefficient of restitution and \(t_+\) and \(t_-\) are the time instants after and before impact, respectively. From now on terms such as \(q(t\pm)\) will be represented by \(q\pm\). The impact condition, Eq. (2), can be rewritten as:

\[
\dot{q}_+ - \dot{q}_- = -(1 + R)\dot{q}_-
\]

which shows that the impacts create a velocity jump which has at least the same order of magnitude as the pre-contact velocity for \(R = 0\) or twice that for elastic impacts, \(R = 1\).

Model parameter values are \(\beta = 15 \times 10^{-3}\) and \(B = 0.5 \times 10^{-3}\), unless otherwise specified. The forcing frequency varies in the range \(\Omega = 1.5\) to 2.5. Numeric values for gap width and the coefficient of restitution will be given later on.
3. Numerical Analysis

Numerical simulation is the most common tool to obtain approximate solutions for arbitrary nonlinear models. While Equation (1) is continuous, the impact condition, given by Eq. (2), produces a discontinuity which prevents the direct use of classical numerical schemes, which should be integrated with auxiliary schemes to produce reasonable results. One of the most common approaches is to use an event-handling scheme to identify the occurrence of impacts, using the post-contact state as initial conditions to the ODE solver. Alternatively, one can use coordinate transformations to reduce or eliminate the velocity jump due to impacts. In this section, both event-handling techniques and coordinate transformations will be used separately or combined and their results will be compared. Results from analytical techniques will be added to the comparison in Section 4.

Time-integration of the model equations was performed using the built-in MATLAB® ODE solver ode23 with relative and absolute error tolerances of \( \text{RelTol} = 1.0e^{-4} \) and \( \text{AbsTol} = 1.0e^{-8} \). The option ‘events’ is used to handle the transition between impacting and non-impacting regimes when necessary.

3.1. Direct Numerical Simulation

![Figure 3: Results from direct numerical simulation: time series for (a) position and (b) velocity, and (c) phase-portrait.](image)

The results from direct numerical time-integration of Eqs. (1) and (2) using the nominal parameters for \( R = 0.9 \) and \( \Delta = 0 \) are shown in Fig. 3. The stop location
is represented by a straight dotted black line and impact states are marked with red circles.

Non-smooth model components such as Eq. (2) are the main barrier to overcome when dealing with discontinuous systems. There are many works devoted to bypassing this problem from both numerical [47–49, 58] and analytical [23, 35, 59] perspectives. A combined version of both approaches is presented in [46], which applies non-smooth coordinate transformations to a specific problem in order to weaken discontinuous terms and then performs numerical simulation on the transformed problem. This approach is briefly discussed in the next two sub-sections.

3.2. Numerical Simulation using Zhuravlev’s Transformation

The following Zhuravlev’s transformation [37], was developed specifically for unilateral vibro-impact problems. It consists of unfolding the displacement q(t) limited by a unilateral constraint at q = ∆ into an unconstrained variable z(t), shifting the barrier to z = 0 as shown in Fig. [4]. Notice that z is smooth and change its sign at the points where q is non-smooth. Mathematically, the transformation is given by [37]:

\[ q(t) = \Delta - |z(t)|, \]

where z(t) is called unfolded variable. The first and second time-derivatives of Eq. (4) during non-impact times (z ≠ 0) are:

\[ \dot{q} = -z \text{sgn}(z), \]

\[ \ddot{q} = -\dot{z} \text{sgn}(z), \]

where sgn is the sign function. Substituting Eq. (4) and its derivatives on Eq. (1), one obtains:

\[ \ddot{z} + 2\beta \dot{z} + z = \text{sgn}(z)(\Delta - \Omega^2 B \sin(\Omega t)), \quad \text{if } z \neq 0. \quad (7) \]

Knowing that z+, z− < 0, the impact condition, given by Eq. (2), can be rewritten as:

\[ \dot{z} + z = R \dot{z}, \quad \text{if } z = 0, \]

\[ \dot{z} = -R \dot{z}, \quad \text{for other times} \]

The last expression shows that the impacts create a velocity jump on the unfolded variable proportional to 1 − R which is small for near elastic impacts, R ≈ 1. Although this jump gets bigger for R → 0 it is always smaller than the one obtained from the original coordinates of the problem, given by Eq. (5).

One can avoid the use of the impact condition, Eq. (8), by inserting the velocity jump due to impacts directly into Eq. (7) using Dirac’s delta function, which becomes [46]:

\[ \ddot{z} + 2\beta \dot{z} + z + (1 - R)\delta(z) = \text{sgn}(z)(\Delta - \Omega^2 B \sin(\Omega t)), \quad (10) \]

where, according to [46], \( \delta(-z) \) is a modified version of Dirac delta function, whose singularity occurs on the left of zero, instead of at zero. In this case, the resulting model still contains a singularity, which is now multiplied by a small factor 1 − R, if
\[ q(t) - \Delta \]

\[ \cdots \cdots z(t) \]

Figure 4: Displacement \( q(t) \) and unfolding variable \( z(t) \).

\( R \approx 1 \). This can be done using the model original coordinates as well, see \([26, 41]\). In this case, one has to interpret the model in terms of the distribution theory, due to the presence of a summation of classical Dirac delta functions \((1 + R)\dot{q}(t - t_j)\) instead of \((1 - R)\dot{z} \delta(z)\), where \( t_j \) represents the \( j \)-th impact instant.

From a numerical perspective, there are two ways to handle the term \( \delta(z) \) in Eq. (10): replace it by a finite smooth approximation, or neglect it under the assumption that \( R \approx 1 \) and \( 1 - R \approx 0 \). The first alternative leads to additional model parameters to describe the smoothed function, while the second one eliminates the possibility of examining the influence of small variations of the coefficient of restitution on the model response. Alternatively, one can use Eq. (7) with an event handling algorithm for Eq. (5), whose smaller velocity jump (compared to Eq. (8)) should decrease computation efforts. After simulation, the model original coordinates can be obtained using Eqs. (4) and (5).

Despite the persistence of the impact rule on the transformed model, the velocity jump caused by the impacts has been decreased. That can be observed in Fig. 5(b) which shows the velocity and its transformed counterpart. A minor problem of this approach, which could not be solved by varying the ODE’s solver properties, is that the original velocity presents an additional jump immediately after impact, see the bottom part of Fig. 5(b,c).
Figure 5: Numerical simulation using Zhuravlev transformation showing physical and transformed coordinates. Position and velocity in time (a, b) and phase-portrait (c).

3.3. Numerical Simulation using Ivanov’s Transformation

Ivanov’s transformation can be seen as an extension of Zhuravlev’s substitution, which is also restricted to models with unilateral constraint. Ivanov [38] proposed an additional transformation for the velocity term, which is not directly related to the displacement variable:

\[ q(t) = \Delta - |z(t)|, \]
\[ \dot{q}(t) = -K_N s(t) \text{sgn}(z(t)), \]
\[ \dot{z}(t) = K_N s(t) \text{sgn}(z(t)), \]
\[ K_N = 1 - K \text{sgn}(z(t)s(t)), \quad K = \frac{1 - R}{1 + R}. \]

A downside of this approach is the lack of physical interpretation for the new variable \( s(t) \). This change of coordinates reduces to Zhuravlev’s if \( R \approx 1 \), in which case \( s = \dot{z} \).

While Zhuravlev’s transformation decreases the velocity jump during impacts, the term \( K_N \) in Ivanov’s coordinate conversion inserts the energy losses related to the collisions directly in the transformation, eliminating the need for an impact condition.

Writing Eq. (1) on state-space form and substituting Eqs. (11) and (12), leads to:

\[ \dot{z} = K_N s, \]
\[ \dot{s} = -2\beta s + \frac{1}{K_N} \left( (\Delta - \Omega^2 B \sin(\Omega t)) \text{sgn}(z) - \dot{z} \right). \]
One can obtain Eq. (7) from Eqs. (14) and (15), by realizing that $K_N$ is constant in each quadrant of the $(z, s)$-plane, $z, s \neq 0$. However, this removes the energy loss due to impacts from the model. Thus, Ivanov transformed systems are usually described as a set of first-order differential equations.

The steady-state response of Eqs. (14) and (15) using numerical simulation can be seen in Fig. 6. The problem’s original coordinates are obtained after simulation using Eqs. (11) and (12). While $s$ is symmetric about the time-axis, $\dot{q}$ it is not, see Fig. 6(c). The displacement variables $q$ and $z$ are coincident for $q \leq \Delta$. Due to the elimination of the impact condition, the impact states are not explicitly recorded during simulation.

![Figure 6: Numerical simulation using Ivanov transformation showing physical and transformed coordinates. Position and velocity in time(a, b) and phase-portrait (c).](image)

The results obtained from the three simulation approaches discussed in this section can be seen in Fig. 7. Observing the phase-portrait Fig. 7(a) one can see that the results are overlapped, except during contact, where Zhuravlev’s response (red dashed line) has an additional velocity jump after impact and is not parallel to the $\Delta$-line. In the frequency domain Fig. 7(b), the three methods produce similar results, being overlapped. Using Ivanov and Zhuravlev transformations prior to numeric integration reduces the simulation time by 80 and 70% respectively.
4. Analytical Techniques

4.1. Averaging and Zhuravlev’s transformation

To obtain approximate steady-state periodic solutions for the vibro-impacting oscillator given by Eqs. (1) and (2) one can combine Zhuravlev’s transformation for unilateral VI problems Eq. (4) with standard averaging. This section briefly describes this process, which is detailed discussed in [23, 37, 39].

The coordinate transformed system is the same as Eqs. (7) and (8) and is shown again here to facilitate reading:

\[
\ddot{z} + 2\beta \dot{z} + z = \text{sgn}(z)(\Delta - B\Omega^2 \sin(\Omega t)), \quad \text{if } z \neq 0 \tag{16}
\]

\[
\dot{z}_+ - \dot{z}_- = -(1 - R)\dot{z}_-, \quad \text{if } z = 0 \tag{17}
\]

Admitting that the impacts are almost elastic ($R \approx 1$) and that the damping ratio $\beta$, gap width $\Delta$ and forcing amplitude $B$ are small, one can apply the Van der Pol transformation ($z = Q \sin(\varphi(t))$ and $\dot{z} = Q \cos(\varphi(t))$, $Q = Q(t) > 0$) in Eqs. (16) and (17).

After some mathematical manipulations, one can show that single-sided vibro-impact systems such as Eqs. (16) and (17) are under resonance when excited at even multiples of their fundamental natural frequency, $\Omega \approx 2k$, for $k = 1, 2, 3, \ldots$. Also, one can obtain the following quadratic polynomial in $Q$, representing the frequency-amplitude relationship, [39]:

\[
P(Q) = g_2 Q^3 + g_1 Q + g_0 = 0, \tag{18}
\]
where:

\[ g_2 = \pi^2(\sigma_k^2 + \beta_k^2), \quad g_1 = 4\pi\Delta \sigma_k, \]  

\[ g_0 = 4(\Delta^2 - (B_k\Omega^2)^2), \quad B_k = \frac{B}{4k^2 - 1} \]

\[ \sigma_k = \frac{\Omega}{2k} - 1, \quad \beta_k = \beta_{\text{eff}}/2k, \quad \beta_{\text{eff}} = \beta + \frac{1 - R}{\pi}. \]

The detuning parameter \( \sigma_k \) indicates how close the forcing frequency \( \Omega \) is to the resonances \( 2k \). The term \( \beta_{\text{eff}} \) represents the system’s effective damping, which is a combination of \( \beta \) and \( R \). The phase is given by:

\[ \varphi(t) = \frac{\Omega t}{2k} + \theta, \]

\[ \theta = \arctan \left( \frac{\pi\sigma_k Q + 2\Delta}{-\pi\beta_k Q} \right) - \frac{1}{2k}. \]

As \( g_2 \) is positive, \( P(Q) \) has a unique global minimum point at:

\[ Q^* = \frac{g_1}{2g_2} = -\frac{2\sigma_k \Delta}{\pi^2(\sigma_k^2 + \beta_k^2)}. \]

As the amplitude \( Q \) is positive by definition, Eq. (24) implies that \( \sigma_k \Delta < 0 \). So, as pointed out in [37], if the system is tightened (\( \Delta < 0 \)), stable solutions should be seen after crossing resonance, where \( \sigma_k > 0 \). Similarly, if the gap is positive, one should expect stable solutions before crossing resonances. One can show that \( Q^* \) is also a lower stability boundary for the amplitude variable through eigenvalue analysis of the amplitude-phase \((Q, \theta)\) system of ODE’s generated during averaging analysis [39].

A stability boundary can be defined in terms of the gap width \( \Delta \) as well. Analyzing the discriminant of Eq. (18), which is given by:

\[ D[P(Q)] = g_1^2 - 4g_0g_2 = h_2\Delta^2 + h_0, \]

with:

\[ h_2 = -(4\pi\beta_k)^2, \quad h_0 = (4\pi B_k\Omega^2)^2(\sigma_k^2 + \beta_k^2). \]

To obtain real-valued amplitude solutions, \( D[P(Q)] \) should be positive, therefore the gap’s absolute value \( |\Delta| \) cannot exceed the following boundary value:

\[ \Delta_{\text{MAX}} = \sqrt{\frac{h_0}{-h_2}} = B_k\Omega \sqrt{\frac{(\sigma_k^2 + \beta_k^2)^2}{\beta_k^2}} + 1. \]

As \( B_k \) is positive, \( \Delta_{\text{MAX}} \) is also positive, having a point of minimum at resonance \( \Omega = 2k \). The advantage of defining the stability boundary in terms of the gap instead of amplitude is that while \( Q \) is a value to be found, \( \Delta \) is a design parameter in some applications. Finally, one could obtain a stability boundary using the forcing frequency
Ω and Eq. (25), but the resulting Ω-polynomial will be of fourth degree, implying more complex expressions.

The equivalence between stability boundaries for amplitude and gap width is shown in Fig. 8(b,c) for \( \Delta = 0.7 \times 10^{-3} \). In Fig. 8(a), forward and backward numeric sweeps are able to follow only the upper branch of the frequency-response curve obtained using averaging, indicating the stability of this branch and agreeing with the stability boundary. Based on Eq. (4), the amplitude \( Q \) is obtained by subtracting the minimum steady state value from \( \Delta \), i.e., \( Q = \Delta - \min(q_{ss}) \), where \( q_{ss} \) is the steady-state response.

![Figure 8](image)

Figure 8: (a) Frequency response curve and minimum amplitude for \( \beta = 15 \times 10^{-3} \) and \( \Delta = 0.7 \times 10^{-3} \), (b) zoom on (a) and (c) gap boundary value.

Despite being not possible to obtain expressions like Eqs. (24) and (27) for more complex systems, it is still possible to use the parameter relations to get qualitative insight about the stability boundaries. For instance, the presence of \( \beta_k \) on the denominator of Eqs. (24) and (27), indicates that decreasing the effective damping increases both stability thresholds. At first, this sound counter-intuitive since adding damping usually improves a system’s stability characteristics, but as lower damping increases the response amplitude, it seems reasonable that its stability boundary expands as well.

The influence of damping on frequency response can be seen by comparing Figs. 8 and 9 for \( \beta = 15 \times 10^{-3} \) and \( 1 \times 10^{-3} \) respectively. As expected both amplitude and its stability boundaries increase for smaller damping.

The influence of \( \Delta \) and \( R \) on the frequency response is shown in Fig. 10. In Fig. 10(a), one can see that the location of the peak of amplitude response moves from after \( \Omega = 2 \) to before this value as the gap width \( \Delta \) passes from tight (negative) to loose (positive gap) configuration. The maximum amplitude is also proportional to the coefficient of
restitution, Fig. 10(b), due to the decrease in energy dissipation due to impacts for higher $R$.

One of the main conditions for using the results discussed in this section is that the impacts are almost elastic ($R \approx 1$). The extent of this condition is analyzed in Fig. 11 for different values of $R$, where one can see that the agreement between averaging and numerical simulations decrease with the coefficient of restitution, having a 16% difference in amplitude for $R = 0.6$ at $\Omega = 2$. 

Figure 9: (a) Frequency response curve and minimum amplitude for $\beta = 1 \times 10^{-3}$ and $\Delta = 0.7 \times 10^{-3}$, (b) zoom of (a), and (c) gap boundary value.
Figure 10: Influence of (a) gap width $\Delta$ and (b) coefficient of restitution $R$ on the frequency response using averaging.

Figure 11: Comparison of numeric and averaging frequency responses for (a) $R = 0.6$, (b) $R = 0.7$, (c) $R = 0.8$ and (d) $R = 0.9$. 
4.2. Pointwise mapping

Another way to obtain solutions for the vibro-impact model Eqs. (1) and (2), is to use the impact condition Eq. (2) to link the linear solutions of non-impacting regimes, given by:

\[ q(t) = e^{-\beta s t}(A_1(X_0) \cos(\omega D t) + A_2(X_0) \sin(\omega D t)) + C \sin(\Omega t + \theta), \quad \text{if} \quad q < \Delta, \quad (28) \]

where \( X_0 = (t_0, q_0, \dot{q}_0) \) and \( \omega_D = \sqrt{1 - \beta_s^2} \) represent the initial conditions and damped natural frequency for non-impacting configuration respectively.

The post-impact state from a previous collision \((t(i-1) \pm, \dot{q}(i-1) \pm)\) can be used as an initial condition for Eq. (28). Then, the next collision instant \( t(i) \pm \) can be obtained by applying a root-finding algorithm to \( q(t(i) \pm) = \Delta \). From that, the collision velocity \( \dot{q}(i) \pm \) can be found by substituting \( t(i) \pm \) on the derivative of Eq. (28). The next post-impact velocity \( \dot{q}(i) \pm \) can be found by using the impact relation Eq. (2) restarting the cycle, as illustrated in Fig. 12.

![Figure 12](image)

Figure 12: (a) displacement and (b) velocity time-series showing pre- and post-impact instants and velocities, \((q(i), \dot{q}(i))\).

Some drawbacks of this approach are that it:

\begin{itemize}
  \item does not provide any expression for the system’s resonances;
  \item is not purely analytical, requiring a root-finding algorithm to work;
  \item cannot be used if other nonlinearities are also present;
\end{itemize}
An exception to the last item is given by Eq. (7), which is linear for \( z \) strictly positive/negative, enabling the application of pointwise mapping to Eqs. (7) and (8). In this case, the solution would be similar to Eq. (28) with an additional term to account for the particular solution to \( \Delta \text{sgn}(z) \).

The procedure described above was used by Shaw and Holmes (1) to derive a two-dimensional discrete map of the pre-contact instant and velocity, \((t_n^{(i+1)}, q_n^{(i+1)})\). Given the need for root-finding techniques, it is not possible to obtain an analytical formula for this map. However, it is possible to analyze the stability of its equilibrium states using the map’s Jacobian, which can be obtained analytically by deriving the linear solutions of the non-impacting configuration with respect to its initial conditions.

Considering that \( t_n^{(i)} \approx t_n^{(i-1)} \) and \( q_n^{(i)} = -Rq_n^{(i)} \), the Jacobian’s determinant and trace are given by:

\[
\text{det}(J) = -R^2 \frac{q_n^{(i-1)}}{q_n^{(i)}} \exp(-2\beta_s \tau), \tag{29}
\]

\[
\text{tr}(J) = -\frac{\exp(-\beta_s \tau)}{\omega_D q_n^{(i+1)}} \left((N + R\beta_s \dot{q}_n^{(i)}) \sin(\omega_D \tau) + \omega_D (q_n^{(i-1)} - R\dot{q}_n^{(i)}) \cos(\omega_D \tau)\right), \tag{30}
\]

\[
\tau = t_n^{(i)} - t_n^{(i-1)},
\]

\[
N = \gamma \tilde{V} \Omega^2 \sin(\Omega_n^{(i-1)}) - \beta_s \dot{q}_n^{(i-1)} - \Delta, \tag{32}
\]

where \( \tau \) represents the non-contacting period. To analyze the stability of period-\( n \) oscillations, Shaw and Holmes (1) assumed that:

\[
t_n^{(i)} = t_n^{(i-1)} + nT, \quad \dot{q}_n^{(i-1)} = -R\dot{q}_n^{(i-1)}, \tag{33}
\]

\[
\dot{q}_n^{(i)} = \dot{q}_n^{(i-1)}, \quad T = \frac{2\pi}{\Omega}, \tag{34}
\]

where \( T \) is the period. With those assumptions Eqs. (29) and (30) become:

\[
\text{det}(J) = R^2 \exp(-\beta_s nT), \tag{35}
\]

\[
\text{tr}(J) = \frac{\exp(-\beta_s nT)}{\omega_D q_n^{(i)}} \left((R\beta_s \dot{q}_n^{(i)} + N) \sin(\omega_D nT) - 2\omega_D R\dot{q}_n^{(i)} \cos(\omega_D nT)\right), \tag{36}
\]

\[
N = \gamma \tilde{V} \Omega^2 \sin(\Omega_n^{(i)}) + R\beta_s \dot{q}_n^{(i)} - \Delta. \tag{37}
\]

The frequency response for \( \Delta = 0.5 \times 10^{-3} \) obtained using numerical simulation and pointwise mapping is shown in Fig. (13a). Its boxed region is shown in detail in Fig. (13b), together with marks to indicate instability of period-1 oscillations. The stability was accessed using both full and simplified versions of the Jacobian’s determinant and trace, given by Eqs. (29) and (30) and Eqs. (35) and (36), respectively. In this figure, one can see the full version of the Jacobian’s determinant and trace is able to identify more unstable orbits than its simplified version. Also, only two orbits were considered unstable by both methods and the oscillations at some frequencies were considered to be period-1 stable but presented non-periodic behavior, see the phase-portrait
for $\Omega = 2.35$ on Fig. 13(c). Despite that, both approaches identify the beginning of instability at virtually the same frequency. The averaging analysis made in Section 4.1 is valid only in a small neighborhood of $\Omega = 2$, being not able to identify the unstable region, which started for $\Omega \approx 2.3$. On the other hand, the stability equations provided by averaging analysis are more compact than those provided by pointwise mapping.

![Diagram](image_url)

**Figure 13:** (a) FRC for $\Delta = 0.5 \times 10^{-3}$. (b) Zoom at the boxed region shown in (a) indicating how the instability was accessed. (c) Phase-portrait at $\Omega = 2.35$.

Observing Fig. 13(a) one can see that pointwise mapping gives the same quantitative results as numerical simulations for period-1 orbits. Both approaches also produce equivalent qualitative results for more complex behavior, as shown in Fig. 13(c).

This approach can be used to piecewise linear systems as well. In this case, the transition between $t^0_i$ and $t^n_i$ is made by using the state at $t^0_i$ as an initial condition to the other linear system in contact configuration ($q \geq \Delta$). The solution for $q(t^0_i) = \Delta$ provides the final contact instant $t^n_i$, which should be substituted on the time derivative of the contact configuration linear solution to find $q_i(t^n_i)$. Finally, the state at $t^n_i$ is used as initial condition for the non-contacting configuration linear solution, restarting the cycle. In this case, the system’s Jacobian will be a product of the derivatives of contacting and non-contacting configurations with respect to their initial conditions.

A comparison between the results from averaging and pointwise mapping with numerical simulation is shown in Fig. 14. The differences between averaging (blue dash-dotted line) and the other approaches can be easily noticed on phase-portrait, while the results are equivalent in the frequency domain, even far away from $\Omega = 2$, where averaging should perform better. Regarding simulation time, the pointwise mapping is only 14% faster than direct numerical simulation, being slower to simulate than.
the non-smooth transformed models. That can be explained by its dependence on a root-finding procedure, whose results are more difficult to obtain in the transition between impacting and non-impacting behaviors. Averaging is 93% faster than direct numerical simulation because it does not need an iterative procedure.

![Graph](image)

Figure 14: Use of different approaches to obtain (a) phase-portrait at $\Omega = 2$ and (b) frequency response.

5. Experimental setup

The experimental setup has been described previously in [60–62] and is shown in Fig. 15. In Fig. 15a, b an electrodynamic shaker (1) [B&K® 4808] is used to apply a harmonic excitation to a platform (2), containing a cantilever beam with attached mass and a stop (5) located at the left of the mass, to restrain its lateral movement. The shaker is driven by a power amplifier [B&K® 2712] and is connected to the platform by a stinger. The displacement of both platform and attached mass are measured by inductive sensors (3) [Pulsotronic® KJ4-M12MN50-ANU] and filtered by a Brickwall® filter [Wavetek 752A] hardware with low pass cut-off frequency of 500 Hz. Data acquisition is performed at 5 kHz sampling frequency using a dSPACE® DS1104 R&D controller board.

The impacting beam can be seen in detail in Fig. 15c,d, where $U$ represents the beam’s transversal displacement, $L_S = 100$ mm is the displacement’s sensor axial location, $L_m = 132$ mm is the mass axial location, $L = 180$ mm is the beam’s length, $\Delta C$ is the gap width and $b(\dot{t})$ is the base excitation. The attached mass $m$ weights 0.2 kg and it consists of 4 steel discs with 7 mm thickness and 35 mm diameter hold together with bolts.
To avoid saturating the displacement sensors, measurement and impact locations...
$L_S$ and $L_m$ are not coincident. Thus the measured grazing width $\Delta_G$ will differ from the gap width $\Delta_C$ due to beam deflection, see Fig. 16. The measured grazing amplitude will be used to define the model’s impact rule later on.

![Figure 16: Deflection of a cantilever beam.](image)

The setup’s main natural frequencies are identified using experimental modal analysis with an accelerometer [B&K® 4397] and an impact hammer [B&K® 8206]. Excitations were applied at 10 mm, 30 mm, 50 mm, 70 mm, 90 mm, 132 mm and 160 mm from the beam’s clamped end and measured at 90 mm from the beam’s clamped end.

Using a sampling frequency of 512 Hz, the measured data is post-processed using B&K® PULSE frequency analyzer. The system’s frequency response for an excitation at 50 mm from the beam’s clamped end can be seen in Fig. 17 where one can identify four natural frequencies: 3.25 Hz, 8 Hz, 67 Hz and 98.75 Hz obtained with a resolution of 0.25 Hz. At 3.25 Hz only the platform oscillates. The beam’s first and second bending resonances occur at 8 Hz and 98.75 Hz respectively, with a torsional resonance at 67 Hz.

From literature [1, 39, 63], it is known that SDOF single-sided vibro-impact systems present resonant behavior around even multiples of their natural frequency. Based on that the frequency range of interest in this work lies between 14 Hz to 17 Hz. Different gap configurations are also analyzed: pre-stressed $-0.1$ mm, neutral $0$ mm, and loose $0.1$ mm.

A compact view of this analysis is shown in Fig. 18 for different gap configurations: pre-stressed with $\Delta_G \approx -0.1$ mm in Fig. 18(a); neutral with $\Delta_G \approx 0$ mm in Fig. 18(b) and loose with $\Delta_G \approx 0.1$ mm in Fig. 18(c). There one can see an alternation between period one and two oscillations with the blank regions presenting more complex behavior, such as quasi-periodicity and chaos. The concentration of period-1 orbits before and after twice the system’s fundamental resonance ($2f_n \approx 15.5$ Hz) for loose and pre-stressed configurations respectively is in accordance with the predictions made by [37] using Eq. (24) in Section 4.1. The pre-stressed configuration in Fig. 18(a), demands
a higher level of excitation in order to overcome the initial deformation. Period two oscillations are mainly present between 15 Hz to 15.5 Hz.

The experimental frequency response for period one orbits can be seen in Fig. 19, where the different excitation amplitudes and gap configurations are organized as fol-
follows: excitation amplitude from 0.2 V to 0.4 V can be seen in Fig. 19(c,e), while excitation amplitude from 0.5 V to 0.7 V can be seen in Fig. 19(a,b,d). The tight configuration with $\Delta G \approx -0.1$ mm can be seen in Fig. 19(a), the neutral configuration with $\Delta G \approx 0$ mm can be seen in Fig. 19(b,c), and the loose configuration with $\Delta G \approx 0.1$ mm can be seen in Fig. 19(d,e). In this figure, it is not possible to identify an amplitude pattern for tightened configuration, shown in Fig. 19(a). The frequency response for neutral configuration Fig. 19(b,c) is similar to the linear frequency response curve of SDOF systems with resonance around 15.5 Hz to 15.6 Hz. For loose configuration Fig. 19(d,e), the amplitude is almost constant between 14 Hz to 15 Hz, after that, it decreases, passing by a state of complex oscillations until there are no more vibro-impact oscillations.

The harmonic decomposition of period one orbits is shown in Fig. 20(a) to (c), for tight, neutral and loose configurations, respectively. There one can see that the fundamental harmonic $1\tilde{\Omega}$ is the one with higher amplitude. The static component $0\tilde{\Omega}$ also has high amplitude because the oscillations are asymmetric with respect to $U = 0$. For neutral configuration Fig. 20(b) one can see resonance-like curves for $0\tilde{\Omega}$ and $1\tilde{\Omega}$ with a peak close to $2f_n$.

The different gap values should be understood as nominal measures because intermittent impacts during a frequency sweep and wear on the contacting surfaces can modify the initial gap width. Although not well studied, this is very common in engineering practice. This variation according to the forcing frequency is shown in Fig. 21.
Figure 20: Harmonic decomposition of period one orbits for \( \tilde{V} = 0.6 \text{ V} \) and different gap configurations: (a) pre-stressed \(-0.1 \text{ mm}\), (b) neutral \(0 \text{ mm}\) and (c) loose \(0.1 \text{ mm}\).

where the mass amplitude and measured gap width are shown in Fig. 21(a, b), (c, d) and (e, f) for tight, neutral and loose gap configurations, respectively. In this figure, it is possible to correlate some gap variations with the frequency response, such as the pattern similarity for \( |U(L_S)| \) and \( \Delta_G \) around 16 Hz on Fig. 21(a, b) and the discontinuity of the FRC and the sudden increase of \( \Delta_G \) around 15 Hz on Fig. 21(c, d). The actual gap width was measured as the maximum value of vibrations for impacting orbits.

The results from measurements made at the neutral configuration and excitation level 0.6 V can be seen in Figs. 22 and 23 showing the different dynamic behaviors in the neighborhood of a period-doubling bifurcation. The stroboscopic map \( S_T \) has one fixed point before bifurcation and two after that. Chaotic behavior is observed in the experimental data shown in Fig. 24 for pre-stressed conditions and 0.6 V. In this case the stroboscopic map has no equilibrium points. The velocity was obtained from the displacement data using central finite differences.

It is not possible to ensure that the contact location will remain unchanged during the tests with different gap configurations, due to imperfections on the setup assembly, and on the surfaces of both the attached mass and constraint. Rotational vibrations of the attached rigid mass can occur due to eccentric collisions between the constraint and the mass, which has a significant moment of inertia. However, the amplitudes of the corresponding higher modes are generally much smaller than that of the beams first bending mode. The relevance of modal interactions for the present setup can be determined with an analysis of its vibrations in the frequency domain, as shown
in Figs. 20 and 22 to 24 where only harmonics and sub-harmonics of the forcing frequency can be identified. This indicates that the higher natural frequencies determined by experimental modal analysis do not seem to present a significant role for the vibro-
impact response, thus justifying modeling the beam-mass setup as a SDOF system with a point mass.

Figure 23: (a) Time series, (b) Frequency spectrum (c) phase-portrait.
5.1. Coefficient of restitution

The most common way of obtaining the coefficient of restitution is to pick the velocities before and after impact from an experimental time series and divide them \( R = \frac{-\dot{U}_+}{\dot{U}_-} \). In general, the choice of \( U_\pm \) is made by picking up the initial and final points of intervals where velocity present an abrupt variation, changing its sign.

This approach was used on the first three impacts of period-one orbits, such as the one in Fig. 25, resulting in Fig. 26 which contains the value of \( R \) for tight (a, b), neutral (c, d) and loose (e, f) gap configurations as a function of forcing frequency (a, c, e) and pre-impact velocity (b, d, f). In this figure, each dot represents the mean value of \( R \) and/or \( \dot{U}(L_S, \tilde{t}_-) \) for the three impacts at each forcing frequency.

In Fig. 25(a) one can see that \( R \) presents a piecewise linear growing pattern with the forcing frequency around 16 Hz and 16.5 Hz. Similar behavior can be seen in Fig. 26(c) for \( R \) around 15.5 Hz. Also, \( R \) presents a decreasing pattern for \( U_- \) from 0 to 30 mm s\(^{-1}\), see Fig. 26(d, f), which turns into a growing pattern for higher \( U_- \), see Fig. 26(d). The mean and standard deviation of \( R \) for each gap are shown in Table 1.

While the forcing frequency is a pre-defined parameter, the pre-contact velocity is influenced by both forcing frequency and gap configuration. That explains the dependence of the coefficient of restitution to the gap width shown in Table 1 where the mean value of \( R \) decrease as its standard deviation grows together with the gap width. Alternatively, the gap dependence could indicate that the contact deformations are not negligible, invalidating the assumption used to model impacts with the CoR. That is not the case because contact deformations can be considered negligible if compared to the vibration amplitude, see Figs. 22 to 25.
Figure 25: Displacement (a) and velocity (b) for $\Delta G \approx 0$ mm, $\tilde{V} = 0.6$ V at $\tilde{\Omega} = 15.6$ Hz.

Figure 26: Coefficient of restitution for tight $\Delta G \approx -0.1$ mm (a, b), neutral $\Delta G = 0$ mm (c, d) and loose $\Delta G \approx 0.1$ mm (e, f) gap configurations as a function of forcing frequency (a, c, e) and pre-impact velocity (b, d, f). $\tilde{V} = 0.6$ V.

The uncertainty level of the coefficient of restitution and pre-impact velocity is influenced by various factors, namely:
Table 1: Coefficient of restitution against gap width

<table>
<thead>
<tr>
<th>$\Delta G$ [mm]</th>
<th>$R$</th>
<th>mean</th>
<th>std. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.1</td>
<td>0.80</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.72</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>+0.1</td>
<td>0.59</td>
<td>0.16</td>
<td></td>
</tr>
</tbody>
</table>

- Deviations on the gap width during operation, see Fig. 10.
- Inherent mounting errors make it difficult to ensure identical impact conditions when the constraint location is changed;
- The velocity is not measured directly, being obtained through central finite differences from noise-contaminated position measurements;
- The pre- and post-contact velocities are chosen by visual observation of the time series, a task that can be difficult due to the presence of high-frequency components (HFC) as shown in Fig. 27 for the velocity;
- Observing the velocity’s frequency spectrum, shown in Fig. 27(b), only harmonics of the forcing frequency have noticeable amplitude, while the setup’s resonances (8 Hz, 67 Hz, and 98 Hz) obtained in Section 5 are not prominent.

However, it is possible to observe the velocity’s HFC in the time domain, see Fig. 27(c). Removing the low-frequency component of the velocity between impacts and using the average period between peaks, one obtains the signal’s frequency as 103 Hz. Looking at the velocity frequency spectrum in Fig. 27(b) it is possible to observe a small peak at this frequency. It is also possible to notice a small peak after 100 Hz in Fig. 17 that shows the results of the modal analysis. The low-frequency velocity in Fig. 27(a) was obtained through the optimization of the numeric response to match experimental data. The time series and frequency spectrum for the displacement associated with the velocity data shown in Fig. 27 can be seen in Fig. 22.

One can estimate the vibration amplitude of the HFC by considering that the velocity’s amplitude is equal to the displacement amplitude times its oscillation frequency. The mean peak velocity amplitude of the HFC is 35 mm s$^{-1}$ and its frequency is approximately 103 Hz, resulting in a displacement amplitude of 0.05 mm, which is more than 10 times smaller than the low-frequency displacement amplitude. Also, this component is not activated in the same way during the whole frequency and gap width domains, as one can see in Fig. 25(b).
5.2. Platform dynamics

The influence of the impacting dynamics on the platform can be identified by comparing the frequency spectrum of colliding mass and platform shown in Fig. 28(c, d). Also, the platform acts as a low-pass filter on the excitation provided by the shaker, delivering reduced stimulation to the beam, as shown in Fig. 29 where its frequency response between 6 Hz and 9 Hz is at a higher level than at 14 Hz and 17 Hz. Its variation between 7.5 Hz and 8 Hz is due to beam’s resonance. This happens because the electrodynamic shaker is not feedback controlled. Thus, the chosen system’s external excitation source is the single harmonic electric signal sent to the shaker’s power amplifier. From that, one can write the system’s platform displacement excitation as:

\[ b(t) = \tilde{\gamma} \tilde{V} \sin(\tilde{\Omega} \tilde{t}), \]

where \( \tilde{V} \) is the voltage amplitude in V and \( \tilde{\gamma} \) is the unit conversion gain in m V\(^{-1}\).

The presence of a high-frequency component in the experimental data, together with the attenuating characteristics of the platform can be seen as motivation to update the mathematical model, adding more degrees of freedom, however, that would also make the use of techniques such as averaging and pointwise mapping impractical. Since the high-frequency component (103 Hz) is higher than the second and third beam’s resonances 67 Hz and 98 Hz, the inclusion of their corresponding modes on the model is not well-supported. Finally, incorporating the platform dynamics does not directly affect the impact behavior.
6. Model for the experimental setup

The setup’s model is equivalent to the one presented in Section 2, making it possible to investigate the occurrence of the predictions made in Sections 3 and 4 in experiments. Also, it is similar to the ones proposed by Elmegård et al. [45] and Rebouças et al. [62]. In [45] the impact was modeled using a piecewise relation for the spatial discretization of the equations of motion, while [62] modeled the impact as a force, normalizing the transverse displacement $U(X, \tilde{t})$ with the grazing amplitude $\Delta_G$. This would be a problem for the current analysis, which considers single-sided impacts whose gap can be null, leading to infinite normalized transverse vibrations. To avoid that, the beam length $L$ was used as a normalizing parameter.
One arrives at:

\[
(pA + m\delta(X - L_m))\ddot{U} + DEI\dddot{U}''' + EI\dddot{U}''' = \\
(pA + m\delta(X - L_m))\dot{\Omega}^2\gamma\dot{V}\sin(\dot{\Omega})t,
\]

if \( U_m < \Delta_c \),

\[
U(0, \dot{\bar{t}}) = U''(0, \dot{\bar{t}}) = U'''(L, \dot{\bar{t}}) = U''''(L, \dot{\bar{t}}) = 0,
\]

where \( \dot{\bar{t}} \equiv \partial(\cdot)/\partial \bar{t} \), \( \gamma(\cdot) \equiv \partial(\cdot)/\partial X \), \( p, D, E, A \) and \( I \) represent the beam’s density, damping proportional to stiffness, elasticity modulus, cross-sectional area, and cross-section area moment of inertia, respectively, \( m \) is the attached mass, \( \delta(\cdot) \) is Dirac’s delta function and \( U_m = U(L_m, \dot{\bar{t}}) \) is the transverse displacement of the attached mass. Impact occurs when the mass reaches the stop, in which case:

\[
U(L_m, \dot{\bar{t}}) = \Delta_c \iff \begin{cases} 
U(L_m, \dot{\bar{t}}_+) = U(L_m, \dot{\bar{t}}_-), \\
U(L_m, \dot{\bar{t}}_-) = -RU(L_m, \dot{\bar{t}}_-), 
\end{cases}
\]

where \( R \) is the coefficient of restitution, \( \dot{\bar{t}}_- \) and \( \dot{\bar{t}}_+ \) represent instants before and after impact, respectively. Following the same steps taken in [62], namely:

- Normalize transversal displacement and axial position: \( U = uL \) and \( X = xL \);
- Assume that the attached mass is much larger than the beams: \( m \gg \rho AL \);
- Perform spatial discretization:

\[
u(x, \dot{\bar{t}}) = \sum_{i=1}^{N} \phi_i(x)q_i(\dot{\bar{t}}),
\]

where the assumed modes \( \phi_i(x) \) satisfy all essential boundary conditions and \( q_i(\dot{\bar{t}}) \) are modal coordinates;
- Neglect higher modes: \( N = 1 \);

One arrives at:

\[
\ddot{q} + 2\beta_S \dot{q} + q = \gamma\dot{\Omega}\Omega^2 \sin(\Omega t), \quad \text{if} \quad q < \Delta,
\]

where:

\[
\beta_S = \frac{1}{2}D\omega_n, \quad \Omega = \Omega/\omega_n, \quad t = \omega_n\dot{\bar{t}},
\]

\[
\Delta = \Delta_c/L, \quad \omega_n^2 = K_S/M_S, \quad M_S = m\phi(x_m)^2,
\]

\[
K_S = \frac{EI}{L^3} \int_0^1 (\phi''(x))^2 \, dx, \quad \gamma = \frac{\ddot{\gamma}}{\phi(x_m)L}.
\]
are the structural damping ratio, normalized forcing frequency, normalized time, normalized gap width, squared fundamental linear natural frequency, equivalent structural mass, equivalent structural stiffness and normalized unit conversion gain. The assumed mode \( \phi(\cdot) \) is chosen as the static deformation pattern of a cantilever beam loaded at \( L_m \), normalized such that \( \phi(L_S) = 1 \). Also, from now on \( (\cdot) \equiv \partial(\cdot)/\partial t \). Applying the same steps to the impact condition, Eq. (2), one arrives at:

\[
\dot{q}(t_+) = -R \dot{q}(t_-) \quad \text{and} \quad q(t_+) = q(t_-) \quad \text{if} \quad q(t_-) = \Delta,
\]

where \( t_+ \) and \( t_- \) are the normalized instants after and before impact, respectively.

Vibro-impact oscillations measured from the experimental setup can be related to Eq. (43) by multiplying the model solution by the measured grazing amplitude and by the first mode shape at the measurement location, \( U(L_S, \tilde{t}) = q(\omega_n \tilde{t}) L \phi(L_S / L) \). This relation can be simplified by normalizing the static deformation pattern \( \phi(\cdot) \) with the measurement location, \( L_S \). By doing so, the measured vibrations become proportional to the beam’s length, i.e., \( U(L_S, \tilde{t}) = q(\omega_n \tilde{t}) L \).

6.1. Linear parameter estimation

The system’s structural damping ratio obtained through the decay envelope of the unforced SDOF response, such as the one shown in Fig. 30a together with its model prediction, indicating good agreement between them. So, from now on \( \beta_S = 17 \times 10^{-3} \).

The frequency spectrum of the unforced response, shown in Fig. 30b gives \( f_n = 7.75 \) Hz, while the frequency sweep around this value, as shown in Fig. 30c indicates that \( f_n = 7.6 \) Hz, which is the value of the system’s fundamental natural frequency from now on.

The normalized unit conversion gain \( \gamma = 1.5 \times 10^{-3} \) V\(^{-1}\) was obtained by fitting the experimental data shown in Fig. 30c around \( f_n \) to its theoretical estimative obtained with Eq. (43). Given the attenuating characteristic of the platform, c.f. Section 5.2, it may be necessary to modify this parameter during vibro-impact analysis (around \( 2f_n \)).
7. Comparing Experimental and Numerical results

Remembering the attenuating characteristic of the platform, one can find a new value for $\gamma$ by fitting the frequency-amplitude obtained by numerical simulation to the experimental data shown previously. Using the mean values of $R$ for each gap width, given in Table [1], one obtains the results shown in Fig. [31] with $\gamma = 3.78 \times 10^{-4}$, $5.16 \times 10^{-4}$ and $7.66 \times 10^{-4}$ respectively, which corresponds to 25, 34 and 51% of the initial value, obtained in Section [6.1] for measurements around resonance.

On tightened configuration Fig. [31]a), the experimental amplitude does not have a clear pattern, making it difficult to associate with numerical results. At neutral configuration Fig. [31]b), the numerical results present a reasonable agreement with the experimental ones. For loose configuration Fig. [31]c), the numerical frequency response is close to the experimental one for $\Omega \geq 2$, being able to predict the end of period-1 orbits before $\Omega = 2.2$, and the beginning of non-periodic behavior.
Figure 31: Experimental and numerical frequency responses. $V = 0.6$ V. (a) $\Delta G = -0.1$ mm, (b) $\Delta G = 0$ mm and (c) $\Delta G = 0.1$ mm. $R$ is given by Table I.

8. Conclusions

The experimental vibro-impact behavior of a cantilever beam with unilateral impacts and base-excitation was presented considering different excitation levels and gap configurations (tight, neutral and loose). Analysis of the experimental data showed different qualitative behaviors near vibro-impact resonance and the effect of gap variation during a frequency sweep on the setup’s amplitude response. Since the experiment’s parameter identification and analysis were made in different frequency ranges, it was possible to show the challenges involved in tuning its vibro-impact model. The use of non-smooth transformations on numerical simulations and analytical schemes was discussed, showing the differences between Zhuravlev and Ivanov’s substitutions and among averaging and pointwise mapping.

It was possible to obtain an agreement between numerical and experimental results for some gap configurations and frequency ranges. In the time domain, numerical and analytical predictions were able to match experimental data despite the occasional presence of high-frequency oscillations. Investigations on the coefficient of restitution $R$ showed its dependence on the pre-impact velocity and forcing frequency, presenting a linear behavior at some ranges.

Motivated by the work of Grace et al. [46], Zhuravlev and Ivanov transformations...
were used as pre- and post-processing steps on the numerical simulation of a model for a SDOF oscillator with unilateral impacts and coefficient of restitution. Comparison with direct numerical simulation showed that those transformations can decrease computation time without compromising the results. Ivanov’s approach provided the smallest simulation time because it eliminated the impact condition. Results obtained with Zhuravlev’s coordinates were different from the direct simulation for the velocity variable during impacts. When compared to Ivanov, Zhuravlev’s transformation has a clear physical interpretation, with a straightforward derivation.

Stability boundaries in terms of the amplitude of oscillations and gap width were obtained through averaging analysis of the Zhuravlev transformed SDOF model. Interpretation of parametric relations from perturbation methods can be useful in the analysis of empirical systems that do not satisfy some of the theoretical assumptions. Despite the mismatch between numerical and experimental results showed in this work, the concentration of period-1 orbits according to the gap sign (before/after impact resonance if the gap is positive/negative) agreed with predictions made by Zhuravlev [37] using averaging analysis for a SDOF model.

The frequency responses obtained with pointwise mapping and numerical simulation showed an unstable region for period-1 orbits which was not identified by the averaging analysis. With pointwise mapping, it was possible to obtain two stability equations, one for generic orbits and a simplified one for period-n behavior. Both formulas were able to identify the instability threshold, with the general formula being able to identify more unstable orbits than its simplified version. However, both methods could not identify instability at some frequencies.

The experimental analysis carried out in this manuscript could be improved by finer tuning of the gap width, followed by a further empirical exploration of the vibro-impact behavior in tightened configuration. A feedback controlled shaker would diminish the concerns created by the attenuating characteristics of the platform. Alternatively, one could propose another model for the excitation source and/or an appropriate way to insert the high-frequency component on the model. Further contributions can be made through the application of the methods presented here for systems with bilateral impacts and rigid stops. In this case, the response magnitude is limited by the clearance width, and the response’s frequency becomes the output of interest.

This work presents a structured discussion of common techniques for analysis of unilateral vibro-impact problems, discussing the common analytical and numerical schemes. Despite experimental challenges, using the coefficient of restitution it was possible to reproduce empirical observations to a certain extent, validating analytical predictions.
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