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Abstract

This thesis is concerned with calculating the properties of electronic devices using
first principles atomic scale methods. For this purpose, we develop new methods
to extract important information from these calculations that can be included in de-
vice level simulations tools. The design of electronic devices is often supported by
technology computer aided design (TCAD) tools. At the device level, TCAD models
typically use continuum descriptions defining the constituent materials by param-
eters like effective masses and mobility. These parameters are typically measured
in experiments or obtained from atomic-scale calculations of bulk crystals when no
experiments are available.

Atomic-scale phenomena like surface effects or interfaces are becoming more im-
portant than ever due to the continued miniaturization of electronics. As a result
the bulk parameters used in device level TCAD simulations, in many cases, fail to
accurately describe the properties of the electronic devices. In this thesis we use den-
sity functional theory (DFT) together with nonequilibrium Green’s function (NEGF)
theory to accurately calculate transport at the atomic level. These calcualtions are
non-emperical and can therefore be used to make prediction about devices using
new promising materials. New methods to extract mobility and effective masses are
developed including effects such as quantum confinement and coupling between
electrons and quantized vibrations of the crystal lattice (phonons). The methods are
tested against the current state-of-the-art and the resulting parameters are compared
to those measured in experiments.

We also carry out studies of several different thin-film solar cells including at the
same time light-matter interactions and electron-phonon coupling. The current due
to sunlight illumination is calculated either from device level TCAD simulations, in-
cluding details from the atomic scale parametrically, or directly from atomic-scale
DFT-NEGF transport calculations. Both methods show excellent agreement when
compared to relevant experiments and offer new information useful for the opti-
mization of these solar cells. We also find that an exciting, newly discovered two-
dimensional material opens up for the fabrication of atomically thin solar cells gener-
ating a substantial out-of-plane current. Several other promising device applications
using this material are also found, including a record high homogeneous simultane-
ous p and n-type doping of graphene layers in close proximity.
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Resumé

Denne afhandling omhandler beregningen af elektroniske komponenters egensk-
aber fra parameterfrie atomarskala metoder. Til dette formål udvikler vi nye metoder
til at udtrække vigtig information fra disse atomarskala beregninger, der kan inklud-
eres i komponentskala simulations værktøjer. Design af elektroniske komponenter
bliver ofte understøttet af teknologi computerbaserede design (TCAD) værktøjer.
På komponentskala bruger TCAD modeller typisk kontinuum beskrivelser hvor
parametre så som effektive masser og mobilitet definerer de materialer der udgør
komponenterne. Disse parametre bliver typisk målt i eksperimenter eller ekstra-
heret fra atomarskala beregninger når der ikke er eksperimenter til rådighed.

Atomarskala effekter så som overflade effekter og grænseflader bliver stadigt mere
vigtige grundet den fortsatte nedskalering af elektroniske komponenter. Dette re-
sulterer i at komponentskala TCAD simuleringer baseret på parametre fra perfekte
krystaller ofte fejler, da de ikke beskriver disse atomarskala effekter præcist nok.
I denne afhandling bruger vi tætheds funktional teori (DFT) sammen med ikke-
ligevægts Green’s funktions (NEGF) teori til at beregne atomarskala transport nø-
jagtigt. Disse beregninger er ikke-empiriske og kan derfor benyttes til at lave forud-
sigelser om elektroniske komponenter baserede på nye lovende materialer. I denne
afhandling bliver nye metoder til at ekstrahere mobilitet og effektive masser udviklet
hvor effekter som f.eks. kvanteindsnævring (quantum confinement) og kobling
mellem elektroner og kvantiserede vibrationer i krystalgitteret (fononer) er inklud-
eret. Metoderne bliver sammenlignet med allerede eksisterende metoder og de bereg-
nede parametre bliver sammenlignet med dem der er målt i eksperimenter.

Vi udfører også studier af flere forskellige tyndfilms solceller, hvor både interaktion
med sollys og elektron-fonon kobling inkluderes på samme tid. Strømmen genereret
i disse solceller bliver beregnet, enten direkte fra atomarskala DFT-NEGF transport
beregninger, eller fra komponentskala TCAD simuleringer hvor atomarskala effek-
ter er inkluderet ved hjælp af parametre. Begge metoder giver god overensstem-
melse med bl.a. tomgangspændingen målt i eksperimenter og forsyner os med
vigtig ny information der kan bruges til at optimere de studerede solceller. Yder-
mere finder vi at et spændende nyt todimensionelt materiale gør det muligt at fab-
rikere ultratynde solceller der generere en signifikant ude-af-plan strøm. Flere andre
lovende applikationer af dette materialer bliver også fundet, inklusiv en rekordhøj
homogen p og n-type dotering af grafen lag adskilt af få nanometer.
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Chapter 1

Introduction

Since the origins of the integrated circuit (IC) in the early 1960s and late 1950s, elec-
tronics have penetrated every aspect of human life to the point where every human
living in the developed world interacts with ICs many times a day, every day. The
fundamental building block of the IC, enabling mathematical operations, is the tran-
sistor. The transistor utilizes semiconductors and logic gates to facilitate switching
between on and off states. Optimizing processing and design of transistors through
engineering is important in order to improve performance and achieve higher yields.

1.1 Technology computer aided design tools

The use of technology computer aided design (TCAD) tools, in the design phase
of IC production, has become commonplace in the industry. TCAD tools are for
example used for optimization of yields during processing and for engineering of
devices. Many simulation tools exist, with different approximations and uses. Gen-
erally these tools can be separated into three perspectives or levels of abstraction as
shown in Fig. 1.1. Lowest in the hierarchy of Fig. 1.1 is the circuit level. At the circuit
level compact models are typically used to test ICs using inputs like current voltage
characteristics fitted to analytical equations. The large number of inputs (sometimes
over 100) used for compact models leads to a high level of complexity and very little
transparency[1, 2]. Compact models can handle large circuits in milliseconds, but
do not explicitly account for detailed transport physics.

The inputs for the compact models can be obtained experimentally from measure-
ments on isolated devices. Alternatively, as indicated in Fig. 1.1, device level TCAD
models can be used to generate parameters for the compact models. At the device
level approaches like drift-diffusion and Monte Carlo sampling of the Boltzmann
transport equation (BTE) are used to simulate transport properties including vari-
ous scattering effects parametrically. These models employ a continuum description
of the included materials defining them by parameters such as effective masses and
mobilities or relaxation times in the case of BTE.

Highest in the hierarchy in Fig. 1.1 is the atomic level. Here models, including explic-
itly the atomic make-up and quantum nature of materials, are used to predict mate-
rial properties. Some methods like the popular density functional theory (DFT) are
first principles, meaning no fitting parameters are used, leading to a high predictive
power. First principles calculations can be very computationally demanding, and
are most commonly used to extract material bulk properties like crystal structure,
Young’s modulus, or effective masses that can be used in device level simulations.
However, using nonequilibrium Green’s function (NEGF) formalism, it is also pos-
sible to do transport simulations directly from first principles, on systems of limited
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FIGURE 1.1: Jacobs ladder of TCAD tools. Flow diagram showing
the hierarchy of methods used within TCAD and the level at which
they are used. The small arrows drawn between methods indicate the
feeding of parameters typically used within TCAD. The large arrows
highlight some of the advantages and disadvantages of the different

methods.

size[3, 4].

Ideally these methods are used in tandem, as indicated in Fig. 1.1, where the higher
level methods are used to calibrate the lower level methods, continuously providing
parameters and deeper understanding of the underlying physical effects[1, 2]. In
this thesis we will study the coupling between the atomic level and the lower levels.

1.2 Nanoelectronics

The rapid downscaling of electronic devices, driven by the need for faster CPUs and
more memory, was predicted in 1965 by Gordon Moore who stated that the number
of components in integrated circuits would double every year[6]. Ten years later
he predicted the rate of development to fall to a doubling every two years[7]. This
has since become known as Moore’s Law within the electronics community, and the
rapid development has continued ever since. Perhaps the most impressive feature
of this extreme downscaling of devices, is the average transistor price, which has
dropped by an order of magnitude every few years since the first commercial tran-
sistor hit the market. In fact, in 2010 the the average price of a transistor fell below
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FIGURE 1.2: Ultrascaled electronics. a) Sketch of a tri-gate FinFET
device. b) Sketch of an all-around-gate nanowire-FET. c) A drawing

of stacked two-dimensional materials taken from [5].

the price of ink for a single letter of print[8]1.

The 2015 version of the International Technology Roadmap for Semiconductors (ITRS),
put together by leading experts within the field of electronics, states that sub 7 nm
technology nodes are expected to be available by 2021[10]. Some examples of ul-
trascaled systems relevant for electronics are shown in Fig. 1.2. The Fin field-effect
transistor (FinFET) with tri-gate, sketched in Fig. 1.2a, can be found in many chips
of today and is confined heavily in one direction. Figure 1.3(top) shows a transmis-
sion electron microscopy (TEM) image of a Intel Xeon E3-1230V2 Server CPU[11].
The tri-gate silicon Finfet geometry is clearly visible, and zooming in on the top part
of the Fin in 1.3(bottom) one can actually see the crystal structure of the [110] di-
rection and count the number of silicon atoms across the Fin. Confining along two
directions we get the nanowire-FET (shown in Fig. 1.2b) where an all-around-gate
is used to increase the natural length and avoid short channel effects which reduce
performance. In this thesis we will calculate the properties of both nanowires and
Fins made of different semiconducting and metallic materials. In our calculations
we will include explicitly the effects of nanoscaling on the transport properties.

Scaling materials down to single layers of atoms we arrive at more exotic system,
like the two-dimensional graphene and monolayers of transition metal dichalco-
genides (TMDs) like molybdenum disulfide (MoS2) shown in Fig. 1.2c. These ma-
terials have, due to their remarkable electronic and thermoelectric properties, re-
ceived a huge amount of interest from the scientific community as possible replace-
ments for the current technology in many fields, including electronics in the coming
decades. We will consider, in this thesis, a particular TMD with a built-in cross plane
dipole, which opens up for new interesting phenomena. In summary, nanoelectron-
ics is truly becoming part of the business and replacement may be needed to fulfill
Moore’s law in the near future.

1The listed price is for a letter of print in the publication Tape Up. The average price of transistors is
now comparable to the price of one cubic millimeter of dirt ∼ 10−9$[9], bringing new meaning to the
expression dirt cheap.
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FIGURE 1.3: TEM images of the Intel Xeon E3-1230V2 Server CPU
taken from [11]. Top: The cross-section of two tri-gate FinFETs. Bot-
tom: Zoom-in on one Fin, showing the atomic crystal lattice of the

silicon.
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1.2.1 Miniaturization in Photovoltaics

Solar cells are thought to be one of the most promising solutions to the ever growing
problem of rising greenhouse gas levels and their dire consequences. Although not
nearly as rapid as in the field of electronics, miniaturization is also a challenge in the
field of photovoltaics (PV), driven mainly by the need for reducing PV cell prices and
increasing their efficiency. According to the 2018 International Roadmap for Photo-
voltaics (ITRPV)[12] and the 2017 Fraunhofer Photovoltaics report[13], material cost
makes up the majority of the cost of a silicon PV cell and reducing this cost by e.g.
downscaling is critical in order to compete in the energy market. A result of this
need for cost reduction, can be seen in the growing market share taken up by the
cheap thin-film solar cells based on alternatives to silicon absorbers like cadmium
telluride (CdTe) and CIGS (CuInGASe2)[13]. In the thesis we will consider thin-
film solar cells made of Cu2ZnSnS4, Cu2ZnSnSe4, silicon and the two-dimensional
material Janus MoSSe. Increased conversion efficiency in todays PV cells is often
facilitated by the precise tailoring of device properties through introduction of new
thin layers of material. An extreme case of this could be the stacking of 2D materials
shown in Fig. 1.2c facilitating ultrathin absorbers with precisely controlled proper-
ties. As such, the size of individual components of PV cells is decreasing, in order to
enhance efficiency, even if the total size of a cell is kept the same[14].

1.3 Challenges for TCAD

The continued miniaturization also presents a challenge for the field of TCAD, since
the effects directly related to the atomic scale crystal lattice of the materials are im-
pacting devices more and more: Coupling between electrons and the vibrations of
the crystal lattice (phonons) is increasingly important, as dissipation of heat away
from devices becomes a bottleneck. The nanostructuring of devices leads to con-
finement effects that change the band structure of both electrons and phonons. The
detailed effects of edges and interfaces begin to play a major role, and have even
been suggested as a method for tailoring properties in nanowires[15]. Moreover, the
quantum mechanical nature of electronics can no longer be ignored. This is seen in
the form of new challenges like leakage currents due to tunneling and in the form
of new opportunities like the tunneling-field-effect-transistor (TFET) with reduced
power consumption[16].

All of the above effects are difficult to treat properly using traditional device level
TCAD models fitted to bulk parameters. However, using quantum transport based
on DFT-NEGF calculations these effects can be captured accurately. This has lead to
increased interest in research related to first principles transport, as indicated by the
steady increase in publications shown in Fig. 1.4(top). As suggested above the pre-
cise treatment of quantum transport effects comes with a significant computational
burden, and historically DFT-NEGF calculation have been used mainly to consider
systems for molecular electronics such as the extreme case shown in Fig. 1.4(middle)
of a H2 molecule connected to two 1D gold chains.

Interestingly the downscaling of electronics and resulting increase in computational
power, together with major development in computational science over the last
decade, has permitted the treatment of transistor level devices directly from first
principles calculations as shown in Fig. 1.4(bottom). Improvements made in the
field of first principles transport calculations, and increased interest shown by the
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FIGURE 1.4: Evolution of first principles transport calculations. Top:
Number of publication with the topic listed as "DFT(or first princi-
ples) transport" per year (Data from ISI Web of Knowledge). Mid-
dle: Molecular electronics device consisting of a H2 molecule between
two 1D gold chains, taken from[17]. Bottom: Device structure of a

CZTSe/CdS interface studied in Paper 1.

industry, has spawned several companies providing software enabling atomic scale
transport simulation. The market leader QuantumWise, whose costumers include
the biggest names in the semiconductor industry such as Intel, Samsung, Global
foundries and many more, is a danish company which recently became part of the
major TCAD software provider Synopsys. The success of this company is a symp-
tom of the growing demand for precise treatment of transport properties at the
atomic level.

1.3.1 Bridging first principles modelling with TCAD simulations

The interplay between device level transport simulation and circuit level design
tools is an established and well understood field of electronics, with some TCAD
software providers selling full device-to-circuit-level solutions[1, 2]. However, the
connection between atomic level transport calculations and device level methods is
still very much in its infancy. First principles simulations are mostly used on bulk
materials to extract parameters for lower level methods, for materials where exper-
imental values do not exist. This approach is however insufficient in ultrascaled
devices, where the bulk properties are no longer a fair representation of the compo-
nents of the device.
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In this thesis we complete theoretical studies, in an effort to establish reliable ap-
proaches to extract information obtained from first principles calculation, to improve
TCAD modeling.

1.4 Outline of the thesis

• In Chapter 2:
We first describe the electronic structure methods applied: Density functional
theory (DFT) and effective mass approximation (EMA). NEGF theory for elec-
tronic transport including interactions is then introduced, before addressing
various methods of including electron-phonon coupling (EPC) in NEGF and
how the phonon properties are calculated.

• In Chapter 3 (Paper 1, 2):
We introduce a multiscale simulation approach where details of interfaces, cal-
culated from first principles atomic scale simulations, are included in device
level TCAD simulations of a thin film CZTS(e) solar cell. We show how the in-
terplay between atomic level and device level simulation improves agreement
with experiments and provides, so far, unobtained insight into the device prop-
erties. With this new information at hand, we suggest routes for optimization
of the solar cell performance.

• In Chapter 4 (Paper 3, 4, 5):
A new method for treating electron-phonon coupling using NEGF transport
calculations combined with Molecular dynamics (MD) is described. The method
is then applied to extract the phonon-limited mobility of one-, two-, and three-
dimensional semiconducting, and metallic systems. The results are compared
to experimental values and calculations using other methods. Lastly the ad-
vantages and disadvantages of using the different methods to account for EPC
are discussed.

• In Chapter 5 (Paper 6):
We present DFT-NEGF calculations of a 19.6 nm silicon solar cell including at
the same time electron-phonon and electron-photon interaction under work-
ing conditions. The calculated solar cell open-circuit voltage under sunlight
illumination shows nice agreement with experimental values and the tempera-
ture, and intensity dependence is also captured. We include a short discussion
of the massive potential of the method used, for the benchmarking of future
PV devices.

• In Chapter 6 (Paper 7):
The exciting electronic and optical properties of a newly discovered 2D mate-
rial, with a built-in out-of-plane dipole, are studied. Based on the findings we
suggest applications of this material in optoelectronic devices.

• In Chapter 7 (Patent application, Manuscript in preparation):
We first describe the effect of confinement on the band structure of a semi-
conductor, and the challenges faced by conventional EMA models in describ-
ing confined systems properly. Secondly, we develop a new automated ap-
proach to sorting the DFT band structure of confined systems into ladders of
subbands for subsequent fitting. As a proof of concept, the method is used to
generate effective mass models of various confined silicon and InAs systems.



8 Chapter 1. Introduction

• In Chapter 7:
We summarize the main results of the thesis and give an overall outlook.
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Chapter 2

Methods

This chapter describes the methods applied throughout this thesis and serves as a
reference point for basic equations and concepts discussed in the coming chapters.
The chapter is divided into three sections. The first section details the methods used
to describe the electronic structure of the systems investigated. In the second sec-
tion the non-equilibrium Green’s function (NEGF) method for quantum transport is
introduced. In the third section we consider the different approaches used in this
thesis to calculate the effect of lattice vibrations (phonons) on the electronic current.

2.1 Electronic structure methods

The majority of this thesis concerns the calculation of electronic transport of atomic-
scale systems under a variation of influences. In order to calculate electronic trans-
port, one must first choose an appropriate model for the electrons. Here we intro-
duce the electronic structure methods applied in this thesis.

2.1.1 Density Functional Theory

Density Functional Theory (DFT) is an extremely popular approach to model elec-
tronic structure within materials science. It is a first principles model, which means
no fitting parameters are used. Many variations of DFT with different levels of ap-
proximations have been developed, some of which are shown in Fig. 2.1. As indi-
cated in Fig. 2.1 most DFT methods allow the treatment of systems with up to ∼ 103

atoms included.

DFT takes advantage of the fact that the electronic many-body problem can be writ-
ten as a functional of the total electron density n(r). This idea was first put for-
ward by Hohenberg and Kohn[18, 19] who proved that the total energy is a unique
functional of the electronic density and that the density that minimizes the total
energy is the exact ground state density, reducing the many body problem of con-
sidering a solid state system with N particles from a 3N-dimensional problem to a
3-dimensional one. As a result, the total energy E can be written as a functional of
the electronic density and separated into terms of varying complexity:

E[n] = T[n] +
∫

dr n(r)vext(r) +
1
2

∫ ∫
drdr′

n(r)n(r′)
|r− r′| + EXC[n]. (2.1)

The first term is the kinetic energy, the second term is the interaction of the elec-
tron with an external field and the last two terms, describing different parts of the
interaction of particles within the electron gas are called the Hartree and exchange-
correlation energy respectively. The object is now to minimize Eq. (2.1) to obtain the
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ground state density. Expressions for the kinetic and interaction energy functionals
are however not known and approximations must be made. To evaluate the kinetic
energy the vast majority of DFT codes uses some variation of the Kohn-Sham (KS)
equations[19, 20]. The KS equations approach relies on the idea that the ground state
density of an interacting system is the same as the ground state of an non-interacting
system with an effective external potential. To evaluate the kinetic energy one con-
structs a fictional non-interacting reference system with the same electronic density
as that of the interacting system subjected to the effective potential

veff(r) = vext(r) +
∫ n(r′)
|r− r′|dr′ +

δẼXC[n]
δn(r)

. (2.2)

The electron density n(r) and associated total energy is evaluated self-consistently;
First the effective potential of the non-interacting reference system is evaluated us-
ing an initial guess of electron density, the effective potential is then used to solve
the non-interacting single particle Schröedinger equation to obtain a new electron
density, and this cycle is repeated until convergence is reached. A fraction of the
kinetic energy is not captured using the KS equations and is subsequently absorbed
in the exchange-correlation potential[19].

The exchange-correlation energy is a sum of two corrections to the Hartree inter-
action term. The exchange energy describes the repulsion that occurs due to the
Pauli exclusion principle. Correlation describes the mutual avoidance of particles
that lowers the coulomb repulsion energy. These two terms are treated at the same
level of approximation as an exchange-correlation potential.

The two most popular approximations to the exchange-correlation are the Local
Density Approximation (LDA) and the General Gradient Approximation (GGA) (see
also Fig. 2.1). The LDA energy functional is given by [19]

ELDA
XC =

∫
dr n(r)ε hom

XC [n(r)], (2.3)

and describes the exchange-correlation interaction as an interaction with a homoge-
neous electron gas with exchange-correlation energy ε hom

XC and the same density of
the real electron gas at the position r.
The GGA functional is an improvement of the LDA expressions, including first order
dependence on the electron density, and as a result it is more computationally costly.

In order to simplify treatment of the electron wave function close to the nuclei, many
DFT codes replace the actual coulomb potential which is large and negative with a
more smooth pseudo-potential including closely bound core electronic states in the
description of the core. This is done to avoid rapidly varying electron wave func-
tions near the core[19]. The available choices of pseudo-potentials varies from code
to code. Codes that consider all electronic states rigorously are often referred to as
all-electron codes and calculations using them are typically very computationally
demanding.

The available basis set chosen to represent the single particle Kohn-Sham wavefunc-
tions also depends on the program chosen. Most DFT codes are implemented using
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FIGURE 2.1: Map of different computational methods commonly
used to calculate material properties. The circle size represents the
scaling order of the computational effort with system size. The color
on the left side of the circles represent the effort needed to calculate
the material property indicated in the bottom row. The color on the
right side represents the reliability of using the method for calculat-
ing the material property indicated in the bottom row. Adapted from

[21]

a plane wave (PW) description, which is exact in the limit of using an infinite num-
ber of PWs. The flavor of DFT used throughout this thesis from the QuantumATK
code uses a Linear Combination of Atomic Orbitals (LCAO) localized on the atom
nucleus with a real space cutoff and pseudo-potentials to describe the core[3, 4, 22].
LCAO is typically a less computationally heavy approach than PW, at the expense of
some precision. The LCAO basis we use is non-orthogonal, and as a result the usual
Schrödinger equation is replaced with the following eigenvalue problem

Hψk(r) = εSψk(r), (2.4)

where Hi,j = 〈φi|H|φj〉 is the Kohn-Sham Hamiltonian expanded in the LCAO basis
{φi} and Si,j = 〈φi|φj〉 is the overlap matrix. As discussed in the following chapter,
this choice of basis set is particularly convenient for investigating transport proper-
ties using NEGF, since the atomically localized basis set makes the separation of the
Hamiltonian into leads and an interacting device region straightforward.

As an output of a ground state theory, the single particle Kohn-Sham eigenstates and
energies do not provide a strictly accurate description of excited states. A famous
consequence of this is the general underestimation of band gaps using standard LDA
and GGA level DFT calculations. Many approaches to improve the description of
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excited states from DFT have been developed. In Fig. 2.1 some of these are listed
in order from low to high complexity. In hybrid functionals a fraction of exact ex-
change is included in the exchange-correlation potential to improve the band gap.
In chapter 3 we will descrcibe the GGA + U method, which is a computationally
cheap method to correct the band gap error. In spite of their apparent shortcomings,
the Kohn-Sham wavefunctions have been successfully used for numerous studies of
quantum transport problems[23, 24].

2.1.2 Effective Mass Approximation

A common simple model for the electronic structure is the effective mass approxi-
mation, where the band structure is described by a second order polynomial around
the band minimum

εnk =
h̄2(kx − kx0)2

2m∗x
+

h̄2(ky − ky0)2

2m∗y
+

h̄2(kz − kz0)2

2m∗z
+ εnk0 , (2.5)

where εnk is the electron energy of band number n, (kx, ky, kz) is the electron wave
vector, εnk0 is the energy of the band minimum, (kx0, ky0, kz0) is the wave vector at
the band minimum, and (m∗x, m∗y, m∗z ) are the anisotropic effective masses. Some ver-
sions of the effective mass approximation go beyond the second order polynomial
description and include non-parabolicity effects we will discuss this further in chap-
ter 7. Most commonly, the effective mass model for a system is obtained by fitting
the parameters of the model (the effective masses) to the band structure of an infinite
periodic crystal of the considered material. This band structure can either be calcu-
lated using first principles methods such as DFT, or measured experimentally from
e.g. photoemission or inverse photoemission.

2.2 NEGF transport

The real-space representation of the Hamiltonian in DFT using a LCAO basis set
allows for the straightforward separation of the system into an interacting device
region (D) and noninteracting left (L) and right (R) electrode regions (leads) as il-
lustrated in Fig. 2.2. The Hamiltonian and overlap matrix of the partitioned system
then become

H =




HL VLD 0
VDL HD VDR

0 VRD HR


 , (2.6)

S =




SL SLD 0
SDL SD SDR

0 SRD SR


 , (2.7)

where the V matrices describes hopping between the left/right region and the device
region, and we have assumed a device region large enough that no coupling directly
between the electrodes occurs. We can now express our single particle Kohn-Sham
Hamiltonian in terms of the unperturbed single particle retarded Green’s functions
defined as

G0 = [(ε + iη)S−H]−1, (2.8)
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FIGURE 2.2: Sketch of the NEGF procedure. Top: First the system
is partitioned into a central device (D) region and left (L) and right
(R) electrode regions. Middle: The retarded surface Green’s functions
are calculated recursively from the left and right unit cells. Bottom:
The self-energies of the left and right electrodes are connected to the
device region through the expression Eq. (2.9) replacing the left and

right region with semi-infinite leads.

where η is a positive infinitesimal. Combining Eq. (2.6),Eq. (2.7) and Eq. (2.8) and
solving for the central part of the retarded Green’s function matrix we recover the
Green’s function for the device region

G0,D = [(ε + iη)S−H− ΣL − ΣR]
−1, (2.9)

where ΣL and ΣR are the left and right self-energies describing the coupling of the
device region to semi-infinite electrodes. The self-energies are given by the expres-
sion

ΣR = (VD,α − εSD,α)gr
α(ε)(Vα,D − εSα,D), (2.10)

where gr
α is the surface Green’s function of the electrode α which can be calculated

using a recursive method in the case of a periodic electrode structure[25].

This entire procedure, illustrated in Fig. 2.2 is carried out using the commercial soft-
ware QuantumATK[4]. In the case of a finite applied bias between the two electrodes
the device Green’s function is recalculated taking into account the effects of the po-
tential drop on the electronic density. The electronic properties of the considered
system are extracted from the Green’s functions introduced above.

2.2.1 Interacting current

One property that we will extract several times throughout this thesis is the elec-
tronic current since it is the observable most relevant for electronic applications. The
current flowing into lead α including interactions in the device region is given by the
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Meir-Wingreen equation [26, 27]

Iα =
G0

e

∫ ∞

−∞
dε Tα,

Tα =Tr{Σ<
α (ε)G

>
D(ε)− Σ>

α (ε)G
<
D(ε)}, (2.11)

where G0 = 2e2

h is the conductance quanta, G≷
D(ε) is the lesser/greater device Green’s

function including interactions in the device region and Σ≷
α (ε) is the lesser/greater

self-energy of lead α giving the rate of electrons/holes coming from the lead into the
device region. The lesser and greater self-energies are given by

Σ<
α = iΓα fα, Σ>

α = −iΓα(1− fα), (2.12)

where fα = 1/(e(ε−µα)/kBT + 1) is the Fermi Dirac distribution function with chem-
ical potential µα and Γα is the broadening of device states due to the coupling with
the semi-infinite states of lead α. We can express the broadening in terms of the lead
self-energies as follows

Γα = i(Σα − Σ†
α). (2.13)

The lesser and greater Green’s function are given by the steady state Keldysh equa-
tions [27–30]

G≷
D = GD

[
∑
α

Σ≷
α + Σ

≷
int

]
G†

D, (2.14)

and the full retarded Green’s function G is given by Dysons equation[27–30]

GD = G0,D + G0,DΣintGD, (2.15)

where we have introduced the lesser/greater Σ
≷
int and retarded Σint interaction self-

energies, accounting explicitly for additional interactions that occur inside the device
region. In this thesis we will calculate the current due to light-matter interaction
(derived in chapter 5) and due to electron-phonon coupling which we will describe
in the following section.

2.2.2 Noninteracting current

We can consider a non-interacting device region by setting Σint = Σ
≷
int = 0, and

after some rewriting we recover from Eq. (2.11) the well known Landauer-Büttiker
formula

I0 =
G0

e

∫ ∞

−∞
dε T0(ε)[ fL(ε)− fR(ε)] (2.16)

T0 =Tr{ΓLG0,DΓRG†
0,D} (2.17)

giving the non-interacting current.
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2.3 Electron-phonon coupling

One type of interaction, which will be considered in chapters 4 and 5, is the inter-
action between the current carrying charges and the vibrations of the lattice at fi-
nite temperature also known as electron-phonon coupling (EPC). In this section we
will introduce basic concepts of the different methods used in the thesis to include
electron-phonon coupling.

2.3.1 Calculating phonons

To obtain the eigenvectors eλ and frequencies Ωλ of the phonon modes λ we use the
frozen phonon method[31–33]. The dynamical matrix is given by

Diµ,jν =
1√

Mi Mj
Kiµ,jν, (2.18)

where Mi are the atomic masses of the ions in the system and Kiµ,jν is the Hessian
matrix obtained by displacing each atom i away from its relaxed position along di-
rection µ and evaluating the force F on the atom j in direction ν. Using finite differ-
ence K is obtained from

Kiµ,jν =
∂2E

∂ri,µ∂rj,ν
=

Fj,ν(∆i,µ)− Fj,ν(−∆i,µ)

2∆i,µ
, (2.19)

where ∆ is a small displacement. The phonon eigenvectors and energies are then
obtained from the dynamical matrix by solving the equation

Deλ = Ω2
λeλ. (2.20)

The force F can be evaluated directly from DFT or, when applicable, using classical
inter-atomic potentials.

In practice, when calculating the Hessian matrix, the dynamical part of the system is
repeated a few times along periodic directions before performing the displacements
of atoms. These repetitions can make the evaluation of the dynamical matrix from
DFT extremely computationally demanding, especially in bulk systems where all
directions are periodic.

2.3.2 Lowest Order Expansion

One way to derive an expression for the current due to EPC in the device region, is to
start from the Meir-Wingreen equation Eq. (2.11) introducing a phonon self-energy
Σph as the interaction self-energy. Assuming free uncoupled phonons one can derive
the following expressions for the phonon self-energies

Σ
≷
ph(ε) =∑

λ

i
∫ ∞

−∞

dΩλ

2π
MλD≷

0 (Ωλ)λG≷(ε−Ωλ)Mλ, (2.21)

Σph =
1
2
(Σ>

ph − Σ<
ph)−

i
2
H(Σ>

ph − Σ<
ph), (2.22)

where D≷
0 are the free greater/lesser bosonic phonon Green’s functions, Mλ is the

electron-phonon coupling matrix and H is the Hilbert transform. This is known
as the self-consistent Born approximation (SCBA) and can be solved iteratively to
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evaluate the current including EPC. However, the computational time needed for
this evaluation means it is only a viable approach for systems containing a handful
of atoms. In the case of weak EPC the SCBA current expression can be expanded to
lowest (second) order in M arriving at the Lowest Order Expansion (LOE) current
expression

ILOE =∑
λ

G0

e

∫ ∞

−∞
dε[T ems

λ (ε)Fems
λ (ε) + T abs

λ (ε)Fabs
λ (ε)], (2.23)

where the transmission due to emission/absorption of a phonon is given by

T ems/abs
λ =Tr{MλÃ±L MλA∓R }+ Im[Tr{MλA±R Γ±L G±0 MλA∓R }]

+ Tr{MλA∓R Γ∓L G∓0 MλA±L }, (2.24)

where Aα = G0ΓαG†
0 is the spectral function of lead α and Ãα = G†

0ΓαG0 is the
time-reversed spectral function of lead α and we have introduced the shorthand
G±0 = G0(ε± h̄Ωλ/2). The universal prefactors are given by

Fems
λ = fL(1− f+R )( fλ + 1)− f−R (1− fL) fλ,

Fabs
λ = fL(1− f−R ) fλ − f+R (1− fL)( fλ + 1), (2.25)

where fλ = 1/(eh̄Ωλ/kBT − 1) is the Bose-Einstein distribution function. In Eq. (2.24)
and Eq. (2.25) we have assumed Γ-point phonons with zero momentum (q = 0).
Here we simply state the current equations, while the rigorous derivation of these
equations can be found elsewhere[34, 35][Paper 5].
In the case of finite q, special care must be taken to ensure momentum conserva-
tion[Paper 5].

The electron-phonon coupling matrix Mλ is to lowest order given by the Hamil-
tonian derivative with respect to coordinate position ∇rH[34, 35][Paper 5]. In the
harmonic approximation∇rH can be calculated from finite difference as in Sec. 2.3.1
and the electron-phonon coupling is given by

Mλ,ij = ∑
Iν

〈φi|
∂H
∂rIν
|φj〉 eλ,Iν

√
h̄

2MIΩλ
. (2.26)

The dynamical matrix, D, and Hamiltonian derivative, ∇rH in particular, are com-
putationally demanding to calculate from first principles, and are often out of reach
for systems with large device regions. In repeated two-probe systems the device region
is simply a repetition of the electrode unit-cell along the transport direction and as
such D and ∇rH can be obtained from the electrode unit-cell, reducing the calcula-
tion time drastically[Paper 5].

Calculating the inelastic LOE current in Eq. (2.23) involves, for each phonon mode,
the energy integral over traces, which becomes a daunting computational task for
large systems with many phonon modes. The energy dependent left/right spectral
functions included in the traces are related to the density of states (DOS) coming
from left/right moving states in the leads. E.g. for metallic systems where the DOS
is approximately constant on the scale of the phonon energy h̄Ωλ, one can assume
that the spectral functions are constant with respect to energy. This approximation,
known as the Wide Band Approximation (WBA), reduces the LOE current problem
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to calculating the traces in Eq. (2.23) only once per phonon mode.

An alternative to the perturbation theory approach that has been used previously
to estimate the impact of EPC on the current, is stochastic sampling of lattice vibra-
tions using Monte Carlo (MC) or configuration sampling using Molecular Dynamics
(MD) simulations[36–42][Paper 3]. These methods, which go beyond the harmonic
approximation, often yield good results and are much more direct, conceptually sim-
ple and memory efficient compared to LOE. The memory efficiency comes from the
fact that only the non-interacting Landauer-Büttiker transmission in Eq. (2.17) needs
to be evaluated. The inclusion of EPC through sampling of configuration using MD,
will be discussed in more detail in chapter 4.

2.3.3 Special Thermal Displacement

In order to properly sample all the atomic displacements of the investigated system
when performing the stochastic sampling many transmission calculations must be
performed at an additional computational cost. In the case of MC sampling of dis-
placements along eigenvectors of the phonon-modes[36, 37] this computational cost
scales linearly with the number of atoms, making the analysis of large systems diffi-
cult.

Recently a new method for calculating the thermally averaged current for suffi-
ciently large structurally periodic systems was developed[Paper 4]. Here the inclu-
sion of electron-phonon coupling is reduced to the evaluation of the non-interacting
Landauer-Büttiker transmission T0 of the system under a single, cleverly chosen,
displacement of atoms named the Special Thermal Displacement (STD). The work
was inspired by a previous paper introducing a similar approach for the calculation
of thermally renormalized bulk properties[43]. The starting point for the derivation
of the STD is the expression for the thermally averaged current in the adiabatic limit

I(V, T) =
G0

e

∫ ∞

−∞
dε〈T (ε, T)〉[ fL − fR], (2.27)

〈T (ε, T)〉 = Πλ

∫ ∞

−∞
duλ

1√
2πσλ

e−u2
λ/2σ2

λT (ε, {uλ}), (2.28)

where uλ represents a displacement of atoms in the device region along the phonon
eigenvector eλ with root mean square given by the Gaussian width

σλ = lλ

√
2 fλ + 1 =

√
〈u2

λ〉, (2.29)

and lλ =
√

h̄/2MI is the characteristic length of the phonon mode λ. In previ-
ous approaches the integral in Eq. (2.28) is evaluated numerically using e.g. Monte
Carlo sampling. If we consider the Taylor expansion of the transmission in Eq. (2.28)
around the relaxed atomic positions with respect to the displacements uλ we have

T (ε, {uλ}) = T0(ε) + ∑
λ

∂T (ε, {uλ})
∂uλ

uλ + ∑
λ

∂2T (ε, {uλ})
∂u2

λ

u2
λ

2
+O(σ3). (2.30)
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What was shown in [43] for the case of the dielectric function of bulk systems is that
the sampling of displacements can be replaced by a single displacement given by

uSTD(T) = ∑
λ

sλ(−1)λ−1σλ(T)eλ, (2.31)

where sλ is the sign of the first finite element of the eigenvector eλ, included to avoid
canceling between phonon modes with similar eigenvectors. If we consider now the
expansion of the transmission in Eq. (2.28) with respect to the single displacement
uSTD we have

T (ε, uSTD) =T0(ε)−∑
λ

∂T (ε, uλ)

∂uλ
sλ(−1)λ−1σλ(T)

+ ∑
λ,λ′

∂2T (ε, uλ)

∂uλ∂uλ′
sλsλ′(−1)λ+λ′−2 σλ(T)σλ′(T)

2
+O(σ3). (2.32)

For very large systems, phonon modes λ and λ + 1 are nearly degenerate, making
the partial derivatives in Eq. (2.32) coincide. As a result, subsequent terms in the
first order part of Eq. (2.32) cancel, as do the second order terms where λ 6= λ′. In
the limit of very large systems we therefore have

lim
N→∞

T (ε, uSTD) = T0(ε) + ∑
λ

∂2T (ε, uλ)

∂u2
λ

σ2
λ(T)

2
+O(σ4) = 〈T0(ε, T)〉, (2.33)

where the final equality can be obtained by combining Eq. (2.30) and Eq. (2.28).
In summary, it is possible to obtain the thermally averaged current Eq. (2.27), for
large systems with many repetitions of the same unit cell, by performing a single
displacement of the atomic coordinates along the vector uSTD(T), and calculating
the non-interacting Landauer-Büttiker current. This represents a huge improvement
in computational time for large systems, since the bottleneck is reduced to evaluat-
ing the dynamical matrix.

Close to a gap in the phonon band structure, it is possible to have a contribution
from the first-order term in Eq. (2.32) for the modes that have energies right at the
edge of the gap, since the subsequent mode will not have the same energy and con-
sequently the term is not canceled[43]. However in the limit of large N, with 3N
phonon modes, the contribution from a single mode will be insignificant and can be
ignored.

Fig. 2.3 shows the calculated on and off current of a silicon n-i-n junction including
∼2000 atoms calculated using the STD-approach and compared to the same calcula-
tion using the LOE approach outlined in Sec. 2.3.2. The results compare nicely even
though the STD calculation is at least 6000 times less expensive than LOE for this
system if including the full finite bias potential.

2.4 Summary

In this chapter we have introduced the electronic structure and transport methods
used throughout the thesis. We also accounted for several different ways to include
electron-phonon coupling discussing only briefly their strengths and weaknesses.
More detailed comparisons of these methods will be provided in chapter 4. In the
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FIGURE 2.3: (a) silicon n-i-n juntion device setup including ∼2000
atoms. (b) Source-drain current as a function of gate voltage VG
with a source-drain voltage of VSD = 0.1 V calculated using the non-
interacting Landauer-Büttiker expression. (c) On/off current as a
function of temperature with VG = −1.6V (on) and VG = −0V (off).

Taken from Paper 4

following chapter we begin our investigation of ways to improve TCAD tools by
bridging them with the first principles methods introduced in this chapter.
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Chapter 3

Multiscale study of the CZTS(e)
thin-film solar cell

In continuum TCAD device models, material parameters are typically based on ex-
perimental measurements or first principles calculations performed on bulk materi-
als[44]. As a result, they often fail to properly describes systems that are inherently
"un-bulk-like". Later in this thesis we will study, for instance, the effect of confine-
ment on the electronic structure in nanowire systems and how well the continuum
approach to confinement works when the nanowire diameter becomes just a few
nanometers.

Another important, un-bulk-like component of any semiconductor device, that can
impact performance, is the interface between layers of materials. This could for
example be the interconnects between semiconductors and metallic leads, where
the Schottky barrier could impede transport across the interface[45] or interfaces
between semiconductors, where for instance band bending or rough non-epitaxial
surfaces can lead to unwanted electronic resistances in the device[46]. These het-
erointerfaces play an increasingly important role in optical and electronic devices
due to miniaturization and to the continuing trend of introducing new materials to
tailor the desired device properties[14].

In this chapter, which provides a review of results in paper 1 and 2, we will ac-
count for a multiscale approach to simulating semiconductor devices including ex-
plicitly from first principles the atomic-scale details of important material interfaces.
The suggested approach could in principle be applied to any layered device where
the interfaces are often known to impact the device, but not well understood. We
choose, as our case study, two materials which have gained much interest in the
photovoltaics community as potential new candidates for the absorber layer in thin-
film solarcells.

3.1 The CZTS(e) solar cell

Solar cell technology based on silicon absorbers still makes up over 90% of the solar
cell market[13]. This is in spite of the fact that silicon is only a weakly absorbing
material. The indirect band gap of silicon means that absorption of a photon must
be accompanied by the emission or absorption of a phonon. Such a two-excitation
process is of lower probability than absorption in a direct band gap semiconductor
and consequently it happens at a slower rate.

The success of a solar cell technology is based primarily on the relation between
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FIGURE 3.1: (a) Typical CZTS(e) solar cell device and related device
band structure. (b) CZTS unit-cell in the zinc-blende crystal phase.

the efficiency of converting solar energy into electrical current and the cost of pro-
ducing the solar cell. As a result, much research throughout the years has gone into
technologically improving the efficiency of the silicon absorber layer[13]. One ex-
ample is the addition of a reflective back layer to keep photons inside the silicon for
longer, improving the chances that they get absorbed[47, 48].

Even with the improvements to silicon absorption, thick slabs of silicon of several
hundred micron are still typically used in conventional wafer based solar cells[13].
The materials contributes up to 50% of the total cost of producing todays silicon so-
lar cells, so reducing the absorber layer thickness without loosing efficiency could
greatly improve the cost/efficiency relation[13, 48].

Thin-film solar cells using direct band gap absorber materials, could potentially im-
prove the efficiency and reduce cost compared to their silicon based counterparts
since high absorption of photons can be obtained using only hundreds of nanome-
ter thick absorber layers. Thin-film solar cells based on CdTe and CuInxGa1−xSe2
(CIGS) absorber layers are already commercially successful and have carved out a
part of the market for themselves[13]. However both of these absorber materials in-
clude scarce elements (Te,In,Ga) increasing production cost and making them unfit
for the large scale production needed to replace the burning of fossil fuels. Replac-
ing then the rare elements in CIGS with the earth abundant elements Zn and Sn in
adjacent groups in the periodic table you get Cu2ZnSnSe4 (CZTSe, band gap 1.0 eV),
Cu2ZnSnS4 (CZTS, band gap 1.5 eV) and their alloy Cu2ZnSnSxSe4−x (CZTSSe, tun-
able band gap 1.0-1.5 eV) which are direct band gap absorbers consisting only of
earth abundant materials[13, 49–51]. To indicate all three materials in general terms
we use the notation CZTS(e).

Fig. 3.1a shows a typical CZTS(e) solar cell device band diagram with a p-type CZTS(e)
absorber layer where electron/hole-pairs are created. The electrons travel along the
conduction band towards the transparent metal-oxide top electrode while holes are
picked up by the bottom electrode creating a current across the device. A thin layer
of n-type CdS is typically included as the n-type heterojunction partner of CZTS(e),
with which the best conversion efficiencies reported so far have been achieved [52,
53]. Fig. 3.1b shows the crystal structure of CZTS and CZTSe.
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FIGURE 3.2: Illustration of multi scale approach. Continuum TCAD
model is used to describe the full solar cell device while critical
"un-bulk-like" component (in this case the CZTS(e)/CdS interface) is
modeled using first principles calculations. The structure shown is
used to simulate the 100/100 interface of CZTSe (left) and CdS (right).
The supercell is more than five times larger than that used in previous
work[54] and are based on device calculations that ensure converged

band adjustment. Partly adapted from Paper 1.

3.2 Multiscale modeling approach

So far efficiency has been lacking in solar cells based on CZTS(e). As noted in a num-
ber of review papers [55–57], loss mechanisms at the CZTS(e)/CdS interface (High-
lighted by a black circle in Fig. 3.1) due to unfavorable band alignment is believed
to be one of the reasons why laboratory-scale CZTS(e) solar cells still lag far behind
their theoretical maximum efficiency. In Fig. 3.1a we have drawn what is known as
a "spike" in the conduction band offset (CBO) between CZTS(e) and CdS. The sign
convention of the CBO and valence band offset (VBO) is such that a positive CBO
means that the CdS conduction band lies above the CZTS(e) conduction band. A
positive (negative) CBO in this case, is known as conduction band spike (cliff).

Multiscale models, where parameters of device level TCAD models are calibrated
to account for properties simulated in more detail, are often used to study complex
devices[58, 59]. To investigate the potentially dramatic consequences of an unfavor-
able band alignment of the CZTS(e)/CdS interface on solar cell efficiency, we have
performed multiscale modeling where first principles studies of the interface CBO
are carried out and relevant information is extracted and used to calibrate TCAD
device level simulations of the solar cell efficiency.

The workflow of this multiscale model is illustrated in Fig. 3.2. Device level mod-
eling is performed by a finite element drift-diffusion calculation as implemented in
the software SCAPS[44].

3.3 First principles band alignment calculation

At the atomic level we wish to extract the CBO and VBO using first principles calcu-
lations. Previously, methods to obtain VBO and CBO from first principles have been
reviewed[60]. A modeling method based on bulk calculations with periodic bound-
ary conditions (PBC) in all directions has gained popularity due excellent agreement
with experiments[61–63]. In this section we will first account for this method based
on the description in [54], and discuss its strengths and weaknesses. We will then
introduce an alternative method based on DFT-NEGF calculations and review the
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FIGURE 3.3: Periodic supercell containing the (100)/(100) interface of
CZTS and CdS, dimensioned as in previously reported calculations

[54]. Taken from Paper 1.

results of this method compared to experiments and the results of previous studies
using the bulk approach.

3.3.1 Bulk approach

The bulk approach to calculating the CBO between two materials A and B is inspired
by the photoemission measurement. In this method, the energy positions of the va-
lence bands of materials A and B are first calculated separately in the two unstrained
bulk materials with respect to a reference energy unique to each bulk calculation (for
example, the position of a core level). This is done using an all electron code where
the energy of deep lying states are readily available and the valence band position
is often reliable. Then, an explicit interface calculation (see Fig. 3.3) is employed to
align the two valence band positions to a common energy reference, which can be
a core level or the averaged local potential. This interface calculation is typically
done using standard GGA level DFT due to the size of the interface supercell (∼100
atoms). The CBO offset is then obtained from

∆EC(A/B) = ∆EB
VBM′,C′ − ∆EA

VBM,C + ∆EC′,C + ∆Eg(A/B) (3.1)

where ∆EA(B)
VBM,C(C′) is the valence band maximum with respect to the core level C(C′)

calculated separately for material A(B), ∆EC′,C is the difference between the core lev-
els in the two materials calculated using the interface supercell and ∆Eg(A/B) is
the difference in band gap usually obtained from experiments, or from a third cal-
culation of the separate materials, using the computationally heavy GW or hybrid
functionals to obtain reasonable band gaps.

The power of this method is that it separates the problem of getting reasonable
band gaps from the interface analysis. As such, you can simulate the big interface
(Fig. 3.3) using a relatively computationally cheap DFT calculation as long as ∆EC′,C
can be calculated reliably. The separation of the problem is however also the main
weakness of this approach, since it ignores effects of the interface on the electronic
structure near the Fermi-level. Strain, surface reconstruction and localized interface
defects (e.g. dislocation) are not taken into account when evaluating the valence
band position and band gap. Furthermore a setup, like the one shown in Fig. 3.3
with two interfaces separated by 1.6 nm is hardly a good representation of the real-
world device shown in Fig. 3.1. With slabs of 1.6 nm thickness like those shown in
Fig. 3.3, confinement effects and interaction between the interfaces could lead to er-
rors in the calculation of the CBO.
We will see later in this chapter that tails of the CZTS(e) conduction band states pen-
etrate ∼1 nm into the gap of CdS. As such, in the periodic cell in Fig. 3.3, states will
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tunnel into the bulk of the CdS layer. In general, convergence of ∆EC′,C with respect
to slab size is also not trivial in this approach.

3.3.2 DFT-NEGF approach

Using DFT-NEGF we will study the CZTS(e)/CdS interface directly. NEGF is ideal
for interfaces, since it uses semi-infinite boundary conditions at the left and and right
side of the system allowing us to setup the calculation supercell shown in Fig. 3.21.
In this setup we consider a single interface (with no repetitions) separated by bulk
CZTS(e) and bulk CdS at the left and right side respectively. Even though these lay-
ers are not completely bulk in the actual device the thickness of the individual layers
(∼100 nm) ensures that the material are approximately bulk-like far from the inter-
face. We believe such a NEGF-setup comes much closer to capturing the true nature
of the interface than the previous models based on periodic boundary conditions.

3.3.3 Band gap correction with DFT + U

In order to extract the CBO directly from the interface setup in Fig. 3.2 we must as-
sure that we get the correct band gaps of either material from the DFT calculation. It
is well known that the band gaps of CZTS(e) and CdS are underestimated with the
conventional LDA or GGA level approximation to the exchange-correlation func-
tional[54]. We therefore use the semi-empirical Hubbard correction where an addi-
tional energy term is added to the usual GGA-PBE exchange-correlation functional
given by

EU =
1
2 ∑

µ

Uµ

(
nµ − n2

µ

)
. (3.2)

In Eq. (3.2) nµ is the projection onto an atomic shell and U is chosen to reproduce
the experimental band gap in the bulk unit cell of either material. This method is a
computationally cheap way to correct for the self-interaction of localized electrons
in strongly correlated systems [64].

In Fig. 3.4, we compare the density of states (DOS) of bulk CZTSe and CdS calcu-
lated with and without the Hubbard correction term2. As expected the band gaps
are opened and the valence bands of d-like character for Zn and Cd are down-shifted
in energy. This is very similar to the effects seen when using hybrid functionals on
CZTS, indicating a high degree of self-interaction error in these systems[65].

3.3.4 Setting up the interface

Several different interfaces can be constructed between CZTS(e) and CdS. Here we
consider the CZTS(e)(100)/CdS(100) interface, which has relatively low strain of
∼2.5% for CZTSe but higher strain in the case of CZTS. We can justify the choice of
(100)/(100) interface orientation for the case of CZTS based on reported transmission
electron microscopy results, which consistently show a (100)-oriented CZTS/CdS
epitaxial interface[66, 67]. This also justifies considering the CZTS(e)/CdS interface

1Electronic structure calcualtions were performed using double zeta polarized (DZP) basis set, and
GGA-PBE exchange-correlation potential. We sampled the Brillouin Zone (BZ) using 5x3x1 and 5x3x3
Monkhorst-Pack grids for the device and the bulk systems respectively.

2For CZTS(e) we used U = 5.5 eV. For CdS we used U = 17.4 eV. The term was added on all
d-orbitals. The DOS was calculated using a 11x11x11 Monkhorst-Pack grid to sample the BZ.
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FIGURE 3.4: Total and projected density of states of bulk CZTSe cal-
culated with GGA (a) and GGA + U (b) and for bulk CdS calculated

with GGA (c) and GGA + U (d). Taken from Paper 1.

as epitaxial in our calculation.

CdS is the thinnest layer of the device shown in Fig. 3.1 and it is grown on top of
CZTS(e). As a result it is typically assumed that CdS is strained to match the cell of
CZTS(e). When setting up the interface, we therefore assume that the CdS bulk crys-
tal is strained to fit that of CZTS(e) in the directions parallel to the interface. GGA +
U changes lattice parameters for CZTS(e) and CdS, we therefore keep the experimen-
tal lattice parameters when choosing our U values to avoid over- or underestimating
the effects of strain on the band structure of either material in the interface calcula-
tion.

The interface is set up in the following way: 1) The lattice parameter of CdS is re-
laxed in the direction perpendicular to the interface while keeping the other two
lattice constants fixed to those of CZTS(e). 2) The two materials are brought together
in a slab setup as shown in Fig. 3.5. 3) While keeping the atoms far from the inter-
face rigid (areas indicated on Fig. 3.5) the atoms close to the interface are relaxed
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FIGURE 3.5: The slab structure used to relax the atomic positions
near the interface. The marked areas(red) are where rigid constraints
are employed. Rigid constraints means that the atomic positions are
translated as a single body with force being evaluated on the center-

of-mass.

to form an epitaxial interface3. 4) The vacuum shown in Fig. 3.5 is replaced with
semi-infinite leads and we finally arrive at the setup shown in Fig. 3.2.

3.4 Results for the CZTSe/CdS interface

We consider first the CBO of the CZTSe/CdS, since the band alignment is rela-
tively well established. The few existing studies for the CZTSe/CdS interface are
in good agreement: Different photoemission experiments have measured 0.48 eV
[68], 0.34 eV [69], and 0.3 eV offsets [70], while a theoretical study has calculated a
0.34 eV offset [54]. In the following we denote the transport direction by z.

Fig. 3.6a shows, for the intrinsic (non-doped) CZTSe/CdS interface, the local density
of states (LDOS) and the effective potential, given by equation Eq. (2.2)), averaged
in the (x,y)-plane4. The LDOS is given by the sum of contributions to the spectral
function

LDOS(ε, r) =
1

2π ∑
ij

Atot
ij (ε)φi(r)φj(r) (3.3)

where Atot
ij are the matrix elements of the total spectral function Atot = AL + AR.

Both are plotted along the z direction perpendicular to the interface plane. The LDOS
is projected onto layers of atoms with similar z-coordinates. The CBO is clearly a
spike in agreement with previous theoretical and experimental studies [54, 68]. The
CBO values of ∼0.3 eV agrees well with previous experimental data measured un-
der equilibrium conditions [69, 70].

In Fig. 3.6a the potential shows a residual slope towards the electrodes. The po-
tential should not be sloped at the very left or right part of the device region since
the electrodes are in equilibrium and this leads to unphysical kinks in the potential.
The slope indicates that the screening is not contained within the device region.

3.4.1 Dealing with residual potential slope

To address the problem of the slope in the potential near the electrodes, one can re-
duce the screening length of the semiconductors using doping. Doping is included
in QuantumATK by adding a complementary charge fixed to the atomic sites[45].

3All relaxations were performed until interatomic force were below 0.02 eV/Å.
4For the LDOS calculation the BZ was sampled using a 11x11 Monkhorst Pack grid. To remove

atomic variations, the potential is averaged in the z-direction using Gaussian kernels with a width of
3Å
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plied forward bias to achieve flat-band conditions and zero doping.
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correspond to zero DOS. Taken from Paper 1.
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Fig. 3.6b shows the LDOS and local potential across the same interface where CZTSe
(CdS) is doped p-type (n-type) with a charge density of 1018 cm−3. Adding the
charge removes the residual slope of the potential and the band bending near the
electrode. However the large doping also changes the electronic structure of the in-
terface. The amount of charge needed to contain the screening within our supercell
is large compared to the doping density of CZTSe seen in experiments, which is on
the order of 1015–1016 cm−3 [52]. In fact, the experimental screening length of CZTSe
(∼200 nm) is about 20 times larger than the width of the CZTSe layer in our de-
vice region and consequently several hundred times larger than previous theoretical
studies [52, 54].

In order to handle these weakly screened materials, where band bending occurs
over distances far larger than the device region, we apply a small forward bias in
the device simulations. The justification of this approach is as follows: 1) as men-
tioned above the electrostatic potential drop at the junction (band bending) occurs
over a much larger length scale than the calculation cell length,[71–73] thus as a first
approximation the bands can be assumed to be flat within the device region we con-
sider; 2) the optimal working point of the solar cell device is indeed close to flat-band
conditions (forward bias).

3.4.2 Extracted CBOs

Fig. 3.6c shows the LDOS and potential across such a system with an applied bias of
0.6 V. Clearly we have in this way achieved flat band conditions on both sides of the
device and at the same time removed the residual slope of the local potential. Such
a calculation is only possible due to the NEGF device setup we have used here. The
obtained CBO is +0.6 eV which agrees nicely with the only reported measurement
done under flat-band conditions [68]. Note that the CBO is larger in the flat-band
case than in the case with band bending, which is also the case in experimental stud-
ies [68–70].

We complete our multiscale study of the CZTSe solar cell by extracting the CBO and
including it in a TCAD device simulation of the entire cell. Fig. 3.7a shows the effi-
ciency of the CZTS(e) solar cell as a function of the CZTS(e)/CdS interface CBO cal-
culated using device level simulations. We find that a small spike (0.1-0.4 eV) is the
ideal CBO giving the highest possible efficiency in agreement with similar studies on
other solar cell heterointerfaces [74, 75]. Our simulation predicts a low efficiency of
∼1%. Using the CBO obtained in a previous first principles study (∼0.34 eV) based
on the bulk approach outlined above, one gets an efficiency of ∼11%. A CBO above
0.4 eV, such as we predict, present a high barrier for electron transport across the in-
terface lowering the efficiency drastically. This could explain the low efficiency seen
for solar cells based on CZTSe.

3.5 Results for the CZTS/CdS interface

Fig. 3.7b shows the LDOS across the CZTS/CdS interface, where the band bending
has already been corrected by applying a small forward bias. The CBO extracted
for the CZTS/CdS interface is 0.2 eV, which according to Fig. 3.7a should result in a
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FIGURE 3.7: (a) Device simulation CZTS(e)/CdS heterojunction solar
cell efficiency as a function of the conduction band offset. The shaded
region is the optimal CBO range for achieving maximum efficiency.
(b) Local density of states of the CZTS/CdS interface resolved along
the direction perpendicular to the interface plane. Taken from Paper

1 and 2.

high efficiency. However, solar cells based on CZTS are plagued with low efficien-
cies. According to our result, we would not expect the CBO to be the cause of low
efficiency.

To identify mechanisms of loss in solar cell devices an observable that is often ex-
tracted experimentally is the "recombination energy deficit" ∆ϕ, which is the dif-
ference between the absorber band gap and the activation energy ϕ of the main
recombination path. The activation energy ϕ, which is the energy distance between
recombining electrons and holes in the location of the solar cell where the largest
recombination current is located, can be estimated experimentally by measuring the
open-circuit voltage VOC at different temperatures and extrapolating to 0 K[76]. The
open-circuit voltage of a photovoltaic device is the applied voltage for which zero
current runs in the device. If ∆ϕ > 0 the energy difference between recombining
electrons and holes is smaller than the band gap of the absorber layer. Ideally, one
should have ∆ϕ = 0 for a good quality absorber.

In state-of-the-art CZTSe solar cell devices ∆ϕ corresponds to the penetration of bulk
tail states related to "percolation" into the band gap of CZTSe[77]. As such it can be
concluded that CZTSe solar cells are limited by bulk recombination. By contrast in
CZTS, ∆ϕ is ∼0.2-0.3 eV higher than what would be expected if bulk recombination
was the limiting factor[71, 73, 78–80]. A mismatch of that size implies that the en-
ergy difference between electrons and holes is reduced below the band gap of CZTS
somewhere in the device leading to significant loss of efficiency. A popular expla-
nation for this high ∆ϕ value is a negative CBO cliff of magnitude 0.2-0.3 eV at the
CZTS/CdS interface. In the case of a CBO cliff the CdS conduction band minimum
(CBM) would be lower than that of CZTS and recombination at the interface could
occur from the CdS CBM to the CZTS VBM at an energy difference below the band
gap. In Fig. 3.8 we have collected measured CBOs at the CZTS/CdS interface and
the efficiency of the resulting devices. Even though many reports of a cliff-like CBO
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FIGURE 3.8: Correlation between measured conduction band offsets
at the CZTS/CdS interface and corresponding solar cell efficiency.
Data from Refs. [68, 70, 81–86]. Taken from Paper 2 supplementary.

exist for devices with low efficiency under 5%, measurements on CZTS/CdS solar
cells with efficiency above 7% all yielded a spike-like or flat CBO[68, 70, 81].
Therefore, a CBO cliff cannot be used as an explanation for the high ∆ϕ of current
state-of-the-art CZTS based solar cells.

3.5.1 Localized interface state

We note from the LDOS of the CZTS/CdS interface that a localized interface state
appears inside the gap of CZTS (indicated by an arrow in Fig. 3.7b). Such a localized
state can impact the performance electronic devices by e.g. increasing the recombi-
nation rate. In experimental measurements of band offsets a localized state can also
lead to errors due to lack of sufficient resolution to distinguish an interface state from
its nearest bulk band. The localized state seen in Fig. 3.7b results in an extension of
the valence band maximum (VBM) near the interface up to 0.2-0.3 eV above the orig-
inal VBM of CZTS (as seen in 3.9b). This interface band narrowing was also seen in
calculations using the standard GGA-PBE exchange correlation potential, so it is not
an artifact of the +U method. More careful relaxation of the atomic coordinates near
the interface resulted in the interface state extending further into the CZTS layer, but
did not remove it.

Calculations that we performed on a CZTS(100) surface, passivated with pseudo-
hydrogen, also showed localized states above the VBM of CZTS. This suggests that
the states are related to the CZTS(100) surface. In fact, focusing again on the CZTS/CdS
interface calculation Fig. 3.7b, it is evident that the localized state is located exclu-
sively on the CZTS side of the interface.

Here it is worthy to note, that multiple experimental results support the notion that
an electrically active state exists at CZTS surfaces and not in CZTSe, as predicted by
our calculation. Scanning tunneling microscopy (STM) measurements of the surface
photovoltage revealed that, in CZTSe, the photocurrent scaled linearly with optical
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FIGURE 3.9: (a) Spatially-resolved DOS of the localized states at the
CZTS/CdS interface. (b) Local density of states as a function of en-
ergy close to the VBM at the three positions indicated in Fig. 3.7b.(c)
Local density of states as a function of energy close to the VBM at
three positions along the CZTS/ZnS interface. Taken from Paper 2.

excitation intensity, whereas in CZTS the photocurrent saturated quickly[87]. Here
the authors concluded that this was due to the "predominance of surface states in the
CZTS response but not in the CZTSe response". Additionally, measurements of the
work function on CZTSSe surfaces revealed that the Fermi level position in areas of
high S content was different than expected considering the band edge positions of
the bulk materials[88].

Fig. 3.9a shows the spatially resolved LDOS at the energy of the interface state. The
states are highly localized on Cu sites in the first cationic layer of CZTS and on their
neighboring S atoms in the interface anionic layer. In this area of the interface the dif-
ference in electronegativity between Cu and Cd could result in a local dipole across
the interface capable of shifting states related to Cu, up in energy. A similar effect is
seen in the two dimensional material Janus MoSSe due to the difference in electro-
negativity between Se and S[89–93]. We will discuss this effect further in chapter
6. Since the valence band of CZTS(e) originates from Cu and S(Se) states, (seen in
Fig. 3.4 and [94]) this explains why the localized state affects the valence band but
not the conduction band.

3.5.2 Inclusion of interface state in the TCAD model

Due to the potential impact on solar cell performance, we wish to include this lo-
calized interface state in our multiscale model. Fig. 3.10a shows the device band
diagram near the CZTS/CdS as modeled in our device level TCAD simulation. The
interface state is included as a 0.2 eV upward shift in the VBM over a 5 nm region
at the CZTS side of the interface. This reduces the recombination energy barrier by
0.2 eV near the interface much like a CBO cliff as discussed above. The resulting
change in hole density near the interface is shown in Fig. 3.10b. The hole density
at the interface is increased by 3 orders of magnitude by the interface state reach-
ing a value close to that of the electron density near the interface. The comparable
densities of holes and electrons leads to increased Shockley-Read-Hall (SRH) recom-
bination.
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FIGURE 3.10: Simulated properties of the interface region of a
CZTS/CdS solar cell under AM1.5 illumination, with the inclusion of
localized states at the interface. (a) Band diagram and corresponding
quasi-Fermi levels for electrons and holes. (b) Electron and hole den-
sity in the same region. The hole density increases significantly when
interface states are added, whereas the electron density is the same
in both scenarios. (c) Simulated open circuit voltage of CZTS/CdS
solar cells as a function of temperature. The linearly extrapolated 0 K
intercept of the data yields the activation energy of the dominant re-

combination path. Taken from Paper 2.
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3.5.3 Temperature dependence of open-circuit voltage

To compare our multiscale model with real CZTS solar cell devices we calculate from
drift-diffusion the temperature dependent current voltage (IV) curves and measure,
as in experiments, VOC extrapolating to 0 K to extract ϕ.

Fig. 3.10c shows the calculated VOC as a function of temperature and the extrapo-
lation to 0 K giving ϕ. In the TCAD model using our extracted CZTS/CdS CBO
without including the interface state, the extrapolation results in ϕa = 1.34 V and
∆ϕa = 0.15 eV, which matches the expected transport gap reduction compared to
the optical gap caused by band gap variations in bulk CZTS, which were also in-
cluded in the simulation. This means that the simulated device is not limited by
interface recombination.

In the simulated solar cell where the interface state was included, the extrapolation
results in ϕb = 1.11 V and ∆ϕb = 0.39 eV which matches nicely the values measured
experimentally (∆ϕb = 0.3 eV, 0.4 eV, and 0.4 eV) in the highest-efficiency CZTS/CdS
solar cells[73, 78, 79]. Our multi scale simulation shows that interface recombination
is the limiting factor in the device with interface states. It also demonstrates that a
shift in the VBM, such as the one predicted from our DFT-NEGF calculations, can
explain the temperature-dependent open circuit voltages measured in experiments
on CZTS just as well as a CBO cliff does. From this simulation we have learned
that optimal passivation of the CZTS(e)/CdS could potentially result in a significant
enhancement of the solar cell efficiency and open-circuit voltage. This optimal pas-
sivation may be realized by replacing CdS with another suitable material.

The interface between CZTS and CdS breaks the bulk CZTS crystal structure by in-
troducing a layer of 2CdCu + CdZn + CdSn point defects where Cd replaces Cu,Zn
and Sn. Such bulk defects of CZTS(e) have been investigated in detail before[95].
Here the authors studied the effect on the band gap of the similar defect complex
called 2ZnCu + ZnSn and concluded that it did not narrow the band gap of CZTS.
This defect resembles the effect of having a CZTS/ZnS interface. One could there-
fore expect that replacing CdS by ZnS could remove the interface state. To test this
hypothesis, we performed a CZTS(100)/ZnS(100) interface calculation. Interestingly
Fig. 3.9(c) shows that no band gap narrowing was found in this system. This indi-
cates that one might realize an ideal interface by replacement of CdS by a Zn chalco-
genide. To support this claim open-circuit voltage improvement has been achieved
experimentally by Zn-based alternative buffers Zn1−xSnxOx,[80] (Zn,Cd)S,[72] and
another unspecified Zn-based buffer[96]. Zn1−xSnxOx is also the only material able
to reduce ∆ϕ from the typical 0.3-0.4 eV down to 0.16 eV,[80] which suggests that
bulk recombination is the limiting recombination path.

3.6 Summary

In this chapter we used a multiscale approach to study thin-film solar cells based on
the earth-abundant, nontoxic absorber material CZTS(e).
In the multiscale approach we studied, using atomistic models implemented in Quan-
tumATK[4], the details of the interface between CZTS(e) and the buffer material CdS
believed to be critical for the conversion efficiency of the entire cell. The rest of the
device was simulated at the continuum level using the TCAD tool SCAPS[44]. Us-
ing this approach we were able to reproduce experimental efficiencies of the CZTS(e)



3.6. Summary 35

based solar cells, and provide evidence suggesting a, so far, unknown loss mecha-
nism at the CZTS/CdS interface.

Band gap narrowing at the interface, found in the DFT-NEGF calculations, were in-
cluded in the continuum TCAD model allowing us to reproduce experimental mea-
surements of the temperature dependent open-circuit voltage.
Knowledge of the scattering mechanism, obtained from the atomistic models, made
it possible to suggest ways to improve performance and we concluded that Zn based
buffer materials would improve the open-circuit voltage of the CZTS solar cell. The
few existing experimental studies support these claims.
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Chapter 4

Calculating phonon limited
mobilities from Landauer transport

Electron-phonon coupling (EPC) plays a central role in the performance of most elec-
tronic devices. In continuum TCAD modeling the parameters used to describe EPC,
often deformation potentials or mobilities, are extracted from bulk materials. Down-
scaling of electronic devices increases the impact of quantum confinement, surface
effects and strain on both electrons and phonons. These effects are difficult to de-
scribe accurately with continuum models, that are parametrized to fit bulk materials.

This chapter, which covers the results reported in Paper 3 and some additional re-
sult and considerations, is concerned with developing a conceptually simple MD-
Landauer approach which can be used to calculate the temperature dependent mo-
bility and conductivity accurately for one-, two- and three-dimensional systems.

4.1 EPC coupling from atomistic device calculations

Several recent studies have investigated phonon limited transport in bulk materi-
als by calculating the EPC from first principles and using the Boltzmann transport
equation (BTE) for evaluating the electron mobility and conductivity[31, 97–103].
Integration of the coupling over both electron and phonon wavevectors (k- and q-
space) makes this approach computational demanding. Furthermore precise calcu-
lation of Hamiltonian derivatives ∇rH often requires many repetitions of the bulk
cell making the evaluations very memory heavy. EPC in amorphous materials and
random alloys can also only be treated approximately with the BTE approach.

Alternatively the current including EPC can be rigorously included in NEGF device
calculations using perturbation theory. However, as discussed in chapter 2 this ap-
proach is also very numerically challenging and approximations such as the Lowest
Order Expansion (LOE) must be applied to handle systems containing more than a
handful of atoms. Furthermore, in order to save computational time, first principles
methods to include EPC based on perturbation theory such as LOE and BTE, gener-
ally assume that phonons can be described within the harmonic approximation. As
such anharmonic contributions are ignored, which is a very good approximation at
low temperatures. However, at room temperatures and above, anharmonic contri-
butions to the phonons are significant for many materials.

Molecular Dynamics (MD) simulations go beyond the harmonic approximation and
include anharmonic contributions with no additional computational burden. MD
simulations have been used in combination with Landauer transmission previously
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FIGURE 4.1: Electronic band structure of the SiNW. The inset shows
a cross sectional view of the SiNW. Taken from Paper 3.

to sample configurations in studies of many different systems including a molecule
in contact with two metallic electrodes, metallic point contacts and carbon nan-
otubes[37, 39–42, 104, 105]. MD has also previously been successfully used to ob-
tain the energy dependent EPC, to estimate the effect of finite temperature on the
bandstruture of silicon, and to extract mean free paths of bulk metals[38, 106, 107].
A similar approach has also been used previously to calculate mobilities of devices
from NEGF transport simulations based on effective mass description of the elec-
tronic structure and deformation potentials for the EPC[108].

As an extension to these studies we develop here an MD-Landauer method to cal-
culate the temperature dependent mobility and conductivity. This method is then
applied to a broad array of systems including one, two and three dimensional ver-
sions of both metallic and semiconducting systems. As a reference, we compare our
result to mobility calculations on the same systems using the well understood and
widely used BTE approach as implemented in QuantumATK[31]. Where available,
we also compare to experimental values. Parameters used for the BTE calculations
can be found in Appendix A

4.2 MD-Landauer approach

We present here the MD-Landauer approach to calculating the temperature depen-
dent conductance and mobility using the example of a [110] silicon nanowire (SiNW)
of 1.5 nm diameter. The cross-section and electronic band structure of the SiNW
used, is shown in Fig. 4.1. We see from Fig. 4.1 that the [110]-SiNW is a direct band
gap semiconductor unlike bulk silicon where the band gap is indirect.

The MD-Landauer mobility calculation is performed using the NEGF device setup
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FIGURE 4.2: Device setup for the MD-Landauer approach. A cen-
tral region is coupled to two semi-infinite electrodes (Left and Right).
Initially the wire is periodic in the z-direction. An MD simulation
is performed for the atoms in the middle part of the central region
(MD region), while the electrodes as well as the first electrode copy
on either side of the central region are kept fixed at their equilibrium
positions. The fixed atoms are drawn as larger spheres. Taken from

Paper 3.

shown in Fig. 4.21. In the SiNW device setup, the Left and Right electrodes constitut-
ing semi-infinite boundary conditions are kept fixed along with the first repetition of
the electrodes inside the central device region. A subset of the atoms inside the cen-
tral device region labeled the MD region, are allowed to move according to an MD
simulation. For the MD simulations in this study, classical potentials were used to
evaluate the inter-atomic forces, which makes the simulations much more efficient
than using DFT[109, 110].

To check the accuracy of the classical potentials used, we performed BTE calcula-
tions using both DFT and the classical potential to calculate the phonons and found
that the result agreed qualitatively. Once the MD simulation has reached equilib-
rium at the target temperature we extract a snapshot of the final configuration and
perform a self-consistent DFT-NEGF calculation on the device with atoms displaced
from their relaxed position according to x{T}. We then calculate the non-interacting
Landauer transmission, through the configuration from

T (ε, x{T}) = Tr[G(ε, x{T})ΓL(ε)G†(ε, x{T})ΓR(ε)]. (4.1)

The retarded Green’s function depends on x{T} which in turn depends on the tem-
perature and on the randomly distributed initial velocity used in the MD simula-
tion. To estimate the average transmission through the system at finite temperature
we perform several MD simulations and calculate the mean transmission at each en-
ergy.

1For the silicon systems considered, we used the LDA exchange-correlation potential and DZP basis
set. For the electronic structure calculations we sampled the BZ using 1x1x11 and 11x11x11 Monkhorst-
Pack grids for the SiNW and the bulk silicon systems respectively.
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T=300 KT=100 K

(a) (b)

FIGURE 4.3: Transmission functions from different MD simulations
(thin black lines) together with the average transmission (thick red).
The length of the MD region is 2.3 nm and the temperature is (a) 100 K

(b) 300 K. (a) is taken from Paper 3.

Fig. 4.3 shows the result of 100 such transmission calculations (black lines) at two
different temperatures. We note that the variance of the individual transmissions in
Fig. 4.3 increases as a function of temperature. After a suitable number of MD simu-
lations have been performed the transmission mean converges to an average trans-
mission (thick red lines in Fig. 4.3). Repeating this procedure for different lengths
of the MD region L we get the different average transmissions 〈TL(ε, T)〉 shown in
Fig. 4.4a. Using these we can calculate the length and temperature dependent con-
ductance from the Landauer formula

G(L, T) = G0

∫
dε〈TL(ε, T)〉

(
−∂ fµ(ε, T)

∂ε

)
. (4.2)

In this study we model doping by simply tuning the chemical potential µ. As such
we do not account for scattering or other explicit effects induced by dopants.

4.2.1 Independent variables

Note that the average transmission in Eq. (4.2) depends only on the temperature and
energy and not on the displacements x{T}, after proper averaging. Instead we will
represent the randomness by a standard error of the mean transmission given by

σ[〈TL(ε, T)〉] = σ[T (ε, x{T})]√nsampl
, (4.3)

where σ[T (ε, x{T})] is the standard error of the sampled transmissions and nsampl
is the number of sampled transmissions. By using this expression for the stan-
dard error we have assumed that 〈TL(ε, T)〉 is Gaussian distributed. In the limit
of large sample sizes nsampl, this assumption is supported by the central limit the-
orem which states that the mean of independent, identically distributed variables
with finite variance tends towards a Gaussian distribution. Assuming the variance
of the individual transmissions is finite, we thus only need to make sure that they are
independent. In our case this condition is clearly fulfilled since every transmission
is the result of a separate MD simulation with random initial velocities given by a
Maxwell-Boltzmann distribution corresponding to the target temperature.
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(a) (b)

FIGURE 4.4: (a) The average transmission functions at three different
lengths. (b) The resistance vs. length of the MD region for the SiNW

at 100 K. Taken from Paper 3.

For complex systems where good classical potentials are not readily available, DFT
can be used to perform the MD simulation. To save computational time, one could
perform only one MD simulation and then sample configurations at different times.
However with this sampling approach, the individual transmissions are not strictly
independent and Eq. (4.3) could be a poor estimation of the standard error of the
mean. To ensure independence of the individual transmissions, the configurations
should therefore be sampled at reasonably separated times during the MD simula-
tion 2.

In Fig. 4.4b we show the resistance R(L, T) = 1/G(L, T) as a function of the MD re-
gion length. The error bars indicate the standard deviation of the average resistance
calculated as σ[R(L, T)] = σ[G(L, T)]/G2(L, T). Clearly the resistance increases lin-
early with length showing that the resistance is ohmic. The resistance is fitted to a
linear function given by

R(L, T) = R0 + ρ1D(T)L, (4.4)

where R0 is independent of the MD region length and given by R0 = 1/G(L = 0, T)
which is the resistance in the system with no MD displacements. In Eq. (4.4) we
have defined the one-dimensional resistivity ρ1D(T) which depends on the temper-
ature, but not on the length of the MD region. Unlike the usual bulk resistivity
which is measured in units of Ωm, ρ1D(T) has the unit Ω/m. By multiplying ρ1D(T)
with the wire cross sectional area A, we can recover the usual bulk resistivity i.e.
ρbulk = Aρ1D.

One should note that in calculation with a long MD region the length dependence
of the resistance could become exponential due to electron localization[111]. This

2To test the independence, one can remove, from the set of averaged transmission, the transmissions
sampled at every other time-step and recalculate the variance σ[〈TL(ε, T)〉]. If the variance does not
change, the data is approximately independent.
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happens at shorter length for one-dimensional systems. By rewriting Eq. (4.4) as

R(L, T) = Rc

(
1 +

L
λmfp

)
, (4.5)

we can obtain an estimate of the mean free path, λmfp = Rc/ρ1D. Since the local-
ization length is always longer than λmfp we can assure that the studied systems are
not in the localization regime. The room temperature mean free path for the SiNW
obtained from Eq. (4.5) is 17 nm, so we are safely within the ohmic regime as also
indicated by the linear dependence in Fig. 4.4b. For all the systems studied here, we
have checked that we are not in the localization regime.

In order to calculate the mobility µ = 1/qnρbulk we need to obtain the carrier density
n . We can calculate the carrier density per unit area from a separate calculation of
the density of states, DOS(ε), of the bulk wire (evaluated at the equilibrium atomic
structure)

ñ(µ, T) =
n
A

=
∫ ∞

Eg

dε fµ(ε, T)DOS(ε), (4.6)

where we use the undoped Fermi level (middle of the band gap), Eg, as the lower
bound of the integration for the electron mobilities. To calculate the mobility of
holes, we should integrate from −∞, use Eg as an upper bound and replace fµ →
1− fµ. Calculating the mobility using the carrier density in Eq. (4.6) and the bulk
resistivity we have

µ =
1

q n ρbulk
=

1
q ñ ρ1D

. (4.7)

where we notice that the cross sectional area A, falls out of the equation making it in-
dependent of the wire area. Similarly in the two-dimensional case the slab thickness
falls out of the mobility equation.

4.3 Comparison with experiments and Boltzmann

In Fig. 4.5 we show the mobility as a function of temperature for the SiNW systems
calculated with the MD-Landauer approach, and compare to mobilities of the same
system calculated using BTE. We see that the temperature dependent mobilities ob-
tained with the two methods agree nicely and generally fall within a factor 2 of each
other. We also show in Fig. 4.5 the calculated mobilities for bulk silicon obtained
from MD-Landauer and BTE compared with values measured experimentally[112].
Also for bulk silicon, the two methods give almost identical temperature dependent
mobilities. Both methods also seem to provide good estimates for the experimental
values.

Interestingly the mobilities calculated for the SiNW are generally almost an order of
magnitude lower than the bulk mobilities at the same temperature. This reduction
in mobility for the nanowire is expected due to increased EPC caused by (i) relax-
ation of the strict selection rules for momentum matching in the transverse direc-
tions due to folding of the bands in the nanowire, and (ii) localization and mixing of
corresponding bulk phonon modes. Previous investigations based on tight-binding
modeling, agree with the reduction of mobility in nanowires observed from first
principles here[113]. For the nanowire, scattering from surface modes is found to be
insignificant in BTE.
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FIGURE 4.5: Phonon limited mobility vs. temperature for the SiNW
(open markers with lines) and bulk silicon (filled markers) calculated
with BTE and with the MD-Landauer approach using a doping level
of 1 × 1018cm−3. The error bars for the MD-Landauer results indi-
cate the standard deviations on the calculated mobilities. Experimen-
tal values for bulk silicon[112] are shown for comparison (blue dots).

Taken from Paper 3.

FIGURE 4.6: (a) Length dependent resistance of bulk silicon at tem-
peratures 100 K and 300 K. Panel (b) shows the cross section of the
calculation cell (red box) while the device configuration is shown in

(c). The length of the MD region is 13 nm. Taken from Paper 3.
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FIGURE 4.7: Cross section of the Au NW (left) and electronic band
structure (right). The diameter of the wire is 1.3 nm. Taken from Pa-

per 3.

The system used to calculate the bulk silicon mobilities with the MD-Landauer ap-
proach, shown in Fig. 4.6b-c, has transport in the [100]-direction with the length of
the MD region varying from 4 to 13 nm3. In Fig. 4.6a the calculated resistance of bulk
silicon as a function of MD region length is shown. The calculated room temperature
mean free path for bulk silicon is 76 nm so we are well under the MD region lengths
where electron localization would be expected. The results for bulk silicon in Fig. 4.5
and Fig. 4.6a were obtained using just 20 sampling transmissions.

4.3.1 Gold nanowire

We now move on to consider a metallic gold nanowire with a diameter of 1.3 nm.
The cross sectional view and calculated band structure of the considered nanowire
is shown in Fig. 4.7. Table 4.1 shows the room temperature resistivity of the gold
nanowire calculated using the MD-Landauer approach and BTE. For both methods
we have calculated the electronic structure and transmissions using both DFT and
and density functional tight binding (DFTB). To calculate the phonons, classical po-
tentials from the embedded atoms model (EAM) have been used[114]. To verify the
use of the potentials, as with the silicon systems, we have also calculated the resis-
tivity from BTE using DFT for the phonon calculation.
In Table 4.1 the top row shows the result where both phonons and electrons are de-
scribed using DFT. All other calculations use the EAM classical potentials to describe
the phonons and either DFT or DFTB for the electronic structure calculation. We see
that there is an overall good agreement between the results using the different pa-
rameters.
As with the silicon systems we see that the BTE and MD-Landauer method gives
similar results, within a factor two difference.

4.3.2 Bulk gold

To use the MD-Landauer approach on bulk gold, we setup a unit cell with a 0.82x0.82 nm2

cross section and transport along the [001]-direction. The MD region length was
varied from 1.2 to 2 nm4. To save computational time we use EAM to describe the

3Transmissions for bulk silicon were calculated using 11x11 transverse k-points.
4Transmissions for bulk gold, were calculated using 6x6 transverse k-points.
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Method Parameters ρ (10−8 ×Ω·m)
BTE (DFT) 5.6
BTE (EAM+DFT) 4.6
BTE (EAM+DFTB) 3.8
MD-Landauer (EAM+DFT) 7.1
MD-Landauer (EAM+DFTB) 7.5

TABLE 4.1: Resistivities of the gold nanowire at 300 K calculated in
different ways. Taken from Paper 3.

FIGURE 4.8: Length dependend resistance of bulk gold at different
temperatures (a) and temperature dependent resistivity (b). The re-
sistivity is calculated for bulk gold with the MD-Landauer method.
The black points show experimental results[115]. Taken from Paper

3.
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a) b)

FIGURE 4.9: (a) Band structure of the armchair (4,4) CNT. Inset shows
the structure of the unit cell (b) Band structure of the zigzag (8,0) CNT.

Inset shows the structure of the unit cell.

phonons and DFTB for the electronic transmission calculation. The room tempera-
ture resistivity calculated with DFTB was compared to the same calculations using
DFT to calculate the electronic transmission, in order to verify that the two descrip-
tions give essentially the same results.

In Fig. 4.8a we plot the resistance as a function of MD region length for different
temperatures. The resistance is clearly linearly dependent on the MD region length
indicating that we are in the ohmic regime. Furthermore the calculated room tem-
perature mean free path is 38 nm. Calculated resistivity for bulk gold is compared
to experimental measurements in Fig. 4.8b. We find that both the values and their
temperature dependence agrees nicely with experimental results.

4.3.3 Semiconducting and metallic carbon nanotube

Finally we use our MD-Landauer approach to calculate the temperature dependent
mobility of two carbon nanotube (CNT) systems shown in Fig. 4.95. The structure
and band structure of a metallic (4,4) armchair CNT is shown in Fig. 4.9a. For this
CNT, the length of the MD region is varied from 0.5 to 1.5 nm while the calculated
mean free path at room temperature is 103 nm, so we are well below the localization
regime. The structure and band structure of a semiconducting (8,0) armchair CNT
is shown in Fig. 4.9b. For the semiconducting CNT the length of the MD region was
varied from 0.4 to 1.3 nm while the calculated mean free path at room temperature is
24 nm, so again we are not in the localization regime and the resistance is ohmic. In
addition, the calculated resistances for both of these systems show ohmic behavior
as a function of MD region length.

The temperature dependent mobility, calculated with the MD-Landauer method and
with BTE for the metallic and semi conducting CNT, is shown in Fig. 4.10. For the
metallic armchair (4,4) CNT (Fig. 4.10a), we see that the mobilities calculated using

5For the CNTs we used 1x1x101 k-points to evaluate the electronic structure and the transmission
and a single zeta polarized basis set with LDA as the exchange-correlation potential.
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FIGURE 4.10: Temperature dependent mobility of the armchair (4,4)
CNT (left) and of the zigzag (8,0) CNT (right). The mobility is cal-
culated using the MD-Landauer method and with BTE. The green
points are the BTE mobility where the contribution from the breath-

ing mode is ignored.

MD-Landauer and BTE compare well within a factor of two. However for the zigzag
(8,0) CNT (Fig. 4.10b), the mobility is over an order of magnitude lower, at room tem-
perature and above, when calculated using BTE. Looking at the calculated EPC for
the zigzag (8,0) CNT we find an unusually strong coupling for the radial breathing
mode. This phonon mode is unique to nanotube systems and corresponds to in-
creasing or reducing the radius of the nanotube. A previous first principles study
also found that electron-phonon coupling of the radial breathing mode in zigzag
CNTs is much stronger than for armchair CNTs[116]. BTE is only valid for phonons
modes λ that couple weakly enough so that

Λ =
|g|

h̄Ωλ
< 1 (4.8)

where g is the scaled EPC. For the radial breathing mode Λ ≈ 5.9, so perturbation
theory is not well defined. A better description of the radial breathing mode could
be obtained by considering e.g. polaron transport, where the renormalization of the
CNT electronic structure due to the phonons is included[117, 118]. For BTE calcu-
lations, where the phonon coupling is included only to lowest (first) order, and the
electronic band structure is assumed independent on phonons, this strong coupling
could result in over- or underestimation the impact of the phonon on the mobility.
To test this hypothesis we repeat the BTE mobility calculation including all phonon
contributions except that of the radial breathing mode. As seen in Fig. 4.10 the BTE
mobility is indeed over an order of magnitude higher, at room temperature and
above, when ignoring the radial breathing mode indicating that the contribution is
overestimated. The MD-Landauer method is not perturbative in |g| and as such the
strong coupling of the radial breathing mode is not a problem.

4.3.4 Limitations of MD-Landauer approach compared to BTE

Throughout this chapter we have compared the results of the MD-Landauer ap-
proach to results obtained using the BTE. We will now discuss the limitations of the
two methods based on their implementation in the QuantumATK code[4].
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Compared to the MD-Landauer method the BTE is definitely more rigorous and the-
oretically well founded. However the BTE is based on a number of approximations
that we will outline here. As discussed previously EPC is only included to first order
through Fermi’s golden rule under an assumption of weak coupling. Furthermore
since the EPC is calculated from finite displacements of individual atoms as intro-
duced in chapter 2, the screening is assumed to be linear, so that the sum of change
in Hamiltonian due to several separate single-atom displacements is the same as the
change in Hamiltonian due to the summed displacements. This assumption can for
example lead to incorrect inclusion of the Frölich interaction in polar materials[119].
Scattering events including multiple phonons are ignored in the BTE, as are finite
temperature effect such as the lowering of the band gap of semiconductors which is
captured using MD[107]. Lastly, the harmonic approximation used to calculate the
phonons means that anharmonic phonon-phonon coupling is ignored.

The MD-Landauer approach, while less theoretically well founded, is based on the
Born-Oppenheimer approximation that electrons move much faster than the nu-
cleus. Considering then a short scattering MD region, an electron passing through
experiences only the fixed potential landscape setup by the position of the atoms in
that instance (snapshot). However, the inelastic energy transfer between electrons
and phonons is not included in the MD-Landauer approach. At low temperatures
MD assumes that the phonon modes are occupied according to a Boltzmann distri-
bution rather than the Bose-Einstein distribution neglecting zero-point motion. As
such the MD-Landauer approach should give incorrect results in the low tempera-
ture limit. However at temperatures above the Debye temperature of the considered
materials, anharmonic effects might be important and these are inherently included
in the MD-Landauer method. The MD-Landauer method also does not assume the
linear screening discussed above. As such long wavelength Fröhlich scattering is
included if the MD regions are long enough. Ĺastly the MD-Landauer method is not
based on first order expansion of the EPC. As a result the perturbation to the Hamil-
tonian caused by the atomic displacements is included exactly.

Keeping in mind these fundemental differences, it is striking how similar temper-
ature dependent mobilities are obtained for a variety of materials covering several
orders of magnitude in mobility. To illustrate the qualitative agreement, we compare
in Fig. 4.11 the room temperature mobility for a number of systems.

The two methods also have different advantages and disadvantages in application.
The mobility at many different temperatures can be captured with very little addi-
tional computation time using the BTE, whereas separate MD simulations must be
performed for each temperature in the MD-Landauer approach. BTE can be very
computationally heavy due to the simultaneous sampling of k- and q-points on fine
grids, especially for bulk systems with periodic boundary conditions in three direc-
tions. This is avoided in the MD-Landauer method where only convergence of the
transmission with respect to k-points is necessary. An additional convergence with
respect to sampled transmissions is also needed in the MD-Landauer method.

The contributions to the scattering from different phonon modes can be accessed
directly from the BTE. Using the MD-Landauer approach, information about indi-
vidual contributions is lost. On the other hand, not needing to store this information
makes the MD-Landauer method much more memory efficient. The MD-Landauer
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FIGURE 4.11: Comparison of room temperature (300 K) mobilities
calculated with BTE and with the MD-Landauer approach. Taken

from Paper 3.

approach may therefore be more appealing as a design tool for complex systems
with many degrees of freedom and for bulk systems that can be very memory de-
manding due to the large number of k, q and phonon mode combinations needed.

For the metallic systems studied, the MD simulations have a less dramatic impact on
the calculated transmissions. As a result very good estimations with low standard
errors can be obtained after averaging only a few displacements. BTE for metallic
systems can be very computationally demanding, since one must take into account
many electronic bands and sample many k-and q-points to get reasonable results.
Especially for metallic nanowire systems the MD-Landauer approach could be a
powerful tool to estimate mobilities where including physical dopants, defect scat-
tering, grain boundary scattering and studying amorphous systems is much more
straightforward compared to BTE.

4.4 LOE-Landauer approach

As introduced in chapter 2, EPC can be included more rigorously in NEGF simula-
tion by calculating the LOE inelastic current[34, 35]. Since LOE is based on many of
the same assumptions as BTE, it is instructional to calculate the mobility using our
MD-Landauer method but calculating instead the transmission including phonon
scattering from the LOE expression.

Fig. 4.12 shows the calculated LOE transmission near the band edge for the SiNW
system shown in Fig. 4.2. For the one-dimensional SiNW the DOS exhibits a van
Hove singularity near the band edge. This makes the transmission sensitive towards
perturbations. At high temperatures this leads to strong modifications of the current
that goes beyond lowest order perturbation. In practice, this means that the inelastic
LOE contribution to the transmission near the band edge explodes and results in a
negative total transmission (see the blue line Fig. 4.12).



50 Chapter 4. Calculating phonon limited mobilities from Landauer transport

0.00 0.05 0.10 0.15
E−Ec (eV)

0.5

0.0

0.5

1.0

1.5

2.0

T
ra

n
sm

is
si

o
n

LOE

LOE, Renorm.

FIGURE 4.12: Inelastic transmission as calculated from LOE, for the
silicon nanowire system at 500 K (blue) and the same transmission
after renormalization following an analytical-continuation technique

as in [120].

Recent papers have developed an analytical-continuation technique that enables a
renormalization of the LOE inelastic current that improves the agreement with the
current calculated from the full self-consistent Born approximation[120–122]. Using
this technique the current including EPC is calculated from

I =
I0

1− ILOE/I0
, (4.9)

where ILOE is the LOE current correction and I0 is the ballistic current. Expanding
Eq. (4.9) to first order in ILOE/I0 returns the usual current expression I = I0 + ILOE.
Applying the renormalization to the LOE transmission we avoid the negative trans-
mission near the band edge, while the transmission far from the band edge is nearly
unchanged as seen in Fig. 4.12. As in the MD-Landauer approach the transmission
is calculated with different length of the phonon interaction region to eventually
extract the mobility.

4.5 STD-Landauer approach

One of the drawbacks to the MD-Landauer approach, especially for non-metallic
materials, is the need to sample many transmissions to get a sufficiently converged
average transmission. As described in chapter 2 the recently developed special ther-
mal displacement (STD) method enables the calculation of the thermally averaged
transmission from a single displacement, in large systems[Paper 4]. Fig. 4.13a shows
the STD transmission for three different scattering region lengths. The resulting
transmissions for different lengths of the displaced scattering region shows simi-
lar behavior as compared to the MD averaged transmissions in Fig. 4.4a which are
the average of more than 100 transmissions.
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FIGURE 4.13: (a) Transmission for the pristine and STD configura-
tions for three different lengths of a silicon nanowire. (b) Mobility as
function of temperature for a silicon nanowire using the BTE, STD,
MD-Landauer and LOE methods. (a) Taken from Paper 4 (b) Taken

from Paper 5.

A comparison of the temperature dependent mobility for the SiNW system calcu-
lated using all of the discussed methods is shown in Fig. 4.13b. Remarkably all of
the methods seem to agree nicely at room temperature and above. Above room tem-
perature STD predicts the lowest mobility and BTE the highest. At low temperatures
the LOE-Landauer approach predicts higher mobility while the other methods agree
within a factor of two. One would expect the MD-Landauer method to fail in the low
temperature limit, since it neglects zero-point motion.

LOE-Landauer is probably the most computationally demanding of the methods
and with the added complexity of having to perform renormalization of the cur-
rent according to Eq. (4.9), it is not recommended for calculating the mobility near
the band edge of one-dimensional systems. However since the current at different
temperatures is easily obtained from a single calculation it could be useful for stud-
ies where a high temperature resolution is needed. Furthermore contributions to the
current coming from different phonon modes can be readily accessed from LOE. The
limitations of the BTE approach discussed above, also apply to LOE since it relies on
the same assumptions.

STD-Landauer is by far the cheapest method used, since it involves just the trans-
mission calculation of a single displaced system. Unlike the MD-Landauer approach
STD, like BTE and LOE, does however require the calculation of the dynamical ma-
trix. For large complex systems where precise classical potentials are not yet avail-
able, this could be a limitation. Using MD in this situation would be much more
memory efficient, but very time consuming. As discussed in chapter 2 the dynam-
ical matrix calculation can be performed very cheaply, when the device region is
simply a repetition of a smaller unit cell, as is the case for every system studied in
this chapter. Like MD, STD does require a separate calculation for each temperature.
Furthermore unlike MD, STD calculates phonons using the harmonic approximation
which means that anharmonic phonon-phonon coupling effects are ignored.

STD is only a good assumption for large systems where the phonon modes are
pairwise nearly degenerate. Performing the STD-Landauer analysis this could lead
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to issues in keeping the scattering region short enough to avoid electron localiza-
tion[111]. For three- and two-dimensional systems this issue can be avoided by
repeating the structure along the transverse directions, increasing the system size,
but not the length of the scattering region. The issue is particularly important for
semiconducting, one-dimensional systems where not only is the localization length
shorter, but repetition along transverse directions is not possible.

4.6 Summary

In summary we have presented a conceptually simple MD-Landauer method for
treating EPC and phonon limited mobilities. Combining DFT-NEGF transport cal-
culations and MD simulations, we obtained an average transmission which depends
on temperature and the length of the MD region. Using the length dependence, we
then evaluated the mobility. This approach was then validated by comparing to mo-
bilities and conductivities obtained by the Boltzmann transport equation for one-,
two-, and three dimensional, metallic and semiconducting materials. For bulk sil-
icon and gold we also compared against experimental values. Similar methods to
calculate the mobility based on LOE and STD were also presented and compared.
Advantages and limitations of the different methods were discussed.

4.6.1 Outlook

The success seen here in estimating the phonon limited mobility using the MD-
Landauer approach, opens up for the possibility of including at the same time e.g.
randomly placed dopant atoms or defects in the MD snapshots to get more realis-
tic estimates of mobilities in real devices. The computational efficiency of the STD
method also enables the inclusion of EPC along with additional interactions that
have so far been out of reach. The next chapter details, through the use of STD,
a study of the first principles phonon-assisted photocurrent in a realistic solar cell
device under operating conditions.
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Chapter 5

Modeling phonon-assisted
photocurrent

In chapter 3, we performed a multiscale simulation in order to characterize the per-
formance of a CZTS(e) based thin-film solar cell, and to extract important properties
such as the open-circuit voltage VOC, the recombination energy deficit ∆ϕ, and the
efficency.

In this chapter we describe developed tools that go beyond multiscale, and calculate
the photocurrent of a silicon p-n junction directly from first principles DFT-NEGF
calculations. The open-circuit voltage dependence on temperature and light inten-
sity is also extracted and compared to experimental results. The chapter provides a
review of the results reported in Paper 6.

5.1 Simulating the silicon solar cell

A review was published recently on the design of new materials for e.g. applica-
tions in photovoltaics (PV) from first principles[21]. One of the conclusions of the
authors was how the abundance of available candidate materials, like CZTS(e), to-
gether with the lack of efficient devices based on these materials, calls for precise
predictive device calculations[21].

As mentioned in previous chapters it is difficult to include important effects such
as confinement of electrons and phonons, surface- and strain effects in the contin-
uum models typically used to benchmark PV cells[44]. Using DFT-NEGF calcula-
tions these effects are straightforward to include. Although in the past DFT-NEGF
calculations of realistic devices was beyond reach, the massive progression in the
field of computational material science means that difference between system size
and complexity attainable in simulations and experiments is becoming smaller ev-
ery day.

In spite of the recent influx of PV cells based on new thin-film absorbers like CdTe
and CIGS, PV cells based on silicon absorber layers remains the market leader where
presently around 90% of commercial solar cells are silicon based[13, 49–51].

It is well known that the indirect band gap of silicon means that absorption of a
photon at the band gap energy, must be accompanied by the absorption/emission
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of a phonon due to momentum conservation. In order to properly describe the sil-
icon solar cell, it is therefore crucial that both interaction with light and EPC is ac-
counted for. However, calculating, from first principles, the phonon-assisted pho-
ton absorption is a notoriously complex and computationally demanding problem.
The difficulty comes from having to consider the complex two excitation scattering
event, and calculating a double sum over fine k- and q-point grids (k and q being the
wavenumber of the electrons and phonons respectively). As a result first principles
calculations of phonon-assisted absorption has so far been limited to bulk crystals
with periodic boundary conditions in all directions, where only a few atoms need to
be considered[36, 43, 123].

As stated in chapter 2, Zacharias and Giustino[43] introduced a very efficient method
(STD) for including phonon induced absorption processes using a single super cell
calculation in which the atoms are displaced away from their equilibrium positions.
This approach was then extended to study electron transport in silicon systems
with over 1000 atoms including electron-phonon coupling (EPC) within the DFT-
NEGF formalism[Paper 4] and to estimate the phonon limited mobility of a silicon
nanowire[Paper 5].

A number of recent papers study the inclusion of electron-photon interaction in DFT-
NEGF simulation using first order Born approximation[124–126]. In the following
section we derive an expression for the current due to electron-photon interaction,
as we implemented it in the QuantumATK software, and account for the inclusion
of EPC through STD.[4][Paper 6].

5.2 First principles photocurrent calculation

The starting point is to consider the Hamiltonian of the electronic system in an elec-
tromagnetic field

H =
1

2m0
(p + eA)2 + U + Hint, (5.1)

where p is the momentum operator, A is the vector potential, U is the external po-
tential and Hint accounts for additional interaction terms such as electron-electron
interaction.
Assuming a field of weak intensity we can throw away second order terms in A and
we have,

H ≈H0 + Hω, (5.2)

H0 =
p2

2m0
+ U + Hint, (5.3)

Hω =
e

m0
A · p, (5.4)

where H0 is the unperturbed electronic Hamiltonian and Hω is the perturbation due
to electron-photon interaction. For a single-mode monochromatic light source we
have[126]

A = e
(

h̄
√

µ̃r ε̃r

2Nωε̃c
F
) 1

2

(be−iωt + b†eiωt), (5.5)
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where ω is the frequency of the light, F is the photon flux, N is the number of pho-
tons, b† and b are the bosonic creation and annihilation operators and e is a unit
vector giving the polarization of the light. The relative permeability µ̃r, the relative
permittivity ε̃r and the permittivity ε̃ are all assumed isotropic and homogeneous.
Inserting Eq. (5.5) in Eq. (5.4) we can evaluate the elements of the electron-photon
interaction Hamiltonian

〈i|Hω|j〉 = Mi,j(be−iωt + b†eiωt), (5.6)

where we have defined the electron-photon coupling matrix given by

Mi,j =
e

m0

(
h̄
√

µ̃r ε̃r

2Nωε̃c
F
) 1

2

e · pij. (5.7)

The lowest order self-energy of the electron-photon interaction based on the SCBA
is

Σ>
ω(ε) =NM†G>(ε + h̄ω)M + (N + 1)MG>(ε− h̄ω)M†, (5.8)

Σ<
ω(ε) =NMG<(ε− h̄ω)M† + (N + 1)M†G<(ε + h̄ω)M, (5.9)

where N is the number of photons and the lesser/greater Green’s function of the
device with no electron-photon interaction can be calculated using the zero order
Keldysh equation

G≷ = G(Σ≷
L + Σ

≷
R )G

†, (5.10)

and the lead self-energies are given by

Σ>
α =− iΓα(1− fα), Σ>

α = iΓα fα, (5.11)

where Γα is the broadening of lead α = L, R and G is the retarded Green’s func-
tion of the device region without electron-photon interaction given by Eq. (2.9). The
lesser/greater device Green’s functions including electron-photon interaction are

G≷
ω = G(Σ≷

L + Σ
≷
R + Σ≷

ω)G
†. (5.12)

When included in the Meir-Wingreen equation Eq. (2.11) the first two terms in Eq. (5.12)
lead to the usual non-interacting Landauer-Büttiker current expression. The "pho-
tocurrent" in lead α due to electron-photon interaction is given by an expression very
similar to the LOE current

Iω,α =
G0

e

∫ ∞

−∞
dε [T −α,β(ε)− T +

α,β(ε)], (5.13)

T −α,β(ε) =N[1− fα(ε)] fβ(ε− h̄ω)Tr{M†Ãα(ε)MAβ(ε− h̄ω)}
+ (N + 1)[1− fα(ε)] fβ(ε + h̄ω)Tr{MÃα(ε)M†Aβ(ε + h̄ω)}, (5.14)

T +
α,β(ε) =N fα(ε)[1− fβ(ε + h̄ω)]Tr{MÃα(ε)M†Aβ(ε + h̄ω)}

+ (N + 1) fα(ε)[1− fβ(ε− h̄ω)]Tr{M†Ãα(ε)MAβ(ε− h̄ω)}, (5.15)
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FIGURE 5.1: The AM 1.5[128] solar spectrum given in spectral photon
flux as a function of photon energy (blue squares). The solid black line
is an interpolation of the data points. The red stars indicate the values

used to calculate the total photocurrent.

where we have reintroduced the spectral function Aα and the time-reversed spectral
function Ãα from chapter 2. The terms proportional to (N + 1), account for stimu-
lated and spontaneous emission of photons. Since we are interested in the case with
significant intensity where N � 1 we ignore spontaneous emission under the as-
sumption N + 1 ≈ N. Furthermore, since we in this chapter consider a silicon p-n
junction at voltages below the band gap, stimulated emission does not contribute to
the current. The retarded G and advanced G† Green’s functions, spectral broadening
of the leads, Γα, and the dipole transition matrix p, are calculated self-consistently
from DFT-NEGF simulations of the silicon p-n junction device.

5.2.1 EPC through special thermal displacement

As derived in chapter 2 the configuration displaced according to uSTD gives the cor-
rect thermal average of the Landauer conductance and the optical absorption in the
limit of large systems[43][Paper 4]. The total current including electron-photon and
electron-phonon interaction at bias V and temperature T is therefore calculated as,

Itot(V, T) = I(V, uSTD(T)) + Iω(V, uSTD(T)), (5.16)

where I(V, T) is the "dark" current due to the applied bias. By displacing the atomic
coordinates once along the vector uSTD, calculating and adding the two current con-
tributions, we get the thermally averaged current under illumination of a single fre-
quency of light1.

5.2.2 Modelling sunlight illumination

To compare with experiments we wish to calculate the total current under sunlight
illumination. For this purpose we use the AM 1.5 reference spectrum[128]. The
spectrum is given for each wavelength of light in units of spectral solar irradiance

1Forces for the phonon calculation were calculated using Tersoff potentials[110, 127]
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(unit: Wm−2nm−1) defined as

Eλ ≡
∆E
∆λi

, (5.17)

where ∆E is the part of the total solar irradiance coming from the spectral (wave-
length) interval ∆λi. For the AM 1.5 spectrum ∆λi is equal to the spectral resolution
which is the distance between measured wavelengths. Integrating the spectral so-
lar irradiance over all wavelengths gives a total solar irradiance of 1000 Wm−2 also
known as 1 sun. The spectral solar irradiance can be converted to a spectral solar
photon flux given by

Fω ≡
∆F
∆ωi

, (5.18)

where ∆F is the part of the total solar photon flux coming from the spectral (photon
energy) interval ∆ωi. The spectral solar photon flux as a function of photon energy
ω is shown in Fig. 5.1.

To calculate the total current under sunlight illumination we calculate the photocur-
rent from Eq. (5.13) for a number of equidistant photon energies in a range from 0.0
to 5.0 eV separated by identical photon energy intervals ∆ω. The photon flux at each
photon energy is then given by F(ω) = Fω∆ω and the total photocurrent under
sunlight illumination is calculated as the sum of current contributions,

Isun(V, T) = ∑
ω

Iω(F(ω), V, T). (5.19)

Adding to this current, the "dark" current defined above we get the total current un-
der sunlight illumination. To evaluate Fω at values between data points, we perform
an interpolation, as shown in Fig. 5.1(solid black line).

5.2.3 Band gap correction with DFT-1/2

In order to properly account for the optical properties of silicon it is important to cap-
ture the correct band gap of bulk silicon. To this end, we use the DFT-1/2 method
where the self-interaction error of regular LDA or GGA DFT is corrected by adding
an atomic self-energy to the DFT Hamiltonian2. The self-energy corresponds to the
change in potential of an atom, caused by removing a fraction between 0 and 1 elec-
trons of its charge[129]. The DFT-1/2 method is at a similar level of approximation
as the DFT + U band gap correction discussed earlier in chapter 3. Using DFT-1/2
we obtain an indirect band gap of 1.135 eV for pristine silicon which agrees well with
the experimental value (1.12 eV)[130].

5.3 Results and discussion

Fig. 5.2a shows the system for which we will calculate the phonon-assisted photocur-
rent. It is a 19.6 nm silicon p-n junction with the p-n potential along the [100] direc-
tion. The calculated local density of states of the pristine p-n junction is shown in
Fig. 5.2b3 and we can see the typical p-n profile along the device with flat bands near

2For the electronic structure calculation we use the GGA-1/2 exchange-correlation method with the
SG15-low basis set and a 11x11 Monkhorst-Pack grid was used to sample the Brouillon zone.

3A 21x21 Monkhorst-Pack grid of k-points was used for the LDOS and transport calculations.
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FIGURE 5.2: a) Structure and cell used in the calculation of the 19.6 nm
silicon p-n junction with n/p = ±2 × 1019cm−3. The doping is in-
cluded in the same way as in chapter 3[45]. The device region in-
cludes 144 atoms. b) Local density of states along the transport di-
rection of the silicon p-n junction on a logarithmic scale. Taken from

Paper 6.

FIGURE 5.3: The calculated photocurrent density for the pristine
(blue dashed) and STD displaced (red solid) system where F = 1/Å

2
s

and V = 50 mV. Vertical lines correspond to the calculated indirect
(1.135 eV) and direct (2.853 eV) band gap of bulk silicon. Taken from

Paper 6.

the electrode indicating that the screening in kept inside the device[45]. We notice
also a slight narrowing of the band gap near the center of the p-n profile.

5.3.1 Photocurrent

In Fig. 5.3 the calculated photocurrent density of the pristine silicon p-n junction
shown in Fig. 5.2a is compared to the photocurrent density at a temperature of 300 K
where EPC is included through the displacement of atoms according to the STD.
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The photocurrents in Fig. 5.3 are calculated at single photon energies using Eq. (5.13)
with a constant photon flux given by F = 1/Å

2
s and plotted as a function of the pho-

ton energy. The dashed vertical lines in Fig. 5.3 indicate the calculated energies of the
indirect (Eindirect

g = 1.135 eV) and direct (Edirect
g = 2.853 eV) band gaps of bulk silicon.

We observe that by including EPC using the STD we get a significant, orders of mag-
nitude larger, contribution from the indirect transition (1.135 eV < h̄ω < 2.85 eV)
below the direct band gap (see Fig. 5.3). We also see that the inclusion of EPC only
renormalizes the current due to the direct transition (h̄ω > 2.85 eV) slightly. Addi-
tionally, although the photocurrent due to the indirect transition is increased mas-
sively, the photocurrent coming from direct transitions is still by far the largest con-
tribution dominating the total photocurrent. The relation between the photocurrent
from the indirect and direct transitions at 300 K seen in Fig. 5.3 compares well to
previous calculations of the absorption coefficients in bulk silicon where EPC was
included in the same way[43]. This indicates that the difference in photocurrent is
mainly due to absorption and not transport issues.

As discussed in the previous chapter the effects of finite temperature on the elec-
tronic structure is included in STD, and indeed we see in Fig. 5.3 finite photocurrent
contributions at 300 K from photons below the 0 K band gap corresponding to a re-
duction in the band gap with temperature. In addition to the finite temperature
renormalization of the band gap, we obtain the actual photocurrent of the transport
setup assisted by band-to-band tunneling and including the device potential at finite
bias. As such unlike the bulk silicon absorption calculations of previous studies, we
find in Fig. 5.3 a small finite contribution to the photocurrent coming from the indi-
rect transition even without EPC. Most of the photocurrent below the direct band
gap in the case without EPC is related to the narrowing of the band gap at the cen-
ter of the p-n junction seen in Fig. 5.2b and can be reduced by considering a more
gradual p-n junction with lower doping as shown in Fig. 5.4(left). The additional
much smaller photocurrent contribution at lower photon energies is traced back to
symmetry breaking along the [100] direction caused by the ultrathin p-n junction
considered here. Indeed considering the p-n junction along e.g. the [111]-direction
reduces this small contribution (shown in Fig. 5.4(right)). In simulations on bulk
silicon, which is periodic in all directions, such transitions would be strictly pro-
hibited without EPC by the opposite symmetry of conductance and valence states.
This follows from the strict selection rule due to momentum conservation, which is a
consequence of the infinite translational symmetry of bulk silicon. In a p-n junction,
silicon is not translational invariant in the direction of the p-n potential profile and
hence the momentum in that direction is not a conserved quantity. As such the strict
selection rules of the bulk case are relaxed.

5.3.2 Total current

The total current density as a function of applied bias voltage in the dark and under
sunlight illumination is shown in Fig. 5.5. The lines show a least squares fit of the
calculated data points to the usual analytical expression for the current of a diode
under illumination

I = Isun + I0

(
exp

(
eV

nkBT

)
− 1
)

, (5.20)
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FIGURE 5.4: Left: Photocurrent density as a function of photon fre-
quency for three different doping concentrations in pristine (undis-
placed) silicon p-n junction. The result for n = 2× 1018cm−3 where
obtained using a 30.4 nm system while others were 19.6 nm. Right:
Photocurrent density as a function of photon frequency for a 19.6 nm
pristine (undisplaced) silicon p-n junction along the [100] direction
(blue) and along the [111] direction (red). Both calculations use
n = 2 × 1019cm−3. Bottom: Structure of the [111] silicon p-n junc-

tion. Taken from Paper 6 supplementary.

FIGURE 5.5: The calculated room temperature current density as a
function of applied bias voltage for the silicon p-n junction in the dark

(F = 0) and under illumination. Taken from Paper 6.

where n is the ideality factor. The IV-curve looks like expected for a diode with a
photocurrent being approximately constant at all applied biases[131]. The applied
bias voltage where the illuminated IV-curve crosses the zero current density line and
no current is generated is the open-circuit voltage (VOC). For crystalline silicon PV
cells the open-circuit voltage is known to be in the range 0.55-0.60 V [132–134] at
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FIGURE 5.6: a) Calculated IV curves with (solid) and without
(dashed) EPC for different temperatures. b) Calculated open-circuit
voltage as a function of temperature with linear fits. The green star
markers are experimental measurements from [132]. Inset shows a
close-up near the experimental measurements. A light intensity of
1 Sun was used in all calculations and experimental values shown.

Taken from Paper 6.

room temperature, in good agreement with the 0.54 V obtained from our calcula-
tion. The short-circuit current density, obtained at zero applied bias (5 mA/cm2) is
lower, but comparable to experimental values[133, 134]. It is expected that we find
a lower short-circuit current density since we consider a thin-film solar cell whereas
experimental values are for thick absorber layers of several hundred micron.

5.3.3 Temperature dependence

To quantify the impact of including EPC on the total current we compare in Fig. 5.6a
the IV-curve for the pristine silicon system with no EPC to the IV-curve of the system
displaced according to the STD to include EPC. In order to analyze also the impact
of EPC on the temperature dependence, the IV-curve both with and without EPC is
plotted for different temperatures. For all the temperatures plotted in Fig. 5.6a the
short circuit current is underestimated by∼25% without EPC. As we saw earlier, the
biggest impact of EPC on the low bias photocurrent is the increase in photocurrent
from the indirect transition (see Fig. 5.3). This indicates that ∼25% of the short cir-
cuit current is coming from the indirect transition even though indirect absorption
happens at a much lower rate (see Fig. 5.3). The explanation can be found in the
solar spectrum of Fig. 5.1, which shows a much higher flux of photons with energies
below the direct band gap (h̄ω < 2.85 eV).

Considering again the IV-curves in Fig. 5.6a we see that also the open-circuit volt-
age is significantly underestimated without EPC. This underestimation is most pro-
nounced at higher temperatures, but already at 300 K one obtains VOC = 0.49 V
which is a ∼10% underestimation. This discrepancy in open-circuit voltage is re-
lated not only to the underestimation of the photocurrent, but also to the overesti-
mation of the "dark" current, without EPC. These results highlights the importance
of including EPC to capture the temperature dependent behavior properly.
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In Fig. 5.6a the short-circuit current is largely constant as a function of tempera-
ture while the open-circuit voltage is degraded for higher temperatures. This is due
to increased probability of carriers tunneling through the p-n junction via electron-
phonon scattering events at bias voltages below the band gap. In the case with no
EPC the increased current at higher temperatures comes from the temperature de-
pendence of the Fermi Dirac distribution alone.

Since we consider a thin-film silicon solar cell here, direct comparisons of the gener-
ated IV-curve to experimental measurements based on thick slabs of silicon would
not be meaningful. However, the open-circuit voltage is less sensitive to slab thick-
ness. As discussed in chapter 3, the temperature dependence of the open-circuit
voltage is often measured in experiments on solar cell devices to extract the activa-
tion energy ϕ of the main recombination channel. In chapter 3 Fig. 3.10c, we calcu-
lated the temperature dependent open-circuit voltage for the CZTS solar cell using a
continuum TCAD device model[44]. We now have the possibility of extracting these
graphs directly from first principles using the results shown in Fig. 5.6a. We can
therefore compare the temperature dependence of the open-circuit voltage to that
reported in the literature.

The obtained open-circuit voltage as a function of temperature with and without
EPC is shown in Fig. 5.6b. A least squares fit to a linear function is plotted along-
side the data points. For both cases we see the expected linear temperature de-
pendence. Extracting the activation energy ϕ, we get 1.1 V± 0.025 V with EPC and
1.08 V± 0.029 V without EPC both slightly below our calculated band gap. The ϕ
value below the band gap could be related to the narrowing of the band gap in the
center of the p-n junction seen in Fig. 5.2b. In Fig. 5.6b we also show experimental
open-circuit voltage values, measured by Huang et al.[132] on a crystalline silicon PV
module under simulated solar irradiation while controlling the cell temperature. We
see a good agreement with the experimental values when including EPC. The calcu-
lated values are slightly lower than experiments, which is expected due to the ultra
thin p-n junction considered here. Without including EPC we calculate even lower
open-circuit voltages at all temperatures. Measurements of the open-circuit voltage
performed at temperatures in the range 100-300 K under 1.1 sun illumination[133]
(not shown) also agree nicely with the values calculated including EPC.

5.3.4 Solar irradiance dependence

We will now consider the dependence on solar irradiance, which is often measured
in experiments. In Fig. 5.7 we show the calculated open-circuit voltage for different
light intensities and compare with experimental values from Huang et al.[132]. Here
we see a nice agreement between values calculated with EPC and the experimen-
tally measured values. The best agreement is seen at the lowest intensities which is
expected given the assumption of a weak field going into Eq. (5.4). The open-circuit
voltages calculated with no EPC do however not agree as well with experimental
values, highlighting once again the importance of EPC in this device.

5.3.5 Solar cell efficiency

Lastly we analyze how efficiently the considered silicon p-n junction converts solar
energy into electrical power. Figure 5.8 shows the power density for the p-n junction



5.3. Results and discussion 63

FIGURE 5.7: a) Open-circuit voltage as a function of light intensity
at 352 K. The calculational results including EPC were extrapolated
from the fitted line in Fig. 5.6b since we did not perform calculations

at the exact temperature measured in [132]. Taken from Paper 6.

FIGURE 5.8: Calculated power density as a function of applied volt-
age with (solid) and without (dashed) EPC for different temperatures.

Taken from Paper 6.

calculated with and without including EPC for different temperatures. The maxi-
mum power point, which is the applied bias voltage needed to generate maximum
power, is lower at all considered temperatures when EPC is not included. Further-
more, the calculated room temperature maximum power density is about a factor of
two higher when including EPC. Comparing the calculated maximum power of the
silicon p-n junction with the total solar irradiance (1000 Wm−2) we obtain a room
temperature conversion efficiency of 2%. This low efficiency is not surprising since
silicon solar cells with only a thin absorber layer, like the one considered, are known
to have low efficiency. This calls for alternative materials if material cost should be
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decreased by reducing absorber layer thickness. A potential ultra-thin 2D replace-
ment will be examined in the next chapter.

Using first order perturbation to calculate the photocurrent means that we ignore
all radiative recombination of photon-excited electron-hole pairs. This is because
such events are second-order processes involving two photons (and two phonons in
the case of an indirect transition). For the ultra-thin p-n junction, interacting with
a low intensity field considered here, the population of photo-excited electron-hole
pairs is low and this is a good approximation. Furthermore, we do not include the
attenuation of the light due to absorption. In practical terms this means that the
light intensity at the front and back of the solar cell is the same. For thin weakly
absorbing systems like the one considered here, the light intensity is not expected
to change dramatically over the device region. Both of these approximations would
however lead to a slight overestimation of the solar cell efficiency.

5.4 Summary

In this chapter we presented a computationally cheap method to obtain the phonon-
assisted photocurrent in large-scale devices from first-principles calculations. We
applied the method to a silicon solar cell device and demonstrated, by comparing
result with and without EPC, the impact of including EPC in order to properly de-
scribe the photocurrent due to an indirect transition. The temperature and intensity
dependence of the calculated open-circuit voltage was successfully compared to ex-
periments. The temperature dependence of the generated power and the solar cell
efficiency could also be extracted from the results. The results illustrate the piv-
otal role played by EPC in photocurrent modelling to avoid underestimation of the
open-circuit voltage, short-circuit current and maximum power.

5.4.1 Outlook

The developed method opens up for computational characterization of future pho-
tovoltaic devices including the combined effects of light-matter interaction, phonon-
assisted tunneling and the device potential at finite bias from first-principles simu-
lations. This method would be especially useful for the characterization of thin-film
solar cells, where absorber thickness is closer to the scales obtainable for first princi-
ples calculations. For the silicon system the treatment of EPC boosted the photocur-
rent due to phonon-assisted absorption over the indirect band gap. For direct band
gap thin-film solar cell the main role of EPC will likely be the thermal relaxation of
carriers or non-radiative recombination leading to lower photocurrent. However a
number of recent studies show that EPC plays a key role in the outstanding perfor-
mance of PV cells based on direct band gap perovskites which have gained close to
record efficiency in only a few years[135–138]. The investigation of perovskite based
solar cells including EPC as described in this chapter would therefore be of great sci-
entific value. In the following chapter we consider another promising new material,
namely the two-dimensional semiconductor Janus-MoSSe.
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Chapter 6

Devices in Janus MoSSe

Since the discovery of the two-dimensional (2D) material graphene by Konstantin
Novoselov and Andre Geim in 2004[139], scientific research into the electrical, ther-
mal, and mechanical properties of 2D materials has exploded and in 2010 the pair
was awarded a Nobel prize for their experiments on graphene. Graphene consists of
a single layer of carbon atoms arranged in a hexagonal lattice as shown in Fig. 1.2c in
chapter 1. Several additional 2D materials have since then been synthesized, most
notably the semiconducting transition-metal-dichalcogenide (TMD) MoS2 and the
insulating hexagonal Boron Nitride (hBN) (both also shown in Fig. 1.2c). A partic-
ularly interesting feature of these 2D materials is the possibility of stacking them in
various orders creating meta-materials with new interesting properties[5, 140–142].

The recent experimental realization of a new class of 2D materials exhibiting a built
in out-of-plane dipole, has received much attention for its potential usefulness for
solar water splitting[89–93]. Devices including this exciting new material have yet
to be fabricated in the lab or studied theoretically.

In this chapter, which covers the results of Paper 7, we present a first principles in-
vestigation of devices using monolayer and multilayer Janus MoSSe combined with
monolayers of graphene. We show that the use of conventional metallic electrodes in
Janus MoSSe devices presents major challenges and propose strategies to overcome
said challenges. Furthermore, it is found that Janus MoSSe can be used for record
high, homogenous non-destructive p- and n-doping of graphene monolayers. Fi-
nally, we calculate the cross-plane (cp) photocurrent generated by monolayer and
trilayer Janus MoSSe and compare to results from the silicon p-n junction studied in
the previous chapter.

6.1 Discovery of Janus MoSSe

In 2017 A.-Y. Lu et al.[89] reported the successful synthesis of a new TMD named
Janus MoSSe. The synthesis process is sketched in Fig. 6.1a-b. Starting from a mono-
layer of MoS2, all sulfur atoms were removed from only the top side of the mono-
layer, via H2 plasma stripping, and replaced with hydrogen, creating the intermedi-
ate product MoSH, which was found to be metallic. Using thermal selenization the
hydrogen was then replaced with selenium creating the Janus MoSSe layer. Using
energy-dependent X-ray photoelectron spectroscopy it was verified that the sulfur
had in fact only been replaced on one side. This can also be seen from the difference
in contrast between the sides in an STEM image (shown in Fig. 6.1c). Using angle-
resolved second harmonics generation it was discovered that the Janus MoSSe layer
has a built-in dipole in the cross-plane direction. Another paper, reporting the suc-
cessful synthesis of Janus MoSSe starting from MoSe2 and replacing the top layer of
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FIGURE 6.1: Synthesis of Janus MoSSe. a-b): Sketch showing the steps
involved in the synthesis of Janus MoSSe. At each step optical- and
atomic force microscopy images are shown at each step in the process.
c): Scanning transmission electron microscopy image of the sample
cross-section. The contrast in the is proportional to the square of the

atomic number. These figures were adapted from [89]

Se with S, has since been published[90]. This means that the material can now be
produced with either the Se or S side facing upwards.

6.2 Monolayer Janus MoSSe

The system setup and calculated band structure of a monolayer of Janus MoSSe is
shown in Fig. 6.2a-b1. We find a direct band gap located at the K and K′-points in
k-space in agreement with previous calculations[91] . The band gap is found to be
1.72 eV which corresponds nicely to the 1.77 eV optical band gap previously reported
due to strong excitonic effects which are common for 2D TMDs and not included in
our model2[89, 91]. Fig. 6.2c shows the electrostatic difference potential averaged
along the xy-plane as a function of the z-position and we see clearly the built-in cp
dipole field. The potential difference is found to be 0.66 eV. The cp dipole field, seen
in Fig. 6.2c, can be explained from the slight difference in the electronegativity of S
and Se atoms, which for a full layer results in an difference in workfunction between
the two sides. To accurately describe the asymmetric slab with a surface dipole,
density we employ Neumann boundary conditions at the vacuum boundaries when
solving the Poisson equation[141, 143]. Neumann boundary conditions allow for the
system to freely adjust the dipole field self-consistently.

1The electronic structure calculations were performed using DZP basis set and a 51x51 Monkhorst-
Pack k-point grid. LDA was used for the exchange-correlation potential. In the out of plane direction
over 30 Å of vacuum is included. We chose lattice parameters as calculated previously[91]. Atomic
coordinates were relaxed until all interatomic forces were below 0.02 eV/Å

2One could include excitonic effect through the Bethe–Salpeter equation, but this is computationally
demanding and beyond the scope of our study.
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FIGURE 6.2: Janus dipole mechanism. a) Band structure and b) Top
view of the unit cell of monolayer Janus MoSSe. c) Electrostatic dif-
ference potential averaged in the plane of monolayer Janus MoSSe
plotted as a function of the cross-plane position, z. Taken from Paper

7.
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FIGURE 6.3: a) Band structure of trilayer Janus MoSSe projected onto
the seperate layers. The structure is shown in the inset. Red, blue
and green lines represents projections on the top, middle and bottom
layers, respectively. The thickness of the lines indicates the weight
of the projections. b) Cross-plane channel: Bloch state isosurface of
the Γ-point state highlighted in a). c) In-plane channel: Bloch state
isosurface of the K-point state highlighted in a). We chose interlayer

distances as calculated previously[91]. Taken from Paper 7.
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6.3 Stacked Janus MoSSe

By stacking multiple Janus MoSSe layers on top of each other it is possible to stack
the dipoles of the individual layers creating a cp p-n junction as can be seen from
the projected band structure of the trilayer Janus MoSSe shown in Fig. 6.3a. The ef-
fect of stacking Janus MoSSe layers can be summarized as follows: The local band
structure of each added layer is shifted by 0.51 eV until both the conduction band
minimum and valence band maximum for the Janus MoSSe layers at the outer sur-
faces intersect the Fermi-level, which happens after the 4th layer is added. Adding
additional layers to the stack does not increase the dipole due to charge transfer be-
tween the top and bottom layers. Furthermore for stacked Janus MoSSe, the band
gap becomes indirect as the valence band maximum shifts from the K, K′-points to
the Γ-point. An interesting point which has not been discussed previously is the
behavior of the states around the Γ-point in the valence band. From Fig. 6.3a we see
that the effective mass (inverse curvature) of the valence bands around the Γ-point
increases significantly for the second layer and changes sign for the third layer. This
change is caused by the cp field between the layers and can be reversed by creating
an external field in the opposite direction of the built-in dipole using e.g. gates of
opposite polarity above and below the structure.

Another interesting feature of these Γ-point states is the mixing of projections on
them. Significant contributions from all three layers are seen at these points in the
projected band structure indicating that the states are delocalized in the cp direction
(the blue line is thinner at the Γ-point compared to the K-point due to contributions
from all three layers). In Fig. 6.3b we show the isosurface of the Bloch state located
near the Γ-point (marked by B in 6.3a). It is clear that this state is a cp-channel dis-
tributed across all layers of the system, but exhibits molecular orbital character in the
in-plane direction. In Fig. 6.3c we show the corresponding valence band state at the
K-point (marked by C 6.3a) with the same isovalue. In contrast to the Γ-point state,
the K-point state is an in-plane channel, very localized on the single Janus MoSSe
monolayer showing no delocalization in the cp-direction. The cp-channel will be
dominating the cp-transport, as shown later.

6.4 Graphene as electrodes for Janus MoSSe devices

The stacking of dipoles seen in these multilayer Janus MoSSe structures creates an
unique opportunity for creating atomically thin p-n junctions in the cp-direction for
use in photovoltaics (PV) applications. To facilitate such a device, connections to
metallic electrodes are necessary, however simply adding bulk metal electrodes to
the top and bottom layer would completely screen the built-in dipole ruining the
p-n junction. A detailed investigation of this screening can be found in the support-
ing information of Paper 7. This screening could turn out to be a major challenge
not only in simulating transport properties of Janus materials, but also in creating
devices based on exploiting the built-in cp dipole.

We expect 2D materials to screen the cp fields less efficiently and therefore choose to
investigate the effect of adding graphene monolayers to the top and bottom of mul-
tilayer Janus MoSSe. Fig. 6.4a-c shows the structure and projected band structure
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FIGURE 6.4: a) Top view of a 2D hexagonal supercell of a graphene-
Janus MoSSe stack. b) Side view of trilayer Janus MoSSe sandwiched
between graphene. c) Projected band structure of trilayer Janus
MoSSe with graphene added on top and at the bottom. d) Energy-
shift between the two graphene Dirac-points for varying number of

Janus layers. Taken from Paper 7.

of trilayer Janus MoSSe with graphene (electrodes) added to the top and bottom3.
The commensurate, hexagonal supercell of graphene on top of Janus MoSSe shown
in Fig. 6.4a could be obtained with four and seven repetitions of the Janus MoSSe
and graphene unit cells, respectively. Graphene is under compressive strain of ∼1%
in this supercell. We choose to strain only graphene since we are interested in the
details of the Janus MoSSe electronic structure while graphene is simply used as a
lead. The projected band structure in Fig. 6.4c shows that while some screening oc-
curs, the dipole mostly survives. As indicated in the band structure, the difference in
energy between the states localized on adjacent Janus MoSSe layers is reduced from
0.51 eV to 0.38 eV as a result of adding graphene on either side. We therefore con-
clude that graphene electrodes are a promising solution to contacting Janus MoSSe
without screening the cp-dipole.

6.4.1 Graphene doping

Interestingly, as seen in Fig. 6.4c the graphene layers are doped p- and n-type on
the top and bottom respectively. In fact, the charge neutrality point in the graphene
sheets are separated by 0.67 eV by the intense field created by the trilayer Janus
MoSSe structure. Fig. 6.4d shows the difference in energy between the charge neu-
trality points in the top and bottom graphene layer as the number of Janus MoSSe
layers is increased. The doping effect is seen to increase up to a ∼0.75 eV sepa-
ration of the charge neutrality points for five layers of Janus MoSSe which is a very
high homogeneous doping of graphene. This effect could be used to effectively dope
graphene in a non-intrusive way, where no dopant atoms need to be implanted in the

3For this calculation we use a 26x26 Monkhorst-Pack k-point grid.
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FIGURE 6.5: a) Envisioned device with graphene and Janus stacks to
avoid dipole cancellation and achieve an abrupt p-n junction. b) Pro-
jected band structure of monolayer Janus MoSSe with graphene on
top and at the bottom. Red, blue and green lines represents projec-
tions on to the first, second and third Janus MoSSe layer respectively.
Yellow and cyan lines represent projection onto the top and bottom
graphene layer, respectively. c) Electron transmission from the left
bottom graphene electrode to the right top graphene electrode. d)
IV-characteristics[144] of the graphene-Janus stacked device at 300 K.
The current is evaluated from the zero bias transmission function.

Taken from Paper 7.
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pristine graphene sheet and the doping can be controlled by the number of stacked
Janus MoSSe layers used. The maximum Fermi-level shift in either graphene layer
of ∼0.4 eV corresponds to a carrier density of 1× 1013cm−2. This is an order of mag-
nitude higher than what can usually be achieved using molecular doping[145] or
backgates[146]. It is however still lower than the ultrahigh carrier densities obtained
using electrolytic gating[147, 148]. Even for a monolayer of Janus MoSSe, we see
in Fig. 6.4d that a remarkable 0.4 eV shift in energy occurs between the graphene
sheets, which are separated by less than 1 nm. As such, stacked Janus MoSSe struc-
tures provide a promising opportunity for creating abrupt cross-plane p-n junctions,
which previously required complex double-gated configurations[149]. Furthermore
the homogeneity of the doping far exceeds what can be expected using electrolytic
or ionic gating. We also note that in the stacked configuration shown in Fig. 6.4b, the
top doped graphene layer should be accessible to scanning probe measurements.

6.4.2 Cross-plane transport calculations

To check that a current can be injected from the doped graphene layers through Janus
MoSSe, we imagine a device like the one shown in 6.5a where a monolayer of Janus
MoSSe is contacted at the top and bottom by graphene electrodes. To calculate the
cp-transmission we use a modified version of the well-known Landauer expression
Eq. (2.17)

Tcp = Tr{ΓBLGΓTRG†}, (6.1)

where G is the Green’s function of the device and ΓBL/TR is the broadening coming
from the bottom left and top right graphene electrodes, respectively. The ΓBL/TR are
obtained from the full right and left spectral broadening matrices ΓL/R by setting
columns and rows in the matrices related to the orbital indices of the Janus MoSSe
layer and the top/bottom graphene layer to zero. This procedure avoids the detailed
treatment of the Janus MoSSe edges and graphene edges.

Fig. 6.5c shows Tcp for the imagined device. Fig. 6.5b shows the projected band struc-
ture of the device. Clearly transmission channels are available at energies outside the
Janus MoSSe gap where states are available in all three monolayers4. A very small
transmission due to tunneling directly from one graphene layer to the other is also
seen at the Fermi-level where the graphene cones intersect (not visible in Fig. 6.5c).
In Fig. 6.5d we show the cp-current calculated from the cp-transmission which has
a low bias regime dominated by graphene-to-graphene tunneling and a high bias
regime where the current flows through the Janus MoSSe layer.

6.5 Janus MoSSe solar cell

Now that we have shown that a connection can be made to graphene electrodes
without screening the cp dipole of Janus MoSSe, we move on to consider the pho-
tocurrent due to the cp p-n junction in trilayer Janus MoSSe. As drawn in Fig. 6.6a
we remove the graphene electrodes, and consider instead transport directly from the

4Transmission calculations for the graphene-MoSSe-graphene device are performed using 101 k-
points in the transverse direction.
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FIGURE 6.6: a) Trilayer Janus MoSSe device structure used to calcu-
late transmission from the top to the bottom layer. b) Out-of-plane
transmission for different values of the gate voltage illustrating the

tunability of the cp-channel. Taken from Paper 7.

top left to the bottom right Janus MoSSe layer, to make the calculations computation-
ally feasible5. This corresponds to considering a device where graphene electrodes
are connected far away from the photo-active region of Janus MoSSe or considered
completely transparent.

To investigate the tunability of the cp-transport, we add metallic regions (gates)
above and below the device seperated by 40 Å. We applied a voltage of posi-
tive/negative polarity to the top/bottom gate to apply a field in the opposite direc-
tion of the cp-dipole in Janus MoSSe. The cp-transmission calculated using Eq. (6.1)
is shown in Fig. 6.6b for three different gate voltages. For the cp-transmission with
zero gate voltage, there is a peak in transmission at -0.67 eV (indicated by a blue ar-
row). This peak is directly related to the cp-channel identified earlier. The nearly
dispersionless band of the cp-channel, leads to a Van Hove like singularity in the
transmission.

As the gate voltage is increased, an electric field opposite to the built-in dipole is
induced. As a result, the dispersion of the cp-channel band is increased and the re-
lated peak in the transmission is reduced (see Fig. 6.6b). As the gate is increased, an
additional peak in transmission emerges at a lower energy (indicated by a red arrow
in Fig. 6.6b). This peak is related to the valence state at the Γ-point with negative
dispersion in Fig. 6.3a. The effective mass of this bands is tuned due to the increased

5Transmission calculations for the trilayer Janus MoSSe device are performed using 301 k-points in
the transverse direction.
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FIGURE 6.7: a) Photocurrent density[144] as a function of photon en-
ergy for the trilayer structure shown in Fig. 6.6. The current was at
each energy weighted by the flux of the solar AM1.5 reference spec-
trum[128]. b) Photon mediated transmission as a function of energy
for the 2.5 eV photon. The full k-averaged transmission shows a dom-
inant peak at 1.83 eV which is traced back to the cp-channel in a region
around the Γ-point as illustrated by the Γ-point transmission. Taken

from Paper 7.

gate voltage making it nearly dispersionless, thus creating a new cp-channel replac-
ing the previous one. This highlights how it is possible to tune the cp-transport
properties heavily using a gate.

The cp-photocurrent is plotted in Fig. 6.7a for a bilayer and trilayer of Janus MoSSe
and compared to the photocurrent of the 19.6 nm silicon p-n junction from the previ-
ous chapter. The cp-photocurrent was calculated using Eq. (5.13), but with modified
photon mediated transmissions where α = LB, RT, β = LB, RT, and ALB/TR =
GΓLB/TRG†. We see in Fig. 6.7a that the ultrathin (0.5-1 nm) cp p-n junction in the
Janus MoSSe devices generates a higher photocurrent than the 19.6 nm thick silicon
device over a broad range of the photon energies found in sunlight (see Fig. 5.1)6. As
such Janus MoSSe shows great promise for PV applications. Interestingly we see that
the cp-photocurrent is nearly independent of the thickness of the MoSSe stack; the
increased absorption of light due to an additional layer of Janus MoSSe comes with a
reduction in transmission from the top to the bottom layer, resulting in little change
of the cp-photocurrent. To improve the photocurrent one could instead stack sev-
eral bilayer Janus MoSSe devices separated e.g. by hBN layers. We notice in Fig. 6.7a
a cp-photocurrent coming from photon energies below the calculated 1.72 eV band

6The photocurrent of the silicon p-n junction was calculated including EPC. For the Janus MoSSe
devices we do not include EPC.
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gap of monolayer Janus MoSSe. These contributions come from interlayer excita-
tions where an electron-hole pair is created in different layers of the device. As such,
multilayer Janus MoSSe devices generate a photocurrent in the same energy range
as silicon even though the optical band gap of Janus MoSSe is ∼ 0.6 eV higher.

In Fig. 6.7b we show the full (k-point averaged) and Γ-point photon mediated cp-
transmission T − as a function of energy for h̄ω = 2.5 eV (T + is zero at this photon
energy). We see that the highest transmission is found for an energy of 1.83 eV, which
is the final state energy of an excitation starting from the cp-channel at the Γ-point.
The Γ-point transmission in Fig. 6.7b confirms that this transmission comes from the
cp-channel. We therefore conclude that the cp-photocurrent is dominated by trans-
mission through the the cp-channel.

At photon energies above 2.5 eV the cp-photocurrent starts to fall of in both Janus
MoSSe devices. This can be explained by considering the trilayer Janus MoSSe band
structure in Fig. 6.3a. Starting from the cp-channel energy (point B in Fig. 6.3a), for
photons with energies above 2.5 eV, one enters a regime where no final-state bands
are available in the n-type bottom layer electrode (green lines). As such the dom-
inating contribution to the cp-photocurrent is suppressed and the photocurrent is
reduced. At photon energies above 3 eV T + becomes nonzero and a competing
cp-photocurrent contribution going in the opposite direction is introduced, as elec-
trons can be excited from the bottom (n-type) Janus MoSSe layer to the top (p-type)
layer. For photon energies above 3.2 eV the cp-channel photocurrent contribution
changes direction and the photocurrent quickly falls of and eventually changes sign
(not shown in Fig. 6.7a). This peculiar behavior is not critical for PV applications
since the sunlight photon flux at these high energies is minimal (see Fig. 5.1). We
note that such effects can only be captured using transport calculations since the ab-
sorption spectrum, which is often calculated using first principles, is not directional.
According to our result, combining thin-film silicon solar cells with few layer Janus
MoSSe could improve the broad spectrum absorption of light. A few layers of Janus
MoSSe could e.g. be fabricated on the backside of a thin-film silicon solar cell to
combat the problem of weak absorption due to the indirect transition.

6.6 Summary

In this chapter we have investigated three new device concepts based on the built-
in cross plane dipole of 2D Janus MoSSe: An unprecedented homogeneous dipole
doping effect for graphene stacked on top and below Janus MoSSe layers, the use of
graphene electrodes to avoid suppression of the built-in cross plane dipole, and gate-
tunable cross plane channels dominating transport and the photocurrent response.

6.6.1 Outlook

We focused in this chapter on the Janus material MoSSe due to its recent discov-
ery. However, candidate materials with similar properties can be found in databases
of emerging 2D materials based on first principles stability calculations[142]. For
instance the materials Janus CrSSe and Janus ZrSSe should both be thermally and
dynamically stable and have band gaps of 0.5 eV and 0.8 eV, respectively. Further-
more, the synthesis process outlined in Fig. 6.1 opens up for possible future nanos-
tructuring of Janus MoSSe by e.g. covering parts of the initial MoS2 layer (with hBN
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or graphene) during the plasma stripping, or during selenization, to leave areas of
MoS2 or the metallic MoSH. Such nanostructuring combined with stacking could
lead to a plethora of new interesting devices as seen previously for other 2D materi-
als[5, 150, 151].
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Chapter 7

Calibrating TCAD simulations
with confined DFT bandstructure

In previous chapters we have presented and investigated first principles methods to
improve TCAD modeling. In chapter 3 we took a multiscale approach, describing
critical parts of the device from first principles, and using the effective mass model
to describe the electronic structure of the separate materials of the device. In con-
tinuum models like the effective mass model, the parameters are most commonly
fitted to reproduce a material band structure in the bulk. However sometimes the
materials used are themselves not bulk-like, like for instance in nanowires or slabs.
In such nanoscaled systems, the electrons are confined by the device geometry and
the confinement changes the band structure of the electrons. Therefore, the values
of the effective mass and non-parabolicity parameters determined from first prin-
ciples calculations of a bulk system, often cannot be used to construct an accurate
description of the confined device. Furthermore it can be very difficult, costly, and
sometimes impossible, to obtain reliable experimental data for such parameters for
relevant device geometries.

In this chapter we present an automated approach to sorting a band structure of
a confined system obtained from first principles according to ladders of subbands.
The results serve as a proof of concept for the matching procedure used to sort the
bands. The chapter accounts for the method described in the patent application in
Appendix B. Using the macroscopic symmetry of the states resulting from an effec-
tive mass model we can identify bands in the DFT band structure that are subbands
of bulk states occurring due to confinement. These ladders can subsequently be fit-
ted to obtain parameters giving an accurate description of the confined DFT band
structure.

7.1 The band structure of confined systems

In a system confined along one, two or three dimensions, i.e. a slab, a nanowire or a
quantum dot, only quantized values of wave vectors kn are allowed in the confined
direction. Under the assumption of infinite potential walls in the confined directions
the allowed wave vectors are kn = nπ/W where W is the width of the potential well
and n = 1, 2, 3....

If we consider a square nanowire confined along the x and y directions, inserting
these quantized wave vectors into the expression for the band structure given by the
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FIGURE 7.1: a) Sketch showing the effects of confinement on the semi-
conductor band structure. b) Left: InAs bulk band structure as calcu-
lated uing DFT. Right: Band structure of a 7x7 nm square [110] InAs

nanowire.

anisotropic parabolic effective mass model Eq. (2.5) yields

εnx ,ny(kz) =
h̄2n2

xπ2

2m∗xW2 +
h̄2n2

yπ2

2m∗yW2 +
h̄2k2

z
2m∗z

, (7.1)

where we have defined the bulk conduction band minimum energy as zero. The
effects of confinement seen in the above equation are illustrated in Fig. 7.1a. The
band gap is increased by

∆Egap =
h̄2π2

2m∗xW2 +
h̄2π2

2m∗yW2 (7.2)

and subbands emerge for each parabola in the bulk band structure forming band
ladders.

Fig. 7.1b shows the effect of confinement in a real DFT calculation of bulk InAs (left)
and a 7 nm nanowire of InAs (right). We see the increase in CBM energy due to the
confinement, and two separate ladders of subbands (labeled in the figure).
The parabolic effective mass model only describes the InAs band structure well in
the close vicinity of the minimum, and the subband energies are not captured prop-
erly. Including non-parabolicity in the transport direction through the parameter α
in the following way

εα
nk(1 + αεα

nk) = εnk, (7.3)
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the description of the bulk band structure is greatly improved. Furthermore the dis-
persion of the lowest subband in the confined band structure can also be captured
approximately. The description of higher lying subbands is also improved if the
non-parabolicity is included in all directions[152]. An improved description of the
bands can also be obtained using full zone k · p models, at a reasonable computa-
tional cost[153–155]. These model are however still typically fitted to the bulk band
structure and as such have their limitations for ultrascaled systems.

The description of the confined band structure in Fig. 7.1b could be further improved
by fitting an effective mass solution (or a k · p model) of the confined system directly
to the subband ladders in the DFT band structure of the confined system. However
in order to facilitate such a fitting procedure one must first find a method to iden-
tify and separate the ladders of subbands in the complex myriad of DFT bands. We
have developed and implemented in QuantumATK[4] such a method based on the
macroscopic symmetry of the Kohn-Sham wavefunction of the DFT calculation.

7.2 Description of the multiband fitting approach

In Fig. 7.2a we outline the work flow of generating an effective mass model for a
nanoscaled system, with DFT level accuracy of the band structure. We use the ex-
ample of a 4.5 nm [110] SiNW transistor device using a wrap around gate1. A DFT
model of the confined SiNW is setup and solved (step 1)2. An effective mass model
using the confinement potential obtained from DFT, is then setup and solved to gen-
erate the effective mass wavefunctions ψ̃m of the confined system (step 2). Here the
indices nx, ny have been collected into a single subband index m = 0, 1, 2, 3... Us-
ing the macroscopic symmetry of these effective mass wavefunctions the DFT band
structure of the SiNW is sorted into ladders of subbands (step 3).

Finally the confined effective mass model is fitted to the ladders of the DFT band
structure (step 4). Since setting up the DFT and effective mass models is straight
forward, the main development of the work flow outlined above is the sorting of
the DFT SiNW band structure in step 3. In the following section we account for the
algorithm as we implemented it in the QuantumATK software.

7.3 Sorting algorithm

The sorting algorithm is illustrated in Fig. 7.2b. The input of the algorithm is the
energies and wavefunctions from the DFT model and effective mass model of the
confined system denoted En, ψn, Ẽm and ψ̃m respectively. The first step of the algo-
rithm is to select the lowest energy conduction band n0 of the DFT band structure
which has not yet been matched; for the first iteration this is simply the lowest en-
ergy conduction band. The second step is to select the lowest energy effective mass
subband m = 0. These two bands are now matched to each other.

The objective of the algorithm is to match all of the remaining relevant DFT bands to

1We consider only the conduction band although a similar procedure could be performed for the
valence bands.

2Throughout this chapter we used hydrogen to passivate the semiconductor surfaces. For InAs we
use pseudo-hydrogen[156].
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FIGURE 7.2: a) Suggested work flow of an approach to calibrating
TCAD tools based on the effective mass model with DFT calculations
in confined systems. b) Algorithm used to sort the DFT band struc-

ture of a confined system into ladders of subbands.

effective mass subbands3. For this purpose, a projector function Pmn0
n is introduced

in step three. The projector function is used to identify the DFT wavefunction ψn0

which has the same relative change to ψn0 that the effective mass wavefunction ψ̃m
has to ψ̃0, thus, the aim is to find the DFT wavefunction that best fulfills the equation

ψn

ψn0

≈ ψ̃m

ψ̃0
. (7.4)

We therefore construct a trial wavefunction ψtrial
nm = φ̃mψn0 where φ̃m = ψ̃m

ψ̃0
. Such a

trial wavefunction will have the same local atomic behavior as ψn0 , but the macro-
scopic behavior of the effective mass wavefunction ψ̃m.

The projector function constitutes the projection of this trial function onto all the
DFT wavefunctions

Pmn0
n =

〈
ψn|ψtrial

mn0

〉
. (7.5)

3The relevant bands, are those within a chosen energy range above the CBM
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The values of the projector function indicates how much the DFT wavefunction re-
sembles the trial function, and thus how well it fulfills Eq. (7.4). In step four the DFT
states n with the highest projector function value Pmn0

n are matched to the effective
mass subband m as subbands of n0. The next step is to check if all relevant DFT states
n have been matched. If they have, the sorting is completed and the list of subbands
in the DFT band structure is returned. If not the algorithm returns to step one and
the lowest energy conduction band which has not yet been matched is assumed to
be the lowest subband of a new ladder in the DFT band structure. The algorithm
continuous until all relevant DFT bands n are matched to effective mass subband m
as the subbands of a DFT ladder with lowest energy subband n0. This procedure is
carried out at each k-point in the vicinity of the conduction band minima to generate
a sorted band structure.

At certain k-points, the lowest energy DFT band n0 of a ladder may intersect with
another band in the band structure. To keep track of n0 we therefore choose n0, at a
given k-point denoted by k1, to be the band n with the highest projection 〈ψn(k1)|ψn0(kmin)〉
where kmin is the k-point at the valley minimum.

7.3.1 Effective mass model

An important part of the sorting algorithm is the effective mass model used for the
matching procedure. In this section we account for the effective mass model as we
implemented it in the QuantumATK software.

As introduced in chapter 2, the effective mass model is an approximation to the
electronic structure close to a conduction band minima. In it, the electronic bands
are approximated as parabolic in all directions. As such for the anisotropic effec-
tive mass model, the single particle time-independent Schrödinger equation can be
written as[157, 158]

− h̄2

2

(
1

m∗x

∂2

∂x2 +
1

m∗y

∂2

∂y2 +
1

m∗z

∂2

∂z2 + V(r)

)
ψm(r) = Emψm(r), (7.6)

where V(r) is the potential energy and we have chosen our coordinate system (x, y, z)
along the principal axis of a constant-energy ellipsoid of the semiconductor.

If we consider now a regular real-space grid of (Nx, Ny, Nz) nodes denoted by the
subscripts i, j and l respectively, the finite difference approximation for Eq. (7.6) ex-
pressed for node [i, j, l] is given by[159]

− h̄2

2m∗xa2
x
[ψ̃i+1,j,l + ψ̃i−1,j,l − 2ψ̃i,j,l ]−

h̄2

2m∗ya2
y
[ψ̃i,j+1,l + ψ̃i,j−1,l − 2ψ̃i,j,l ]

− h̄2

2m∗z a2
z
[ψ̃i,j,l+1 + ψ̃i,j,l−1 − 2ψ̃i,j,l ] + [Vi,j,l − E]ψ̃i,j,l = 0, (7.7)

where we recognize the coupling terms in the x, y and z directions given by

tx = − h̄2

2m∗xa2
x

, ty = − h̄2

2m∗ya2
y

, tz = −
h̄2

2m∗z a2
z

, (7.8)
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FIGURE 7.3: Silicon nanowire system cross section together with the
confinement potential extracted from the DFT calculation and used to

setup the effective mass model.

and the onsite potential of each node εi,j,l = Vi,j,l − E. To accurately model the con-
finement potential shape, we use the effective potential from the DFT calculation
as V(x, y, z) when setting up the effective mass model. To remove the atomic-scale
variations of the effective potential we use a box average. The resulting Vx,y,z of the
SiNW as defined on the regular grid of the effective mass model is shown in Fig. 7.3
together with the cross section of the SiNW4. We see that the confinement potential
accurately describes the shape of the nanowire. The number of grid points in each
confined direction are chosen by the user and effects the precision with which the
confinement potential is reproduced. The effective masses used for the sorting al-
gorithm, could be the bulk effective masses as obtained from experiments or DFT
calculations on the bulk system5.

7.3.2 Results

In Fig. 7.4 we show the effective mass model wavefunctions ψ̃m and related func-
tions φ̃m obtained using the confinement potential shown in Fig. 7.3. We see the first
and second subbands of the effective mass model have the expected wavefunction
symmetry for the quantum particle in a potential well.

For the two ladders n = 0, 1 at the Γ-point in the DFT band structure of the SiNW we
show in Fig. 7.4 the DFT wavefunctions ψnm of the three lowest subbands m = 0, 1, 2
identified using the matching procedure described in this section. We see clearly
the atomic-scale symmetry of the DFT wavefunctions and how it is shared amongst
the subbands of a specific ladder. We also see how the macroscopic symmetry of
the subbands are identical to those of the effective mass model states, and seem-
ingly unrelated to the atomic-scale symmetry of each ladder. One can imagine look-
ing at the wavefunctions in Fig. 7.4 how calculating for example the trial function
ψtrial

01 = ψ00φ̃1, would result in a wavefunction very similar to ψ01. This is exactly the
behavior we are taking advantage of in our algorithm.

4For the SiNW we used GGA-1/2 with the SG15-low basis set and 1x1x11 k-points to evaluate the
electronic structure.

5In our calculations we chose m∗x = m∗y = m∗z = 0.5, for the effective mass model used in the sorting
algorithm. The real-space grid was chosen so that nodes were separated by ∼ 4 Å in all directions.
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FIGURE 7.4: Silicon nanowire system cross section together with the
eigenstates of the three lowest energy subbands of the generated ef-
fective mass model labeled ψ̃m. To the left are the function φ̃m used to
setup the trial function in the sorting algorithm. To the right are the
blochstates of the corresponding matched subbands of the DFT cal-
culation labeled ψnm where n denoted the ladder and m denotes the

subband.

The identified ladders in the electronic DFT band structure of the SiNW are shown in
Fig. 7.5a. The black lines are the electronic bands obtained from DFT. The blue and
red lines indicate the subbands of the identified ladders at the two minima in the
SiNW band structure. Notice how the sorting algorithm keeps track of the matched
bands even as bands cross in the band structure. The three lowest energy matched
bands at the Γ-point are the states with the wavefunctions shown in Fig. 7.4. We see
in Fig. 7.5a that the matching procedure works also for the conduction band minima
with non-zero wave vector. It is clear from Fig. 7.5a that for each minima two nearly
degenerate ladders are found.

7.3.3 Checking the quality of the match

During the matching procedure false matches can occur. A false match is when the
wavefunction with the highest value of the projecter Pm,n0

n is not the subband m of
ladder n which was searched for. It is therefore crucial to have a value indicating the
quality of a given match. The value of the projector function can be a good indicator
of the quality of the projection. However, in cases were for example the DFT wave-
functions vary rapidly at the atomic-scale or when the shape of the confinement
potential is particularly complex, all of the projections may be of low value, making
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FIGURE 7.6: a) The three lowest energy bands near the Γ point in the
DFT band structure of the 4.5 [110] SiNW system(dashed black), to-
gether with the corresponding band structure of effective mass mod-
els fitted to one (red), two (blue), or three (green) of the DFT subbands
shown. b) Same fits to the off-Γ valley. c) Effective mass bands (red)
obtained by fitting to the two lowest energy subbands of both val-
leys at the same time, together with the DFT band structure (dashed

black).

it hard to find any good matches. We therefore use instead the ratio between the sec-
ond best and the best projection obtained, which is a number in the range between
0 and 1. A value close to zero indicates a match of high confidence.

As described above the algorithm identifies new ladders via unmatched bands. As
such it is necessary to specify a tolerance for the quality of the matches at the begin-
ning of the matching algorithm.

In Fig. 7.5b we show the conduction bands of the SiNW with identified ladders be-
fore invoking minimum tolerance for the quality of matches. We see that some of
the identified bands are discontinuous before demanding a certain quality of the
matches. After specifying a tolerance of error we see in Fig. 7.5a that the discontinu-
ities are removed and the identified bands follow the expected dispersion6.

6The specified ratio tolerance of 0.4 means that the highest projector function value should be at
least 2.5 times larger than the second highest value.
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7.4 Fitting to the sorted bands

Having successfully sorted the DFT band structure into ladders of subbands, we can
now move on to the final step of the work flow shown in Fig. 7.2a and fit the effective
mass TCAD model to the DFT subband ladders. As a proof of concept we here fit
the bands of the simple effective mass model outlined in section 7.3.1 with an added
non-parabolicity term from Eq. (7.3) to the extracted DFT ladders.

For this purpose we use least-squares fitting to minimize the expression

βn = ∑
m,i

wm(Ẽm(ki)− Enm(ki))
2 (7.9)

where Enm(ki) are the matched DFT subbands of a specific ladder n evaluated at k-
points ki and wm are weights with value between 0 and 1.

Fig. 7.6a shows the obtained fit for a ladder at the Γ-point of the 4.5 nm SiNW to-
gether with the matched DFT subbands (dashed black line). The red solid line is the
effective mass model band structure obtained by fitting only to the lowest energy
subband i.e. w0 = 1 and wm = 0 for all m > 0. We see, as expected, that the lowest
energy subband of the effective mass model fits nicely to the lowest energy subband
of the DFT band structure, but subbands 1 and 2 are not well described. Interest-
ingly subbands 1 and 2 of the effective mass model are degenerate and only slightly
higher in energy than the lowest energy subband. This could be problematic since
it leads to erroneous DOS close to the CBM, which impacts the transport properties.
The green line in Fig. 7.6a is the effective mass model band structure obtained by
using w0 = w1 = 1 and wm = 0 for all m > 1. As expected the two lowest subbands
of the DFT ladder are well described with the obtained effective mass model. The
obtained subbands of the fitted effective mass model with m = 1 and m = 2 are once
again degenerate. The effective mass model used to obtain the bands illustrated by
blue lines in Fig. 7.6a was fitted with w0 = w1 = w2 = 1 and wm = 0 for all m > 2.
The effective mass description of the third subband is improved, however the fit to
the lowest subband is not as good as with the previous models. We hereby see that
fitting more bands comes with the price of lower accuracy for each individual band.
Fig. 7.6b show the same plots, but for a DFT ladder at the minima away from the
Γ-point. Here the obtained m = 1 and m = 2 subband are never degenerate, but
otherwise the fits behave qualitatively the same as for the Γ-point valley.

7.5 Results and discussion

Fitting the DFT ladders at both valleys in the SiNW band structure at the same time,
and fitting also the the difference in energy between the valleys, we obtain the ef-
fective mass bands shown in Fig. 7.6c (red line)7. We observe from Fig. 7.6c that
we can get a fair representation of the DFT band structure including higher energy
subbands using a simple effective mass model, as we did here. With this fitted effec-
tive mass model it is now possible to perform transistor level transport simulation
cheaply. The calculated anisotropic effective masses and non-parabolicity parame-
ters are listed in Table 7.1.

To illustrate that the sorting algorithm is not system specific and can be used to

7For this fit we used w0 = w1 = 1 and wm = 0 for m > 1.
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FIGURE 7.7: Results of the sorting algorithm (a-d) and subsequent fit-
ting (e-h) of an effective mass model to the band structure of various
confined InAs systems. The solid black lines plot the DFT band struc-
ture of the systems shown in the insets, the solid red and blue lines
in (a-d) plot the sorted ladders of subbands obtained from the sorting
algorithm, the dashed red and blue lines in (e-h) plot the bands ob-
tained from the effective mass model fitted to the ladders. The result
in (a) and (e) are for a 5x5 nm square InAs nanowire. The result in (b)
and (f) are for a 3x3 nm square InAs nanowire. The result in (c) and
(g) are for a 2.5x6.5 nm InAs Fin. The result in (d) and (h) are for a

7.3 nm InAs slab.

Valley m∗x (m0) m∗y (m0) m∗z (m0) α (eV−1)
Γ 0.44 0.39 0.11 2.33
Off-Γ 0.32 0.32 0.35 1.12

TABLE 7.1: Effective masses and non-parabolicity parameters calcu-
lated for the two valleys in the 4.5 nm SiNW band structure.

generate effective mass models for many confined systems we show in Fig. 7.7a-d
the result of the band sorting applied to confined InAs structures8. We see that the
sorting is equally successful for wires of different sizes and geometries, and for slabs.

In Fig. 7.7e-h we show how all of the indentified DFT ladders can be fitted to ef-
fective mass models.9 In the 5 nm InAs nanowire band structure (Fig. 7.7a) we see
that the two subbands of the ladder indicated by blue lines intersect. We also see
that our effective mass model fails to describe this intersection (see Fig. 7.7e). This

8For the InAs systems we used meta-GGA with a c-parameter of 0.91 and 1x1x9 k-points to evaluate
the electronic structure.

9We used here the same settings as for the SiNW sorting run. The effective mass model was fitted
to the three lowest subbands. The non-parabolicity parameter was kept fixed to the bulk value of
3.13 eV−1
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is due to the assumption going into Eq. (7.6) that our coordinate system falls along
the principal axis of a constant-energy ellipsoid of the semiconductor, which results
in only having three effective masses (m∗x, m∗y, m∗z ). A more general description in-
cludes cross terms (m∗xy, m∗yz, m∗xz) and the effective mass becomes a 3x3 tensor[157,
159]. The calculated anisotropic effective masses for the systems shown in Fig. 7.7a-d
are listed in Table 7.2. We note that the extracted effective masses for the small 3 nm
nanowire differs the most from the calculated bulk effective mass (0.023m0).

System m∗x (m0) m∗y (m0) m∗z (m0)
5.0x5.0 nm InAs-NW 0.034 0.026 0.037
3.0x3.0 nm InAs-NW 0.049 0.028 0.041
2.5x6.5 nm InAs-Fin 0.025 0.022 0.022
7.3 nm InAs-slab 0.032 0.035

TABLE 7.2: Effective masses calculated for first ladder in the Γ-valley
of the systems shown in Fig. 7.7a-d.

7.6 Summary

We have presented an automated approach to sorting the DFT band structure into
ladders of subbands created due to confinement. This sorting enables the direct
fitting of effective mass models to the DFT band structure of nanoscaled systems
including the confinement subbands. Implementing in the QuantumATK software
a simple effective mass model solved on a real-space grid, we illustrate how such a
fitting can be done and how the resulting effective mass bands follow those of the
first principles DFT calculation in many different confined systems.
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Chapter 8

Summary

Technology computer aided design (TCAD) tools are important in the design of new
devices and circuits to support the miniaturization of electronics. TCAD tools are
used in optimization at the circuit level with compact models calculating the be-
havior of massive networks of logic devices and interconnects. At the device level
models like drift-diffusion (DD) and the Boltzmann transport equation (BTE) adopt-
ing a continuum description of the considered materials are used to benchmark de-
vice performance. These models are based on input parameters typically extracted
experimentally or from first principles calculations on bulk materials at the atomic
level. The interpretation of TCAD simulations benefits greatly from the interplay be-
tween these different levels of abstraction. However, while the connection between
the circuit level and device level is well established, atomic level calculations are
still mostly being used to extract basic parameters like effective masses from bulk
materials. With the continued downscaling of electronics, these bulk parameters are
becoming less and less useful.

This thesis focuses on the connection between first principles atomic scale calcu-
lations and the device level models. Various novel methods to extract parameters
for device level simulation tools are developed and benchmarked against existing
methods and experimental measurements. We also go beyond parameter extrac-
tion and benchmark the performance of ultrascaled electronic devices directly from
atomic scale calculations. First principles transport calculations are carried out us-
ing density functional theory (DFT) combined with nonequilibrium Green’s func-
tions (NEGF). In DFT-NEGF calculations one considers semi-infinite "electrodes" at
either side of an interacting device region. This setup is ideal for the study of in-
terfaces since it allows for the construction of a single interface between two bulk
crystals. Taking advantage of this, we carried out a multiscale study of the promis-
ing CZTS(e) thin-film solar cell including, in device level simulations of the full solar
cell, details of the CZTS(e)/CdS interface extracted from first principles. We found
that the low efficiency seen in CZTSe solar cells could be explained from a large
conduction band offset between CZTSe and CdS serving as a blockade for electron
transport. For CZTS we discover a narrowing of the band gap near the CZTS/CdS
interface leading to open-circuit voltage loss and low efficiency. This new knowl-
edge allows us to suggest methods to improve efficiency in CZTS(e) thin-film solar
cells.
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We then develop a novel memory efficient approach to calculating the phonon-
limited mobility using molecular dynamics (MD) simulation together with DFT-
NEGF transmission calculations. We compare the calculated mobilities to state-
of-the-art first principles calculations and experiments for one-, two-, and three-
dimensional, metallic and semiconducting systems with good agreement over sev-
eral orders of magnitude.

Another main result of the thesis is the calculation of the total current of a thin-film
silicon solar cell including, at the same time, light-matter interactions and electron-
phonon coupling from first principles. Using special thermal displacements (STD),
we calculate the thermally averaged current over a silicon p-n junction under sun-
light illumination. The temperature and intensity dependent open-circuit voltage is
successfully compared to experimental values.

Furthermore we have found that the cross plane (cp) transport properties of stacked
two-dimensional (2D) Janus MoSSe are dominated by a gate-tunable cp-channel
with negligible inplane dispersion, but high delocalization in the cp-direction. This
new exciting material exhibits a stackable built-in cp-dipole permitting the creation
of an atomically thin p-n junction through stacking of layers. The cp-dipole is found
to dope graphene homogeneously p and n type, when graphene is deposited on
both sides of Janus MoSSe. The induced carrier density far exceeds typical values
obtained using backgates or molecular doping. We find that the photocurrent gen-
erated by two atomically thin (∼0.5 nm) layers of Janus MoSSe generates a higher
photocurrent than ∼20 nanometers of silicon over a broad spectrum of sun light.
Interestingly we also find that the photocurrent changes direction at a certain wave-
length of incoming light.

Lastly we develop an automated approach to sorting the DFT bandstructure of con-
fined systems into separate ladders of subbands, which can then be fitted directly
to effective mass models used in device level TCAD tools. We apply the sorting
method to various confined systems of silicon and InAs to highlight the robustness
of the method.

8.1 Outlook

Several future theoretical studies on the subjects presented in this thesis could po-
tentially be of interest, here we list a few. It would be interesting to study the effect
of the 2CdCu + CdZn + CdSn point defect on the band gap of CZTS compared to
CZTSe, to see whether a band gap narrowing occurs only for CZTS as indicated by
the interface calculation in chapter 3. Including additional interesting effects such
as dopant/defect scattering or amorphous materials when calculating the mobility
using the MD-Landauer approach, in order to quantify the comparative impact of
these effects, and the interplay between them could be of much interest. Calculat-
ing the photocurrent including EPC for thin-film solar cell based on the recently
discovered perovskite absorbers would be interesting, since EPC is thought to be
a crucial part of explaining the high efficiencies obtained. Knowledge gained from
these calculations could lead to information useful for improving the efficiency even
further. Nanostructuring 2D Janus MoSSe using e.g. Janus MoSH as interconnects
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and including layers of MoS2 with no dipole, could potentially lead to many inter-
esting new devices. The theoretical study of such devices is an interesting prospect.
Finally, the fitting of effective masses in TCAD tools to the sorted DFT bands of
confined systems obtained in chapter 7 and subsequent device level transport calcu-
lations would be of interest, to see the impact of describing the confinement in more
detail.
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Appendix A. Boltzmann transport equation calculation parameters

This appendix lists the paramters used for the BTE calculations performed in
chapter 4.

A.1 Silicon nanowire

The BTE calculation for the SiNW system was performed using Tersoff potentials
for the phonons[109]. Hamiltonian derivatives were calculated using 11 repetitions
along the transport direction of the unit-cell. Only the lowest conduction band is
included in the EPC calculation and we used 150 k-points in the range [0, 0.05]π/a
and 100 q-points in the range [−0.2, 0.2]π/a where a is the lattice vector of the unit-
cell. For the mobility calculation we used an energy broadening 3 meV for the δ
function.

A.2 Bulk silicon

The BTE calculation for the bulk silicon system was performed using DFT for the
phonons. Hamiltonian derivatives were calculated using (7,7,7) repetitions of the
silicon unit-cell. Only the lowest conduction band valley is included in the EPC
calculation and we sample the BZ locally corresponding to a 99x99x99 Monkhorst-
Pack grid. For intravalley scattering the phonon BZ is sampled using a 25x25x25
grid where in a region around the Γ point given by |q| < 0.075π/a. This sampling is
then shifted to account for intervalley scattering.

A.3 (8,0) carbon nanotube

For the semiconducting CNT we used optimized Tersoff potentials for the phonons[160].
Hamiltonian derivatives were calculated using 5 repetitions along the transport di-
rection of the unit-cell. Only the lowest conduction band is included in the EPC
calculation and we used 41 k-points in the range [−0.07, 0.07]π/a and 41 q-points
in the range [−0.28, 0.28]π/a where a is the lattice vector of the unit-cell. For the
mobility calculation we used an energy broadening 3 meV for the δ function. The
chemical potential was shifted to 0.3 eV above the intrinsic Fermi level

A.4 (4,4) carbon nanotube

For the metallic CNT we used optimized Tersoff potentials for the phonons[160].
Hamiltonian derivatives were calculated using 3 repetitions along the transport di-
rection of the unit-cell. Only the conduction bands at the Fermi level are included
in the EPC calculation and we used 80 k-points in the range [0.30, 0.46π/a and 400
q-points in the range [−0.5, 0.5]π/a where a is the lattice vector of the unit-cell. For
the mobility calculation we used an energy broadening 3 meV for the δ function. The
chemical potential was shifted to 0.2 eV above the intrinsic Fermi level
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Semiconductor band alignment from first principles:
a new nonequilibrium Green’s function method

applied to the CZTSe/CdS interface for
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Mattias L. N. Palsgaard∗†, Andrea Crovetto†, Tue Gunst†, Troels Markussen∗, Ole Hansen†, Kurt Stokbro∗

and Mads Brandbyge†
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∗Quantumwise A/S, Fruebjergvej 3, Postbox 4, DK-2100 Copenhagen, Denmark

Abstract—In this paper we present a method to obtain the
band offset of semiconductor heterointerfaces from Density
Functional Theory together with the nonequilibrium Green’s
function method. Band alignment and detailed properties of the
interface between Cu2ZnSnSe4 and CdS are extracted directly
from first principles simulations. The interface is important for
photovoltaics applications where in particular the band offsets
are important for efficiency. The band bending pose a problem
for accurate atomistic simulations of band offsets due to its long
range. Here we investigate two different methods for dealing
with band bending directly. One involves doping the materials
to induce a shorter screening length. The other method is to
apply a voltage bias across the interface to correct for the band
bending. The calculated band offsets agree well with previous
experimental and theoretical studies and, interestingly, the offset
is seen to depend on whether or not the interface is under flat-
band conditions.

I. INTRODUCTION

Semiconductor heterointerfaces play an increasingly impor-
tant role in optical and electronic devices due to miniaturiza-
tion and to the pervasive trend of introducing new materials
to tailor the desired device properties [1]. In particular, the
valence- and conduction band offsets (VBO and CBO) at
the interface affect the transport properties and recombination
rates at the interface [2].
Methods to obtain VBO and CBO from first principles have
been recently reviewed [3]. Among them, an explicit interface
modeling method inspired by the photoemission measurement
has gained significant popularity due to its excellent agreement
with experimental data [4]–[6]. In this method, the energy
positions of the valence bands of materials A and B are first
calculated separately in the two unstrained bulk materials with
respect to a reference energy unique to each bulk calculation
(for example, the position of a core level). Then, an explicit
interface calculation is employed to align the two valence band
positions to a common energy reference, which can be a core
level or the averaged local potential.

Conversely, we propose a method where the band align-
ment can be obtained directly from the interface supercell

calculation containing both materials using Density Functional
Theory (DFT) together with Nonequilibrium Green’s functions
(NEGF). In this way it is further possible to extract information
about the atomic properties of the interface such as defects
and tunneling of states over the interface and study transport
phenomena. Similar methods have been used previously to
study Schottky barriers [7].

To demonstrate this method, we have selected the CZTSe-
CdS interface as a case study. Cu2ZnSnSe4 (CZTSe, band
gap 1.0 eV), Cu2ZnSnS4 (CZTS, band gap 1.5 eV) and
their alloy Cu2ZnSnSxSe4−x (CZTSSe, tunable band gap 1.0-
1.5 eV) are promising p-type semiconductors for thin-film
photovoltaics. To indicate all three materials in general terms
we use the notation CZTS(e). In solar cell devices, their n-type
heterojunction partner is typically CdS, with which the best
conversion efficiencies reported so far have been achieved [8],
[9]. A schematic band diagram is shown in Fig. 1(a).

As noted in a number of review papers [10]–[12], loss
mechanisms at the CZTS(e)/CdS interface are believed to
be one of the reasons why laboratory-scale CZTS(e) solar
cells still lag far behind their theoretical maximum efficiency.
To emphasize the potentially dramatic consequences of an
unfavorable band alignment of the CZTSe/CdS interface on
solar cell efficiency, we have carried out a device-level simu-
lation (Fig. 1(b)). There, we have swept the electron affinity
of CZTSe to recreate different hypothetical band alignments,
according to Anderson’s rule [2]. The results are shown in Fig.
1(b). A type I alignment, or conduction band ”spike” with a
height between +0.1 eV and +0.4 eV (Fig. 1) is found to be
optimal, in agreement with similar studies on other solar cell
heterointerfaces [13], [14].

Despite the importance of the offset values in device per-
formance, only few reports of calculated band alignments are
available in the literature and mostly with focus on CZTS.
Only one report could be found on CZTSe [15]. To the best
of our knowledge, only the photoemission-inspired calculation
method [4] has been reported for any CZTS(e)/CdS interface
[15]. The actual band alignment at the CZTS-CdS interface is
still disputed, with experimental and theoretical offsets scat-978-1-5090-0818-6/16/$31.00 c©2016 IEEE
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Figure 1: a) Schematic illustration of the sign conventions
and symbols used for the band alignment problem. The signs
of the CBO and VBO are referred to the lower band gap
semiconductor, so that a positive CBO means that the CdS
conduction band lies above the CZTSe conduction band.
Assuming a negative VBO, a positive (negative) CBO results
in a type I (II) interface, also known as conduction band spike
(cliff). Eg,CZTSe and Eg,CdS are the band gaps of CZTSe
and CdS respectively. b) Simulated CZTSe/CdS heterojunction
solar cell efficiency as a function of the conduction band
offset. The shaded region is the optimal CBO range for achiev-
ing maximum efficiency. c) Periodic supercell containing the
(100)/(100) interface of CZTS and CdS, dimensioned as in
previously reported calculations [15].

tered in a broad energy range -0.34 eV to +0.45 eV. However,
the few existing studies for the CZTSe-CdS interface are in
rather good agreement: Different photoemission experiments
have measured +0.48 eV [16], +0.34 eV [17], and +0.3 eV off-
sets [18], while a theoretical study has calculated a +0.34 eV
offset [15]. This provides a benchmark for our proposed
method and allows adding new information to an interface
in which the band alignment is relatively well established.

II. COMPUTATIONAL DETAILS

The preliminary device-level simulation was performed nu-
merically with the finite-element method as implemented in
the thin-film solar cell simulation software SCAPS [19] on
a standard CZTSe/CdS/ZnO device structure. The material
parameters were taken from various literature sources [20],
[21]. The CBO between CZTSe and CdS was swept from -
0.4 eV to +0.6 eV by sweeping the electron affinity of CZTS
while maintaining the flat band conditions at the contacts.

All first-principles calculations in this study were performed
with the ATK DFT software [22] using a double zeta polarized
LCAO basis set [23], [24]. The combination of DFT with
NEGF enables a device setup with semi-infinite electrodes on
each side of the interface.
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Figure 2: Total and projected density of states of bulk CZTSe
calculated with GGA (a) and GGA + U (b) and for bulk CdS
calculated with GGA (c) and GGA + U (d).

It is well known that the bandgaps of CZTSe and CdS
are poorly reproduced with the conventional local density
approximation (LDA) or generalized gradient approximation
(GGA) approach to the exchange-correlation potential in DFT
calculations [15]. We use the semi-empirical Hubbard correc-
tion where an additional energy term of the form

EU =
1

2

∑

µ

Uµ
(
nµ − n2

µ

)
(1)

where nµ is the projection onto an atomic shell and U is cho-
sen to reproduce the experimental bandgap in the bulk unit cell
of either material, is added to the usual GGA-PBE exchange-
correlation functional. This method is a computationally cheap
way to correct for the self interaction of localized electrons in
strongly correlated systems [25]. In Fig. 2, we compare density
of states (DOS) of bulk CZTSe calculated with and without
the Hubbard correction term. As expected the bandgaps are
opened and the valence bands of d-like character for Zn and
Cd are downshifted in energy. This is very similar to the
effects seen when using the G0W0(HSE) approach on CZTS
[26] indicating a high degree of self interaction error in these
systems. Previous theoretical studies [15] have been performed
on interface supercells with up to 3 unit cells of either material.
This means that dimensions only up to a few nm in the
direction perpendicular to the interface plane have been used
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CZTS (10 nm) CdS (10 nm)

Figure 3: Structure used to simulate the 100/100 interface of CZTSe (left) and CdS (right). The supercell is more than five
times larger than that used in previous work [15].

(Fig. 1). Furthermore these calculations were performed using
periodic boundary conditions (PBC) in all directions resulting
in interfaces separated by less than 2 nm as shown in Fig. 1.

Instead, in this work we employed a supercell that is 20 nm
in length (Fig. 3) and semi-infinite boundary conditions in the
direction perpendicular to the interface plane, as allowed by
the DFT-NEGF approach. This assures that bulk-like condi-
tions are met on either side. This approach can be justified
as the thickness of each layer of material in real devices
is tens of nm for CdS and hundreds of nm for CZTSe, so
semi-infinite boundary conditions give a better description of
the situation than PBC’s [7]. The supercells employed in the
calculation are periodic along the interface using 5x3 k-points.
In the electrodes of the device a 3x5x100 k-point grid is used.
K-points were chosen so that the total energy of the bulk
materials was converged to within 0.5 meV. Several interfaces
can be constructed with different surface geometries and for-
mation energies. Here we consider the CZTSe(100)/CdS(100)
interface, which has relatively low strain of ∼2.5%. GGA + U
is known to overestimate lattice parameters for CZTS(e), we
therefore keep the experimental lattice parameter for CZTSe.
When setting up the interface the CdS bulk crystal is strained
to fit that of CZTSe.

All relaxation where performed until interatomic force
where below 0.02 eV/Å. Calculations of the local density
of states (LDOS) in the device were performed using 11x11
k-points. Using this scheme we can for the first time study
directly the effect of the interface on the band-alignment and
transport properties in this system.

III. RESULTS

Fig. 4(a) shows the LDOS and the local potential across
the intrinsic (non-doped) interface. We see a clear spike-like
CBO in agreement with previous theoretical and experimental
studies [15], [16]. The potential shows a residual slope towards
the electrodes indicating that the screening is not contained
within the supercell. Nevertheless, the CBO obtained with
this method (∼0.3eV) is in good agreement with experimental
data measured under equilibrium conditions [17], [18]. To
address the problem of the residual slope in the potential,
one can reduce the screening length by doping both materials.
Our simulations include doping by adding a complementary
charge to the atomic sites. Fig. 4(b) shows the LDOS and local
potential across the interface where a p-type (n-type) charge
density of 1018 cm−3 unit charges are added to CZTSe (CdS).
Adding the charge removes the residual slope of the potential,
however it also dramatically changes the electronic structure of
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Figure 4: The local potential (top) and local density of states
(bottom) of the CZTSe/CdS interface resolved along the
direction perpendicular to the interface surface. (a) equilibrium
conditions with zero bias and zero doping; (b) equilibrium
conditions with zero bias and 1018 cm−3 doping density; (c)
non-equilibrium conditions with an applied forward bias to
achieve flat-band conditions and zero doping.

the interface. Further, it must be emphasized that the amount
of charge needed here to contain the screening within the
cell is very large compared to the real doping density of
CZTSe, which is on the order of 1015–1016 cm−3 [8]. In
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fact, the experimental screening length of CZTSe (equivalent
to the depletion region width in a p-n+ junction device) is
about 20 times larger than the width of the CZTSe layer in
our supercell and consequently several hundred times larger
than previous theoretical studies [8], [15]. To handle weakly
screened materials, i.e. with band bending occurring over more
than a few nm, we apply a small forward bias in the device
simulations. Fig. 4(c) shows the LDOS and potential across
such a system. Clearly we have in this way achieved flat
band conditions on both sides of the device and at the same
time removed the residual slope of the local potential. Such
a calculation is only possible due to the device setup we
have used here. The obtained CBO is +0.6 eV which agrees
nicely with the only reported measurement done under flat-
band conditions [16]. Note that the CBO is larger in the flat-
band case than in the case of equilibrium band bending, which
was also the case in experimental studies [16]–[18]. Finally in
the LDOS for the undoped and doped systems at equilibrium,
Fig. 4(a) and Fig. 4(b) respectively, localized states appear
inside the gaps of either material. Localized states can have
a crucial impact on the performance of any electronic device
by e.g. increasing the recombination rate. They may also lead
to errors in experimental measurements of band offsets due to
lack of sufficient resolution to distinguish an interface state
from its nearest bulk band. These states can be addressed
directly in the device method as opposed to bulk supercell
simulations. In particular, we note that the CBO in the doped
system (Fig. 4(b)) is strongly influenced by the presence of
localized states.

IV. CONCLUSION

We have successfully analyzed the electronic structure of the
interface between CdS and Cu2ZnSnSe4 using first principles
calculations. This interface is of particular interest for the pho-
tovoltaics community. The conduction band offset across the
interface has been identified as a bottleneck for efficiency of a
promising thin-film solar cell device, using device simulations.
From DFT-NEGF calculations a CBO of +0.6 eV is found
under flat-band conditions imposed by applying a forward
bias over the interface to correct for band-bending. The results
agree reasonably well with experiments under equilibrium and
flat-band conditions.
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We present evidence that bandgap narrowing at the heterointerface may be a major cause of the

large open circuit voltage deficit of Cu2ZnSnS4/CdS solar cells. Bandgap narrowing is caused by

surface states that extend the Cu2ZnSnS4 valence band into the forbidden gap. Those surface states

are consistently found in Cu2ZnSnS4, but not in Cu2ZnSnSe4, by first-principles calculations. They

do not simply arise from defects at surfaces but are an intrinsic feature of Cu2ZnSnS4 surfaces. By

including those states in a device model, the outcome of previously published temperature-

dependent open circuit voltage measurements on Cu2ZnSnS4 solar cells can be reproduced quanti-

tatively without necessarily assuming a cliff-like conduction band offset with the CdS buffer layer.

Our first-principles calculations indicate that Zn-based alternative buffer layers are advantageous

due to the ability of Zn to passivate those surface states. Focusing future research on Zn-based buf-

fers is expected to significantly improve the open circuit voltage and efficiency of pure-sulfide

Cu2ZnSnS4 solar cells. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4976830]

Even though Cu2ZnSnS4 (CZTS) solar cells could be a

sustainable solution to the increasing global energy demand,

they are still plagued by a low open circuit voltage compared

to their Shockley-Queisser limit, which has so far prevented

them from reaching a sufficiently high efficiency for com-

mercialization.1 In this work, we show evidence of an inter-

face mechanism limiting the open circuit voltage, and we

demonstrate that this mechanism can be overcome by choos-

ing a particular class of materials as interface partners of

CZTS.

Knowledge of the “recombination energy deficit” D/,
i.e., the difference between the bandgap of the absorber and

the activation energy (/) of the main recombination path,

can help identify where the limiting mechanism is located.

D/ can be estimated by a temperature-dependent open cir-

cuit voltage measurement.2 If D/ > 0, recombining elec-

trons and holes are separated by an energy distance that is

smaller than the absorber bandgap. Here, there is a signifi-

cant difference between CZTS and its selenide equivalent

Cu2ZnSnSe4 (CZTSe). State-of-the-art CZTSe solar cells are

limited by bulk recombination because measured D/ values

correspond roughly to the depth of the bulk tail states of

CZTSe, from which carriers recombine.2 Conversely, in

state-of-the-art CZTS solar cells, D/ is around 0.4 eV,3–5

even though the depth of the CZTS bulk tail states is only

0.1–0.2 eV lower than the bandgap.6,7 Such a mismatch

implies that the energy distance between recombining elec-

trons and holes is further reduced somewhere in the solar

cell. A popular hypothesis is that the interface between

CZTS and its usual heterojunction partner CdS (or “buffer

layer”) features a cliff-like conduction band offset (CBO). In

such a scenario, the energy distance between recombining

electrons on the CdS side and holes on the CZTS side is

reduced by an amount equal to the CBO. However, even

though many reports of a cliff-like CBO exist for devices

with efficiency below 5%, all band alignment measurements

on CZTS/CdS solar cells with efficiency above 7% yielded a

spike-like or nearly flat CBO8–11 (Fig. S1, supplementary

material). Therefore, we conclude that a large cliff-like CBO

may exist in some lower-performance CZTS/CdS solar cells

but not in the best reported CZTS/CdS solar cells.

In an attempt to identify another mechanism that may con-

tribute to the large D/ value, we performed first-principles

electronic structure calculations on the CZTS(100)/CdS(100)

and CZTSe(100)/CdS(100) interfaces. The calculations were

based on a density functional theory-nonequilibrium Green’s

function approach (DFT-NEGF) within the generalized gradi-

ent approximation (GGA-PBE) as implemented in the

Atomistix ToolKit,12 similarly to a previous publication.13 A

semi-empirical Hubbard energy term was added to the GGA-

PBE exchange-correlation potential to correct for self-

interaction of localized d-orbitals and yield accurate bandgaps

(DFTþU approach). All calculations were performed with a

double-zeta-polarized basis set based on a linear combination

of atomic orbitals (LCAO). Atomic positions of the CZTS(e)

were relaxed keeping the experimental lattice parameters. For

CdS, we relaxed the atomic positions until all forces were

below 0.02 eV/Å in a cell strained to fit that of CZTS(e) in the

directions parallel to the interface. The lattice parameter per-

pendicular to the interface was relaxed until the stress was

below 0.005 eV/Å3. The choice of (100)/(100) interface

orientation can be justified based on transmission electron

microscopy results, which consistently show a (100)-oriented

a)Electronic mail: ancro@nanotech.dtu.dk
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0003-6951/2017/110(8)/083903/4/$30.00 Published by AIP Publishing.110, 083903-1

APPLIED PHYSICS LETTERS 110, 083903 (2017)



CZTS/CdS epitaxial interface.14,15 This also justifies modeling

the CZTS/CdS interface as epitaxial in our calculation. For the

bulk calculations of CZTS (CdS), we used a 5� 5� 3

(5� 5� 5) Monkhorst-Pack k-point grid. For the interface cal-

culations (density of states (DOS) calculations), we used 5� 3

(21� 21) transverse k-points. As explained in a previous pub-

lication,13 a forward voltage bias was applied across the super-

cell to remove residual slopes of the local potential near the

electrodes. For an appropriate magnitude of the applied volt-

age, flat-band conditions are achieved. To justify this approach,

we emphasize that: (i) the electrostatic potential drop at the

junction (band bending) occurs over a much larger length scale

than the supercell length;4,6,16 thus, to a first order approxima-

tion, the bands can be assumed to be flat within the calculated

region; (ii) the optimal working point of the solar cell device is

indeed close to flat-band conditions (forward bias).

Figs. 1(a) and 1(b) show the calculated density of states

(DOS) close to the band edges in the interface region for the

two material pairs. The resulting CBOs are þ0.2 eV for the

CZTS/CdS interface and þ0.6 eV for the CZTSe/CdS inter-

face. Besides the differences in band alignment, we note that

localized interface states are present at the CZTS/CdS inter-

face but are absent at the CZTSe/CdS interface.

The existence of the localized states results essentially in

an extension of the valence band up to 0.2–0.3 eV above the

original valence band maximum (VBM) of CZTS (Fig. 2(a)).

By repeating the calculation using different computational

techniques and modeling assumptions, we have verified that

the presence of the localized states (and their absence at the

CZTSe/CdS interface) is not an artifact of the calculation. This

is shown in the supplementary material. In a separate calcula-

tion on a S-terminated CZTS/vacuum interface (“surface cal-

culation”), localized states above the VBM of CZTS were also

observed (Figs. S6 and S7, supplementary material). This sug-

gests that the states are due to dangling bonds at the CZTS sur-

face that are not satisfactorily passivated by a CdS buffer

layer. In fact, the states are highly localized on Cu sites in the

first cationic layer of CZTS and on their neighboring S atoms

in the interface anionic layer (Fig. 1(c)). Since the valence

band of CZTS originates from Cu and S states,13,17 this

explains why those localized states affect the valence band but

not the conduction band. Interestingly, there exists some

experimental evidence of the presence of electrically active

surface states in CZTS and their absence from CZTSe, as pre-

dicted by our calculation. A surface photovoltage measurement

by scanning tunneling microscopy18 revealed that, in CZTSe,

the photocurrent scaled linearly with optical excitation inten-

sity, whereas in CZTS, the photocurrent saturated quickly. The

authors concluded that this was due to the predominance of

surface states in the CZTS response but not in the CZTSe

response. In another study, a work function measurement on

CZTSSe surfaces with inhomogeneous S/(Sþ Se) content

revealed that the Fermi level position in areas with higher S

content did not match the theoretical expectation based on the

band edge positions of ideal bulk materials.19

The identification of localized states at the CZTS/CdS

interface can help explain why state-of-the-art CZTS/CdS

solar cells still have a large D/ even in the case of an optimal

band alignment with CdS. To demonstrate this quantitatively,

we incorporate the first-principles calculation results into a

model for device-level simulation. The simulation of a CZTS/

CdS/ZnO solar cell was carried out with the finite element

method as implemented in the software SCAPS.20 Device

parameters are listed in Table S1, supplementary material.

FIG. 1. Local density of states of (a) the CZTSe/CdS interface and (b) the CZTS/CdS interface resolved along the direction perpendicular to the interface

plane. (c) Spatially resolved DOS of the localized states at the CZTS/CdS interface. The DOS at a single energy, marked by the arrow in (b), is plotted in the

figure.

FIG. 2. Local density of states close to the VBM at the three positions indi-

cated in Fig. 1(b) for the case of: (a) the CZTS/CdS interface and (b) the

CZTS/ZnS interface.
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Besides the inclusion of the localized states, the device model

has two important features. The first is the small spike-like

band alignment between CZTS and CdS, consistent with

state-of-the-art CZTS/CdS solar cells (Fig. S1, supplementary

material). The second is the distinction between an optical

bandgap of 1.5 eV and a transport bandgap of 1.35 eV. This

simulation approach has been suggested before21 to model the

mismatch between the bandgap of the extended states and the

bandgap from which bulk recombination occurs (which

includes the tail states due to bulk fluctuations in the CZTS

band edges). 0.15 eV is a typical depth for the tail states of

high-quality CZTS.6,7

The interface states are included in the device model as

follows. According to the first-principles calculations, the

states have a similar DOS to the valence band of bulk CZTS

up to 0.2–0.3 eV above the original VBM (Fig. 2(a)) and are

only present in an interface region that extends less than

5 nm into CZTS (Fig. 1(b)). Therefore, the interface states

are modeled as a 0.2 eV upward shift in the valence band

over a 5 nm region at the interface rather than a valence band

tail or a single defect level within the gap. This is equivalent

to narrowing the interface bandgap on the CZTS side of the

junction, which means that the energy barrier for recombina-

tion is reduced (by 0.2 eV) at the interface, much like the

case of a cliff-like CBO with CdS. The other material param-

eters of this interface region are kept identical to a baseline

CZTS device without interface states that we simulated for

comparison.

The near-interface band diagram of the simulated device

is shown in Fig. 3(a). In a device with interface states, the

interface hole density increases by three orders of magnitude

compared to the baseline device, up to a range that is compa-

rable to the electron density (Fig. 3(b)). This is a crucial

effect that implies a higher Shockley-Read-Hall interface

recombination rate, because the latter increases with increas-

ing electron and hole densities, and is maximized when the

two densities equal each other.22 To verify that this device

model is compatible with real CZTS/CdS solar cells, we use

our device model to simulate a temperature-dependent open

circuit voltage measurement from which / is usually

extracted experimentally (Fig. 3(c)). Open circuit voltages

are obtained by simulating the current-voltage (JV) curve of

the solar cell under AM1.5 illumination at different simu-

lated temperatures (Fig. S9, supplementary material). For the

baseline case without interface states, extrapolation of the

open circuit voltage to 0K yields 1.34V. This matches the

value of the bulk transport bandgap (1.35 eV) defined in our

model, and it means that such a baseline device is not limited

by interface recombination. In the solar cell with interface

states, the open circuit voltage extrapolates to 1.11V, which

matches the value of the transport gap minus 0.2 eV narrow-

ing at the interface as defined for the interface region

(1.15 eV). The corresponding recombination energy deficit is

0.39 eV, which fits very well the recombination energy defi-

cits of 0.3 eV, 0.4 eV, and 0.4 eV found experimentally in the

highest-efficiency CZTS/CdS solar cells.3–5 As long as the

simulated device is dominated by interface recombination,

the simulated value of the recombination energy deficit is

robust with respect to changes in various device parameters,

including defect characteristics.

Such findings demonstrate that narrowing of the inter-

face bandgap through an upward shift of the CZTS valence

band can explain existing temperature-dependent open cir-

cuit voltage measurements just as well as a cliff-like CBO

does. They also imply that optimal passivation of the inter-

face states can result in a considerable enhancement of the

open circuit voltage. This interesting prospect may be practi-

cally realized by replacing CdS with an appropriate passiv-

ation material. The question is which material would work.

Here, we limit our analysis to a (100)/(100) interface with a

metal chalcogenide (MX, where M is the metal and X is the

chalcogen) with a cubic or tetragonal structure. The interfa-

cial cationic layer of such a material breaks the bulk crystal

structure of CZTS by introducing a layer of 2MCu þMZn þ
MSn point defects. Therefore, one strategy could be to search

for a metal whose related defect complex does not form

states within the bandgap of CZTS. If one chooses M¼Zn,

FIG. 3. Simulated properties of the interface region of a CZTS/CdS solar

cell under AM1.5 illumination, with the inclusion of localized states at the

interface. (a) Band diagram and corresponding quasi-Fermi levels for elec-

trons and holes. (b) Electron and hole density in the same region. The hole

density increases significantly when interface states are added, whereas the

electron density is the same in both scenarios. (c) Simulated open circuit

voltage of CZTS/CdS solar cells as a function of temperature. The linearly

extrapolated 0K intercept of the data yields the activation energy of the

dominant recombination path.
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the defect complex reduces to just 2ZnCu þ ZnSn. The effect

of this particular defect complex on the electronic properties

of CZTS has been investigated before.23 The result was that

the 2ZnCu þ ZnSn complex does not narrow the bandgap of

CZTS. Therefore, one may expect a Zn chalcogenide mate-

rial (such as ZnS) to remove the interface states.

To test this hypothesis, we repeated our CZTS interface

calculation replacing CdS with ZnS (the computational

methods involving ZnS are the same as for CdS). Strikingly,

Fig. 2(b) shows that no interface states are present anymore

within the resolution of the calculation. This indicates that

the ideal situation of a CZTS interface without bandgap nar-

rowing could be achieved by the replacement of CdS by a

Zn chalcogenide, with a corresponding shift of the dominant

recombination path from the interface to the bulk. Our

results provide a clear explanation of why open circuit volt-

age improvement due to interface modification has so far

been achieved experimentally by Zn-based alternative buf-

fers Zn1�xSnxOx,
7 (Zn,Cd)S,16 and another unspecified

Zn-based buffer.24 Zn1�xSnxOx has also been the only mate-

rial able to reduce D/ from the typical 0.3–0.4 eV down to

0.16 eV,7 which corresponds roughly to the depth of CZTS

bulk tail states.

To conclude, we have shown that the interface bandgap

of CZTS/CdS solar cells is narrowed by localized states that

shift the valence band maximum of CZTS to a higher energy.

The same effect does not occur at the CZTSe/CdS interface.

This phenomenon can explain why interface recombination

is always observed to dominate in CZTS solar cells but not

in CZTSe solar cells—a fact that has so far been attributed to

differences in the conduction band alignment of the two

materials with the CdS buffer layer. Zn-based chalcogenides

can effectively passivate CZTS surfaces by removing the

localized states. This can explain why Zn-based alternative

buffer layers have so far outperformed other buffer layer

materials, thus giving a clear recipe for future improvement.

See supplementary material for a review of the band

alignment between CZTS and CdS; confirmation of the inter-

face bandgap narrowing phenomenon by alternative meth-

ods; atomic structures used to calculate electronic properties;

spatial density of states of a calculated CZTS/ZnS interface;

a table with all parameters used in device simulation; and

simulated current-voltage curves.
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We present a conceptually simple method for treating electron-phonon scattering and phonon limited mobilities.
By combining Green’s function based transport calculations and molecular dynamics, we obtain a temperature
dependent transmission from which we evaluate the mobility. We validate our approach by comparing to mobilities
and conductivities obtained by the Boltzmann transport equation for different bulk and one-dimensional systems.
For bulk silicon and gold we compare against experimental values. We discuss limitations and advantages of
each of the computational approaches.

DOI: 10.1103/PhysRevB.95.245210

I. INTRODUCTION

The continued down-scaling of electronic devices and
interconnects calls for accurate simulation models which
incorporates the effects of quantum confinement of both
electrons and phonons, surface effects, strain, etc. It is in-
creasingly difficult to describe all such effects with continuum
models, which are typically parametrized to fit bulk materials.
Atomistic models, on the other hand, can describe many
of the important effects. Density functional theory (DFT) is
particularly important in this respect since it is a first-principles
method which doesn’t need to be fitted to a particular device,
while it is computationally possible to study systems with
several thousands of atoms.

Electron-phonon coupling (EPC) plays a central role in
the performance of most electronic devices. Several recent
studies have studied EPC in bulk materials by calculating
the EPC from first principles and using the Boltzmann
transport equation (BTE) for evaluating the electron mobil-
ity and conductivity [1–8]. Bulk calculations of EPC can,
however, be rather demanding as one needs to integrate
the coupling over both electron and phonon wave vectors
(k and q space). Moreover, EPC in amorphous materi-
als can only be calculated approximately with the BTE
approach.

Atomistic modeling of electronic devices is typically
carried out using nonequilibrium Green’s function (NEGF)
theory in combination with either DFT [9] or tight-binding
methods [10,11]. EPC can be rigorously included in NEGF
using perturbation theory. However, the resulting equations
are numerically very challenging and approximations need
to be applied. Approximate methods include lowest order
expansions of the inelastic current [12,13] or approximations
to the EPC self-energy [10,14].

With few exceptions [15], most of EPC with both the
BTE and within NEGF assumes that the phonons can be
described within the harmonic approximation, since addition
of anharmonic effects significantly increases the computa-
tional burden. However, at room temperatures and above there

*troels.markussen@quantumwise.com

will be anharmonic contributions to the phonons for many
materials. Molecular dynamics (MD) simulations, on the other
hand, inherently includes anharmonic effects without extra
computational requirements.

Previous works have used MD simulations in combination
with standard Landauer transmission calculations. This has
primarily been done in order to sample different configurations
of, e.g., a molecule in contact with two metallic electrodes
[16–19], metallic point contacts [20,21], and carbon nanotubes
[22]. A single study used MD simulations to actually probe the
energy dependent EPC [23]. MD simulations have also been
successfully applied in combination with DFT calculations to
calculate the temperature dependent band structure of bulk
and nanocrystals of silicon [24]. Recently, Liu et al. [25]
used a very similar approach to successfully obtain mean
free paths and resistivities in bulk metals. Along the same
lines, Zacharias et al. [26] have recently used stochastic
displacements of the atoms to calculate the temperature
dependent optical absorption in silicon.

In this work, we develop a MD-Landauer approach for cal-
culating the temperature dependent mobility and conductivity.
In a device geometry with a central region coupled to two
electrodes, we perform MD simulations in a certain part of the
central region. When increasing the length of the MD region
we obtain a length dependent resistance. From the slope of the
linearly increasing resistance vs length curve we obtain the
resistivity and eventually the mobility. Further computational
details will be provided below.

We apply the method to various systems covering met-
als and semiconductors as well as one-, two-, and three-
dimensional systems. In order to validate our approach we
compare the mobilities obtained from the MD-Landauer
approach with results obtained from the BTE for the same
systems. In general we find that the two approaches give
similar results. Our BTE approach has been described in
a previous work [8]. Here we further validate the BTE
method by comparing the obtained temperature dependent
electron mobilities of bulk silicon with experimental values.
All calculations have been performed with the Atomistix
ToolKit (ATK) [27].

The paper is organized as follows. In Sec. II we first
describe general details of our computational methods. The
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FIG. 1. Electronic band structure of the SiNW. The inset shows
a cross sectional view of the SiNW.

MD-Landauer method is detailed in Sec. II A, where we also
show results for a silicon nanowire. In Sec. II B we present
results for bulk silicon and compare against experimental
mobilities, while results for a gold nanowire and bulk gold
is presented in Secs. II C and II D. We discuss advantages and
weaknesses of the two methods in Sec. III and summarize our
findings in Sec. IV.

II. METHODS AND RESULTS

All results presented in this paper are obtained with ATK
[27]. The electronic structure, band energies, Hamiltonians,
and derivative of Hamiltonians are calculated from density
functional theory (DFT) within the local density approxi-
mation (LDA) for the exchange-correlation functional [28].
For the gold nanowires, we additionally compare properties
obtained by density functional tight binding [29].

Phonon energies and polarization vectors have been calcu-
lated from either DFT or from classical force field potentials
[30] (details will be provided for each studied system). In the
case of MD simulations we only use the classical potentials.

Our implementation of the electron-phonon coupling and
BTE has been documented and verified in Ref. [8] for various
two-dimensional systems.

A. MD-Landauer approach

In this section we present the details in our MD-Landauer
approach for treating electron-phonon scattering. We will
illustrate the method by showing calculations for the 1.5 nm
[110] silicon nanowire (SiNW). A similar procedure is used
for the other systems presented below.

Figure 1 shows the electronic band structure for the SiNW.
The conduction band minimum is 0.66 eV above the Fermi
energy (at 0.0 eV in the plot). The next conduction band is
0.32 eV higher in energy and for electron transport close to the
conduction band minimum (CBM) it is sufficient to include
the lowest conduction band.

We now consider a device configuration where a central
region is coupled to two semi-infinite electrodes (left and right)
as shown in Fig. 2. The atomic positions in the electrodes

FIG. 2. Device setup for the MD-Landauer approach. A central
region is coupled to two semi-infinite electrodes (left and right).
Initially the wire is periodic in the z direction. An MD simulation
is performed for the atoms in the middle part of the central region
(MD region), while the electrodes as well as the first electrode copy
on either side of the central region are kept fixed at their equilibrium
positions. The fixed atoms are drawn as larger spheres.

are kept at their equilibrium positions and so are the first
copy of the electrodes inside the central region. In the middle
part of the central region, called MD region in Fig. 2, the
atoms are allowed to move according to a molecular dynamics
simulation. For all the calculations presented in this paper,
the MD simulations are performed using classical potentials
which make the calculations very efficient [30]. For the SiNW
and bulk Si MD calculations we apply a Tersoff potential [31].
For both the SiNW and Au nanowires we have compared the
results from BTE using phonons calculated with DFT with
phonons from classical calculations and found the obtained
results qualitatively agree, thus justifying the use of classical
potentials. We note that the MD approach does not displace
atoms along a single phonon mode at a time. Hereby, the
predictability of the MD-Landauer approach does not rely on
the accurate description of a single phonon mode but rather
the full configuration space including anharmonic effects.

When the MD simulation is equilibrated we take a snapshot
of the atomic configuration and calculate the electronic
transmission function using DFT. This step first involves a self-
consistent DFT-NEGF calculation of the device configuration
and subsequently a calculation of the Landauer transmission
function using a standard Green’s function method:

T (E,x{T }) = Tr[Gr (E,x{T })�L(E)Ga(E,x{T })�R(E)],

(1)

where Gr = [ES(x{T }) − H(x{T }) − �L(E) − �R(E)]−1 is
the retarded Green’s function in the central region described
by the Hamiltonian H(x{T }) and overlap S(x{T }) matrices.
The Hamiltonian and overlap matrices depend explicitly on
the random displacements of the atoms (x), which in turn
depend on the temperature used in the MD calculation, as
well as on the random initial velocities used in the MD
simulations. Due to this randomness, we need to perform
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FIG. 3. (a) Transmission functions from different MD simulations (thin black lines) together with the average transmission (thick red). The
length of the MD region is 2.3 nm and the temperature is 100 K. The average transmission functions at three different lengths are shown in
panel (b). Panel (c) shows the resistance vs length of the MD region for the SiNW at 100 K.

several MD simulations in order to obtain a good sample
averaging. The coupling to the semi-infinite left and right
electrodes is taken into account through the self-energies
�L,R(E), whose imaginary part gives the coupling matrices
�L,R(E) = −2 Im[�L(E)]. All transmission functions are
calculated at zero bias. Figure 3(a) shows the results of 100
individual MD + Landauer transmissions (thin black lines) as
well as the average transmission function (thick red). Each MD
calculation is started with a Maxwell-Boltzmann distribution
of the velocities corresponding to the target temperature. We
use a Langevin thermostat [32] with a time step of 1 fs.
After an equilibration time of 5 ps we take a snapshot of
the configuration and calculate the electronic transmission
spectrum with DFT-NEGF. Since the MD calculations are very
fast, we simply restart the MD calculations for each sample.
Due to the random initial velocities, each MD simulation will
result in different configurations after the same equilibration
time.

This procedure is repeated at different lengths of the MD
region, L, with average transmissions shown in Fig. 3(b).
From the average transmission 〈TL(E,T )〉 we obtain the length
and temperature dependent conductance from the Landauer
formula

G(L,T ) = 2e2

h

∫
〈TL(E,T )〉

(
−∂f (E,μ,T )

∂E

)
dE, (2)

where f (E,μ,T ) = (e(E−μ)/kBT + 1)−1 is the Fermi-Dirac
distribution function at chemical potential μ. We allow ourself
to freely adjust the chemical potential without explicitly
taking doping effects into account. Notice that the average
transmission 〈TL(E,T )〉 only depends on the energy and
temperature, when averaged properly. The remaining effect
of randomness is represented by error bars in the plots of
resistance and mobility presented below.

Figure 3(c) shows the resistance R(L,T ) = 1/G(L,T )
vs length of the MD region. The points show the average
resistance, and the error bars show the standard deviations of
the average resistance. We observe that the resistance increases
linearly with length showing that the resistance is ohmic. The
linear fit to the averaged data is written as

R(L,T ) = Rc + ρ1D(T )L, (3)

thus defining a one-dimensional resistivity, ρ1D(T ), which
depends on temperature, but not on wire length. Rc is the
length independent contact resistance. Note that the one-
dimensional resistivity has units of �/m, whereas a usual
bulk resistivity is measured in units of � m. In order to convert
the one-dimensional conductivity to a bulk quantity we must
multiply with the wire cross sectional area A, i.e., ρbulk =
ρ1D · A. When performing the sample averaging, the resistance
increases linearly all the way down to zero length of the MD
region, and the resistivity is rather insensitive to the exact
range. In particular, for one-dimensional systems, one should
be aware that a too long MD region could lead to electron
localization with an exponentially increasing resistance [33].
For all the systems studied here, we have checked that the
length of the MD region is shorter than the localization length.
By rewriting Eq. (3) as [33]

R(L,T ) = Rc(1 + L/λ), (4)

we obtain a measure of the mean free path, λ = Rc/ρ1D . Since
the localization length is always longer than λ we can assure
that the studied systems are not in the localization regime. The
room temperature mean free path for the SiNW obtained from
Fig. 3(c) is λ = 17 nm.

In order to calculate the mobility we need to determine the
carrier density. From a separate calculation of the density of
states, D(E), of the bulk wire (evaluated at the equilibrium
atomic structure) we calculate the carrier density per unit area

ñ = n

A
=
∫ ∞

Eg

f (E,EF ,T )D(E)dE, (5)

where we use the middle of the band gap, Eg , as the lower
integration limit in the case of electron mobilities. In the case
of holes, we should integrate from −∞ to Eg and replace
f → 1 − f . We finally calculate the mobility as

μ = 1

q n ρbulk
= 1

q ñ ρ1D

. (6)

Notice that the final expression for the mobility does not
depend on the wire cross sectional area.

The resulting mobilities obtained with the MD-Landauer
method are shown in Fig. 4 together with results obtained from
the BTE. In the same figure we also show electron mobilities
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FIG. 4. Phonon limited mobility vs temperature for the SiNW
(open markers with lines) and bulk silicon (filled markers) calculated
with BTE and with the MD-Landauer approach. The error bars for
the MD-Landauer results indicate the standard deviations on the
calculated mobilities. Experimental values for bulk silicon [34] are
shown for comparison (blue dots).

for bulk silicon obtained from BTE and MD-Landauer together
with experimental values.

For the BTE calculations electrons are calculated using
DFT with local density approximation (LDA) exchange-
correlation functional and double-ζ -polarized (DZP) basis
set. Hamiltonian derivatives are calculated using supercells
repeated 11 times along the [110] direction. The phonons
are calculated using classical potentials. When calculating the
EPC we include only the lowest conduction band and use
150 k points in the range [0,0.05]π/a, with a being the unit
cell length of the nanowire. All phonons are included and we
use 100 q points in the range [−0.2,0.2]π/a. When calculating
the mobility an energy broadening of 3 meV is used for the
approximate δ function in the Fermi’s golden rule expression
of the phonon mediated transition rate between states.

For the bulk silicon calculations, we evaluate the mobility
at a doping level of 1 × 1018 cm−3. However, since we do
not explicitly include the dopant atoms in the calculations,
the calculated mobility is essentially independent of doping
level. We first notice that the two computational methods give
almost the same temperature dependent mobility. Second, we
observe that the mobility of the SiNW is almost an order of
magnitude smaller than the bulk values. More details about the
bulk silicon calculations are presented below. The reduction of
the mobility in nanowires is in good agreement with previous
theoretical studies based on tight-binding models [35].

The reduced mobility in the nanowire can be traced back to
the increased EPC in nanowires due to (i) reduced complexity
in fulfilling the selection rules for energy and momentum
matching due to band folding and (ii) localization and mixing
of corresponding bulk phonon modes. Scattering from surface
modes is found to be insignificant. The origin of the scattering
is directly available from the BTE through the scattering
rate with individual phonon modes (not shown). However,
in the MD-Landauer approach part of this information is lost.
On the other hand, it does not require one to store the scattering

FIG. 5. (a) Length dependent resistance of bulk silicon at tem-
peratures 100 K and 300 K. Panel (b) shows the cross section of the
calculation cell (red box) while the device configuration is shown
in (c). The length of the MD region is 13 nm.

rate for all k, q, and phonon mode indices. Being more memory
efficient the MD-Landauer approach may therefore be more
appealing as a design tool for complex systems with many
degrees of freedom and for bulk systems that can be very
memory demanding due to the large number of k, q, and
phonon mode combinations needed.

B. Bulk silicon

We next consider the phonon limited electron mobility in
bulk silicon.

We performed MD-Landauer calculation for bulk silicon at
temperatures 100 K, 200 K, and 300 K. The bulk silicon MD-
Landauer calculations were performed on a 2 × 2 supercell
with the transport in the [100] direction, as shown in Figs. 5(b)
and 5(c), with the length of the MD region varying from
4 to 13 nm. We performed 20 different MD simulations in
order to get averaged transmissions. The effective doping is
1 × 1018 cm−3 as for the SiNW. The bulk silicon device has
periodic boundary conditions in the x and y directions. For the
self-consistent calculations we use an 11 × 11 transverse k-
point sampling, while the transmission spectra were averaged
with a 21 × 21 transverse k-point sampling. Figure 5(a) shows
average resistances vs length of MD region for temperatures
100 K (top curve) and 300 K (bottom curve). From the
slope of the linear fits, we obtain the mobility as explained
above. The error bars indicate the standard deviations on the
average resistances. The room temperature mean free path is
λ = 76 nm.

For the BTE calculations, both phonons and electrons are
calculated using DFT. The dynamical matrix and Hamiltonian
derivatives are calculated from supercells constructed as a
(7,7,7) repetition of the primitive silicon unit cell (686 atoms).
For the electron-phonon and mobility calculations we only
consider a single conduction band valley and sample the
electronic Brillouin zone (BZ) in a local region around that
valley with a sampling corresponding to a 99 × 99 × 99
Monkhorst-Pack mesh. The phonon BZ is sampled with
a 25 × 25 × 25 mesh in a region around the � point for
intravalley scattering, with |q| < 0.075π/a with a being the
silicon lattice constant. A similar, but shifted sampling is used
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FIG. 6. Cross section of the Au NW (left) and electronic band
structure (right). The diameter of the wire is approximately 1 nm.

for intervalley scattering. All six phonon modes are included
in the calculation.

In Fig. 4 we show the calculated electron mobility vs
temperature together with experimental data [34]. It is evident
that the BTE calculations reproduce the experimental data very
well over the whole temperature interval. In addition to the
BTE and experimental results, we also show the MD-Landauer
results at temperatures 100 K, 200 K, and 300 K. It is
encouraging that the MD-Landauer method gives mobility
values in close agreement with the BTE and experimental
results.

C. Au nanowire

We now continue to study metallic systems. The first system
we consider is a thin gold nanowire with a diameter of 1.3 nm.
A cross sectional view is shown in Fig. 6 (left) together with the
electronic band structure calculated with a single-ζ -polarized
basis set.

For the gold NW we have in addition to DFT performed
calculations with a density functional tight binding (DFTB)
description of the electrons [29]. For the BTE we have used
phonons calculated from either DFT or from the embedded
atom model (EAM) [36]. The MD simulations are only
performed with EAM. In Table I we compare the nanowire
resistivities obtained with the various methods (BTE or MD-
Landauer) and how the parameters are calculated. The top
row shows results from BTE with both electrons and phonons
obtained with DFT. The following rows show results where the
phonons are described with EAM and the electrons either with
DFT or DFTB. There is an overall good agreement between the
two methods and the different parameters. It is computationally
much more expensive to calculate the phonons from DFT than
with the classical EAM. It is thus encouraging to see that
the phonons seem to be accurately enough described with the

TABLE I. Resistivities of the Au nanowire at 300 K calculated
in different ways. For reference, the experimental resistivity of bulk
gold is 2.44 × 10−8 � m at room temperature.

Method Parameters ρ (×10−8 � m)

BTE (DFT) 5.6
BTE (EAM+DFT) 4.6
BTE (EAM+DFTB) 3.8
MD-Landauer (EAM+DFT) 7.1
MD-Landauer (EAM+DFTB) 7.5

FIG. 7. Length dependent resistance at different temperatures
(a) and temperature dependent resistivity (b). The resistivity is
calculated for bulk Au with the MD-Landauer method. All results
in this figure are obtained with EAM for the phonons/MD and
DFTB for the electronic parts. The black points show experimental
results [38].

EAM. This is true even though the EAM phonon energies are
up to 30% lower in energy than the DFT phonon energies.

In accordance with the silicon results, we find that the
BTE and MD-Landauer methods give similar results for the
resistivity, within a factor of two difference.

D. Au bulk

We now continue to study bulk gold in order to illustrate
that our MD-Landauer approach also can be applied to bulk
metallic systems, which were also studied in Ref. [25] with a
similar approach. For bulk calculations we set up a device with
a cross section of 0.82 × 0.82 nm2 corresponding to a 5 × 5
repetition of the Au unit cell, when the transport is along the
[001] direction. We have verified that using 3 × 3 and 4 × 4
repetitions gives essentially the same results. When calculating
the transmission through the bulk system, we average over
6 × 6 transverse k points. The MD simulations are performed
with the EAM and the electronic structure and transmission
function is calculated with DFTB. We have verified for a single
temperature (300 K) that calculating the electronic properties
with DFT gives essentially the same resistivity.

Figure 7(a) shows the resistance vs length of MD region
for increasing temperatures. At all temperatures the resistance
increases linearly with length and the resistivity is thus
well defined. The room temperature mean free path is λ =
38 nm, in close agreement to recently estimated values [37].
Panel (b) shows the calculated temperature dependent resis-
tivity of bulk gold together with experimental values [38]. The
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FIG. 8. Comparison of room temperature (300 K) mobilities
calculated with BTE and with the MD-Landauer approach.

MD-Landauer method gives bulk gold resistivities which are
in very good agreement with the experimental results with
about 30% difference.

III. DISCUSSION

From the results presented above it is evident that the BTE
and the MD-Landauer method provide similar estimates for
the phonon limited mobility in a variety of materials. To
further illustrate this, we compare in Fig. 8 room temperature
mobilities for a number of systems [graphene, (4,4)-CNT, bulk
silicon, silicon nanowire, bulk gold, and a gold nanowire].
Some of the calculations have been detailed above, while
the others are obtained in similar ways. All the calculations
have been performed with DFT describing the electron
transmission function. The figure illustrates that although the
two calculation methods show deviations on a quantitative
level within a factor of 2–3, they generally predict the same
mobility trends over more than two orders of magnitude. Both
methods have their advantages and limitations. We will now
discuss and compare various aspects of the two methods as
they are implemented in ATK.

The BTE is the most rigorous and theoretically well
founded of the two methods, but it relies on several as-
sumptions. (i) It is clearly an assumption that the Boltzmann
transport equation is an adequate description. This implies
that any quantum interference effects are neglected, and any
renormalization of the electronic band energies or eigenstates
are not included. The effect of lowering the band gap in
semiconductors at increasing temperatures is thus not included
in the BTE approach, while the band gap reduction is
included in the MD-Landauer method [24]. (ii) It is further
assumed that the EPC can be described with first order
perturbation theory through Fermi’s golden rule. All scattering
processes include a single phonon. Also, the construction
of the perturbed Hamiltonian assumes that the screening is
linear such that a change in Hamiltonian from a sum of
single atom displacements is the same as the change in
Hamiltonian from the summed displacements. This has known
limitations for, e.g., polar materials where the long-wavelength

Fröhlich interaction is not correctly included [39]. Note that
this is not a limitation in the BTE approach, but rather the
way we calculate the electron-phonon coupling from finite
displacements of individual atoms. (iii) The phonons are
assumed to be described within the harmonic approximation.
This means that anharmonic phonon-phonon couplings are
not included. With these assumptions the BTE rigorously
describes the scattering processes taking correctly into account
the finite energy difference from initial to final electron
states under absorption or emission of a phonon. The phonon
occupation is also correctly described by a Bose-Einstein
distribution.

The MD-Landauer method is not as well theoretically
founded as the BTE. However, from the Born-Oppenheimer
approximation we can argue that the electronic motion is much
faster than the nuclear ones. If we are considering a finite and
short MD region, an incoming electron passing through the
MD region essentially experiences a fixed potential landscape
setup by the atoms in their instantaneous positions. A similar
potential landscape giving similar resistivities can be obtained
from a system with randomly displaced atomic positions
[40]. However, this requires a calibration of the amplitude
of the random displacements for a given temperature, while
the MD simulations inherently include this information and
further provide a more physical description of the atomic
displacements. Nevertheless, the MD-Landauer method does
not correctly include finite energy transfer between the
electronic and phonon systems, and assisted processes, where,
e.g., an electron absorbs a phonon to reach a higher lying final
state, are not included. We note that a similar neglect of energy
transfer has been used for simulation of inelastic tunneling
spectroscopy of vibrations in molecular junctions [41,42] and
in the simulation of temperature dependent optical absorption
[26]. An advantage with the MD-Landauer approach is that
it is not limited to first order perturbation theory. Given the
perturbation in the Hamiltonian that is caused by the displaced
atoms, the Green’s function is solved exactly. Also, contrary
to the way we calculate the EPC for the BTE approach, the
MD-Landauer method does not assume the linear screening
discussed above, and long wavelength Fröhlich scattering will
thus be included, provided the length of the MD region is long
enough. The MD simulations naturally include anharmonic
effects, which might be important at temperatures above the
Debye temperature for the respective material. In the low
temperature limit, the MD simulations will on the other hand
not be correct since the phonon modes are occupied according
to a Boltzmann distribution rather than the Bose-Einstein
distribution implying that zero-point motions are not included.

In terms of applications, the two approaches also have
different advantages and shortcomings. For bulk materials the
BTE requires that both k and q are sampled on fine grids,
resulting in a six-dimensional sampling, which is demanding
computationally as well as memorywise. In the MD-Landauer
approach one should only converge the transverse k-point
sampling for the transmission calculation in bulk systems. In
addition to this, the cross sectional size of the unit cell must be
converged. One also needs to converge the sample averaging
over different MD snapshots.

A clear advantage of the BTE approach is that it is relatively
easy to obtain mobilities at many different temperatures. For
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the BTE calculations, the most time-consuming part is the
calculations of the electron-phonon coupling matrix elements,
which are temperature independent. The subsequent mobility
calculations for different temperatures are computationally
relatively inexpensive. For the MD-Landauer method, all
calculations need to be redone for every temperature.

For device calculations, inclusion of EPC leads to a very
substantial complication of the calculations, when treated
with NEGF [10,12,14]. The MD-Landauer method could, on
the other hand, be included in device calculations without
significant extra computational load. This potential application
of the MD-Landauer approach will be pursued in future works.

Finally, the MD-Landauer approach is also applicable for
studying EPC in amorphous systems, for which the BTE
cannot be used since the electronic band structure is not
well defined. Inclusion of other scattering mechanisms such
as defect scattering or grain-boundary scattering is likewise
relatively easy to include in the MD-Landauer approach.

IV. CONCLUSION

We have introduced a conceptually simple approach based
on molecular dynamics (MD) and the Landauer transmission
for calculating phonon-limited mobilities and resistivities. The

results obtained with the MD-Landauer method are compared
with values obtained from the Boltzmann transport equation
(BTE). For several one-dimensional as well as bulk systems
the results from the two methods are in good agreement with
each other as well as with available experimental results.
Our first-principles calculations further support the conclusion
of enhanced electron-phonon coupling in nanowires previ-
ously indicated by tight-binding simulations. Advantages and
shortcomings of the two methods were discussed. The MD-
Landauer approach is a memory-efficient and computationally
appealing alternative with a predictive power at the level of
state-of-the-art BTE solvers for studying EPC in bulk and
nanoscale systems.
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Phonon-assisted tunneling plays a crucial role for electronic device performance and even more so with
future size down-scaling. We show how one can include this effect in large-scale first-principles calculations
using a single “special thermal displacement” (STD) of the atomic coordinates at almost the same cost as
elastic transport calculations, by extending the recent method of Zacharias et al. [Phys. Rev. B 94, 075125
(2016)] to the important case of Landauer conductance. We apply the method to ultrascaled silicon devices
and demonstrate the importance of phonon-assisted band-to-band and source-to-drain tunneling. In a diode the
phonons lead to a rectification ratio suppression in good agreement with experiments, while in an ultrathin body
transistor the phonons increase off currents by four orders of magnitude, and the subthreshold swing by a factor
of 4, in agreement with perturbation theory.

DOI: 10.1103/PhysRevB.96.161404

Introduction. Electron-phonon inelastic scattering is one
of the major challenges for emerging high-performance ul-
trascaled devices, from the viewpoint of both experiments
and device simulations [1]. Semiclassical device simulations
fail to describe quantum tunneling, while atomistic quantum
simulations often are too time-consuming to treat phonon
scattering accurately. Reducing the computational cost of
inelastic, compared to elastic, device simulations has therefore
been an important and unsolved challenge for decades since
the first ultrascaled transistors emerged. In the extreme limit
of molecular-scale devices there are accurate first-principles
methods for inelastic processes available [2–13], while in the
opposite bulk continuum limit, deformation potentials (DPs)
are extracted for Boltzmann transport equations (BTEs) that
accurately describe low bias transport [14–17]. However, in
between these two regimes efficient computational methods
are missing. One approach is to apply the continuum DP,
despite the fact that electron-phonon coupling (EPC) is known
to change significantly in nanostructured devices [18–20]
and in an electrostatic environment [21]. Alternatively, it is
possible to perform atomistic tight-binding calculations with
coarse diagonal self-energy approximations at an extensive
computational cost [22,23]. Modern computers are unable to
include EPC from first-principles beyond the molecular scale,
while the understanding and design of emerging ultrascaled
devices calls for atomistic simulations with an accurate
description of EPC for thousands of atoms including quantum
confinement, strain, and surface effects.

Stochastic sampling of lattice fluctuations, through molec-
ular dynamics [24–30] (MD) and Monte Carlo [31–33],
has previously been used to estimate the variation of the
Landauer conductance or dielectric function with temperature.
Key motivations in these developments are the conceptual
simplicity and computer memory efficiency compared to
perturbation theory (PT). The MD is able to capture anhar-
monic effects, but is limited to the classical high-temperature

*tue.gunst@nanotech.dtu.dk

regime for systems with light atoms, neglecting zero-point
motion and low-temperature freeze-out of phonons [31–34].
However, the computational cost of sampling all atomic
displacements in the configuration space introduces yet a
system-size-scaling cost which remains an obstacle in all these
methods.

Recently, Zacharias and Giustino [35] showed that the
stochastic sampling of configurations can be replaced by a
single optimal supercell configuration for band gap renor-
malization and phonon-assisted optical absorption. Inspired
by the work of Zacharias and Giustino, we present in
this Rapid Communication a “special thermal displacement”
(STD) method based on nonequilibrium Green’s functions
(NEGFs). The STD method is able to deterministically handle
EPC in systems with thousands of atoms with a computational
burden equivalent to that of elastic transport. This extends the
capability of computer simulations to handle nanometer-scaled
devices. The method applies to systems with a high degree
of repetition of the same basic unit cell since it relies on
cancellations of errors between degenerate phonon modes.
Often good force fields exist in such systems, while the
electron-phonon coupling is less well described. We therefore
combine phonons obtained by a force field with the EPC
evaluated from density functional theory (DFT). We target
systems which have a bulklike representation of vibrations
(nonlocalized), which is the case for a large selection of
technologically important devices. As key examples, we study
the properties of bulk silicon, the performance of silicon-based
rectifiers, and double-gated metal-oxide-semiconductor field-
effect transistors (MOSFETs). We demonstrate how EPC can
be studied by first-principles calculations for systems with
thousands of atoms using modest computer resources, while
yielding results consistent with PT for smaller systems. This
makes the STD method a promising nanoscale design tool
for predicting trends in realistic nanodevices under working
conditions.

Finite temperature phonon-assisted tunneling. The starting
point is to consider the adiabatic limit of slowly moving
atoms where we consider the parametric dependence of the

2469-9950/2017/96(16)/161404(6) 161404-1 ©2017 American Physical Society
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retarded device Green’s function, Gr (E,{uλ}), on the nuclear
displacements, uλ(T ,V ). The thermally averaged current is
given by [36]

I (V,T ) = 2e

h

∫
dE〈T (E,T )〉[fL − fR],

〈T (E,T )〉 = �λ

∫
duλ

exp
(− u2

λ/2σ 2
λ

)
√

2πσλ

T (E,{uλ}),

(1)

where T (E,{uλ}) = Tr[�LGr ({uλ})�RGa({uλ})], �α are the
electrode coupling matrices, and fα the Fermi function at
the chemical potential of lead α. The phonon modes are
labeled by λ with frequency ωλ, eigenmode vector eλ, and
characteristic length, lλ. The Gaussian width σ is related to the
mean-square displacement 〈u2

λ〉 = l2
λ[2nB(T ) + 1] = σ 2

λ (T ) at
a temperature T . In principle these integrals can be computed
directly for small systems by Gaussian quadratures or by
Monte Carlo importance sampling to obtain the average over
the ensemble of possible atomic positions. However, a single
STD, uSTD, is sufficient for large systems with a high repetition
of smaller unit cells, defined as

uSTD(T ) =
∑

λ

sλ(−1)λ−1σλ(T )eλ. (2)

Here sλ denotes the sign of the first nonzero element in eλ

enforcing the same choice of “gauge” for the modes. Our
equations are in a form similar to the dielectric function of
bulk systems considered by Zacharias and Giustino [35,37].
For completeness we repeat the argument [35] stating that
the STD configuration gives the correct thermal average for
large systems by comparing the Taylor expansion of Eq. (1)
around the equilibrium configuration evaluated at the mode
displacements,

T (E,{uλ}) = T0(E) +
∑

λ

∂T (E,{uλ})
∂uλ

uλ

+ 1

2

∑
λ

∂2T (E,{uλ})
∂u2

λ

u2
λ + O(σ 3),

〈T (E,T )〉 = T0(E) + 1

2

∑
λ

σ 2
λ (T )

∂2T (E,{uλ})
∂u2

λ

+ O(σ 4)

(3)

to the Taylor expansion around the STD configuration uSTD

evaluated at zero:

TSTD(E,T ) = T0(E) −
∑

λ

∂T (E,{uλ})
∂uλ

sλ(−1)λ−1σλ(T )

+ 1

2

∑
λλ′

∂2T (E,{uλ})
∂uλ∂uλ′

sλsλ′(−1)λ+λ′−2σλ

× (T )σλ′(T ) + O(σ 3). (4)

The two successive terms, in the sum of the first-order part of
Eq. (4), cancel each other since for large systems the two
phonon modes λ and λ + 1 are near degenerate resulting
in an equivalent electron-phonon coupling and transmission

derivatives. The second-order term in Eq. (4) is finite only
for λ = λ′ and specifically λ and λ + 1 terms once again
have opposite signs. Hereby the STD expression Eq. (4)
approaches the direct result Eq. (3) for N → ∞. According
to Ref. [35] the accuracy can be controlled not only by system
size but also by configurational averaging over configurations
with a systematically flipped sign in a subset of the mode
displacements in Eq. (2). Unlike PT, which relies on a series
truncation at the lowest O(σ 2) ∼ O(u2), the STD expression
holds to all orders in σλ. This is consistent with the adiabatic
assumption of large displacements and low velocities. The
current in Eq. (1) evaluated from the STD, Eq. (2), pro-
vides a simple model treating phonon-assisted tunneling and
temperature-dependent EPC renormalization of the electronic
structure on an equal footing. The STD approximates the
correct thermal average, 〈T (E,T )〉 ≈ T (E,uSTD(T )), of the
Landauer conductance, and resembles the special quasirandom
structures (SQS) used to model infinite random alloys [38]. The
phonon occupations could include a contribution, in addition
to the thermal nB , from finite bias heating. This would pave the
way for current-saturation and heating modeling in nanoscale
devices in the future.

Silicon n-i-n junction device. We now turn to device
characteristics including EPC [39]. Figure 1 presents full
quantum device simulations including EPC for a two-
dimensional Si n-i-n double-gated MOSFET with 10 nm gate
length. Decreasing the gate voltage the device goes from
an on state where the current originates from thermionic
emission to an off state where the current is determined by
source-to-drain tunneling through the barrier. Comparing the
interacting STD-Landauer result with the elastic calculation
shows that the on current is almost unchanged by phonon
scattering [Fig. 1(b)]. The on current reaches a value of
∼10 A/m even with phonon scattering at 300 K. However,
phonon-assisted tunneling is found to increase the off-state
current by four orders of magnitude. Consequently, we extract
a significant subthreshold swing (S) degradation from S ≈
97 mV/dec to S ≈ 375 mV/dec at 300 K. Existing device
simulations on silicon FETs have not reported any significant
phonon-assisted S degradation, most likely because they either
neglect quantum tunneling, or are based on deformation
potentials (corresponding to a purely imaginary and diagonal
self-energy in the NEGF formalism) and effective-mass or
tight-binding approximations [40–43]. A single study found
a significant increase in the subthreshold current in silicon
nanowires (SiNWs) partly traced back to the renormalization
(self-energy real part), however, still within deformation
potential approximations [44]. In Fig. 1(d) we illustrate the
temperature-dependent broadening and shift of the density
of states that effectively modifies the barrier thickness and
phonon-assisted tunneling rates from electron states with s/d-
type orbital character through evanescent p-type states in the
intrinsic barrier region. Since elastic tunneling is suppressed
by the orbital symmetry, we find that the off current is highly
sensitive to temperature and significantly increased by EPC at
finite temperature.

These results agree with quantum PT, as implemented in
the lowest order expansion (LOE) method [2,45]. The LOE
calculation essentially requires evaluation of the transition
rates between scattering states for each phonon mode one
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FIG. 1. (a) Silicon n-i-n junction tunneling device with a source and drain doping of 1.0 × 1021 cm−3, length of 33 nm, and ∼2000 atoms.
(b) Current versus gate voltage, VG, for a source-drain voltage VSD = 0.1 V and at 300 K. (c) Current at VG = −1.6 V (on) and VG = 0 V (off)
as a function of temperature for VSD = 0.1 V. (d) Tunneling barrier dependence on VG and temperature illustrated by the local device density
of states (LDOS). Regions of low (high) LDOS are shown in dark (bright) color illustrating the forbidden (permitted) bands along the device.
Finite temperature electron-phonon coupling increases the off-state current hereby degrading the device performance.

by one. This makes a full LOE calculation computationally
more expensive by a factor of at least 6000 from the
number of phonon modes present in the device. This is a
tremendous task and to achieve this for a single gate value
we employ several computational approximations [36]. In
Fig. 1(c), we show the temperature dependence of the on
and off currents and validate the STD-Landauer result with
the computational expensive LOE calculation for the off state.
Importantly, we obtain an excellent match between the LOE
and the STD-Landauer method. The temperature dependence
of the current shows that phonon-assisted tunneling is frozen
out below 150 K. Similarly, other simulations have found
that phonon broadening of single impurity levels in SiNWs
suppress current saturation above 150 K [46]. In conclusion,
phonon-assisted tunneling is found to play a major role
for leakage currents in ultrathin-body transistors at room
temperature.

Silicon rectifiers. Next we show that finite temperature
EPC does not only increase source-to-drain tunneling, but
also significantly increases the band-to-band tunneling in p-n
junctions. In Fig. 2 we consider transport in a short (6.5 nm)
and a long (19.6 nm) silicon p-n junction [7,47,48] with
transport in the [100] crystal direction.

Figures 2(c) and 2(d) show the modification of the IV
characteristics due to EPC in the short (long) rectifier. To
demonstrate the validity of the STD-Landauer method, we
start by comparing the IV curves obtained with that from
a PT(LOE) calculation [2,45]. Again, the PT calculation is
computationally more expensive by a factor of at least 150
from the number of modes in the device. Nevertheless, we
obtain an almost perfect match between the two in Fig. 2(c).

One challenge for DFT simulations of silicon devices is the
fact that the screening length is often longer than system sizes
reachable by PT calculations. This is illustrated by the local
density of states (LDOS) in Figs. 2(e) and 2(f) which show
how the typical p-n junction potential profile emerges when
increasing the device length. As shown in Fig. 2(f), the STD-
Landauer approach enables large-scale device simulations
including EPC that secures converged screening potentials. In
addition, we also see that EPC gives rise to significant changes
in the LDOS of the device that highlights the importance
of EPC in device characterization. Device performance is
measured by its ability to have a high forward current, ION ,
and a low reverse leakage current, IOFF . The ION/IOFF

figure of merit is reduced from 2 × 108 to 4 at ±0.5 V and
6 × 109 to 5 × 102 at ±0.6 V due to EPC. The reverse current
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FIG. 2. Silicon p-n junction devices with doping values of ±2 × 1019 cm−3. Device characteristics are compared between a short [(a),(c)]
and long [(b),(d)] rectifier. The short device permits comparison with perturbation theory (LOE) while the screening is not fully enclosed within
the device as shown by the local density of states (e). In both short and long devices the LDOS is strongly renormalized at 300 K [(e),(f) (lower
panels)] and the reverse leakage currents are increased by six orders of magnitude. Experimental off current in (d) from Ref. [47] for a slightly
asymmetrically doped SiNW at the Esaki onset.

still saturates, but at a much higher value. Hereby the low
bias performance in terms of the rectification ratio is ruined
demonstrating how the EPC can have a detrimental impact
on the rectification ratio, and consequently a higher power is
needed for efficient rectification.

The STD-Landauer result shows an increasing off current
due to phonon excitation when increasing the temperature to
300 K. Recent experiments performed by Schmid et al. [47] on
pn junctions made from silicon nanowires with a diameter of
60 nm report on several key features that match our findings.
Their experiments at different temperatures underline the piv-
otal role played by phonons in the device characteristics. They

explore a range of dopings going from normal to Esaki diode
characteristics. At room temperature and at the lowest doping
corresponding to the onset of Esaki characteristics, they find a
maximum off-current density of 103 A/cm2 at a reverse bias
of −0.5 V. Our device is at a doping level just before the onset
of Esaki characteristics, where Fermi levels are still inside the
gap [cf. Fig. 2(f)]. The doping onset of the Esaki regime serves
as a good point of reference since it is independent of the band
gap value. In agreement with the experiments, we estimate
IOFF (−0.5 V) ≈ 103 A/cm2 and also find ION/IOFF < 1
below ±0.5 V, while the noninteracting ballistic result is
off by roughly six orders of magnitude. In addition, the

FIG. 3. STD-Landauer mobilities. (a) Transmission for the pristine and STD configurations for three different lengths of a 1.3-nm-diameter
silicon nanowire. (b) Mobilities of a silicon nanowire and bulk silicon. STD result is compared to BTE as well as experimental data from
Ref. [49] and force-field (FF) phonons for bulk and nanowire, respectively.

161404-4



RAPID COMMUNICATIONS

FIRST-PRINCIPLES ELECTRON TRANSPORT WITH . . . PHYSICAL REVIEW B 96, 161404(R) (2017)

experiment shows a strong temperature dependence of the off
current indicating an increased probability for transmission
across the junction consistent with the additional transport
channels opened by EPC in our simulations. Unlike the
ballistic noninteracting case, we find that IOFF increases with
bias [Fig. 2(d)]. This is traced back to an increased window
for inelastic transmission across the device that scales with
the bias window. Again, this trend fits with the experiments
performed by Schmid et al. [47]

Carrier mobilities. Carrier mobilities limited by EPC is
an important performance indicator of materials. Finally, we
show that the STD-Landauer approach has a predictive power
at the level of state-of-the-art BTE solvers [14] based on
the full first-principles EPC, and that both methods are in
excellent agreement with available experimental results. In
Fig. 3, we present mobilities obtained from the STD-Landauer
device model. The resistance R(L,T ) = 1/G(L,T ) = Rc +
ρ1D(T )L increases linearly with length, L, of the dynamic
region in the Ohmic regime. In Fig. 3(a) we show the
transmissions at 300 K for increasing device lengths. From
this we extract a one-dimensional resistivity, ρ1D(T ), which
depends on temperature but not on wire length, and the
contact resistance, Rc. From the density of states, D(E),
and carrier density, ñ = ∫∞

Eg
f (E − EF ,T )D(E)dE, we can

obtain a mobility μ = 1
qñρ1D

. The obtained values for bulk
silicon compares well with both experimental values as well as
BTE results from room temperature. The STD-Landauer result
includes multiphonon effects and assumes the correct quantum
occupations where optical modes are frozen out at low
temperatures. The adiabatic assumption neglects, however,
the frequency in single-phonon emission for modes with a
high frequency which may explain part of the discrepancy
at low temperature. Our first-principles calculations further

support the conclusion of enhanced electron-phonon coupling
in nanowires [19,24,50]. In addition, we compare the results
obtained with both force-field and DFT phonons for the SiNW
giving almost the exact same values. The predictability of
the STD-Landauer approach in general does not rely on an
accurate description of a single-phonon mode but rather the
full configuration space. Hereby force fields become even more
relevant for device simulations.

Conclusions. We have presented how a single STD to-
gether with a Landauer conductance calculation enables
nanometer-scale nonequilibrium device simulations including
phonon-assisted tunneling and temperature renormalization
from first principles. Our results are in excellent agreement
with both experiments and state-of-the-art perturbation theory
calculations and underline the key role played by phonon-
assisted band-to-band and source-to-drain tunneling in the
performance of ultrascaled silicon rectifiers and transistors.
Tunneling from electron states with s/d character through
evanescent p-type states in the transistor barrier may put
a limit to the performance of sub-10-nm devices and the
length scale where elastic and classical device simulations
are reliable. Importantly, the STD-Landauer approach is far
more memory and computational efficient making it appealing
as an atomistic design tool in electronics. The STD method
evaluates phonon coupling under operating conditions and in
the future it may open up the possibility for efficient modeling
of current-induced heating by letting the phonon occupations
depend on the applied bias voltage.
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Abstract—We present two different methods which both enable
large-scale first-principles device simulations including electron-
phonon coupling (EPC). The methods are based on Density
Functional Theory and Nonequilibrium Greens Functions (DFT-
NEGF) calculations of electron transport. The inelastic current
is in both methods calculated in a post-processing step to a
self consistent DFT calculation. The first method is based on
first order perturbation theory in the EPC self-energy within
the Lowest Order Expansion (LOE) approximation. The method
requires calculation of the first-principles EPC in the device
region and it includes the effect of each phonon mode on
the current perturbatively. This approach is made practical by
calculating the EPC of the device region using a smaller periodic
reference system. In addition, the phonon modes are assembled
into a small number of energy intervals in which phonon modes
are described collectively. The second method involves calculating
the electron transmission for a single configuration where the
atoms are displaced according to the phonon temperature of the
system. Thus, this method has a computational cost equivalent
to conventional elastic transport calculations. Both methods have
been implemented in the Atomistix ToolKit (ATK) and we apply
the methods for calculating the inelastic current in a silicon n-
i-n junction and for calculation of phonon limited mobilities of
silicon nanowires.

I. INTRODUCTION

As electronic devices approach the nanoscale, accurate
modelling often requires that the effect of each individual atom
is included in the simulation. First-principles modelling using
DFT-NEGF is an attractive approach, since it can accurately
describe the atomic-scale details and electronic structure of
surfaces, interfaces and different material combinations with-
out the use of any experimental data[1]. However, most studies
have so far been limited to simulations of the elastic current,
even though EPC is known to play a crucial role in room-
temperature performance of many nanoscale devices[2]. The
inclusion of EPC into first-principles transport calculations
has so far been limited to small molecular systems, due to
the high computational cost[3]. In this paper, we present two
methods[4] which enable electron transport calculations with
EPC at a computational cost similar to that of elastic quantum
transport calculations. Both methods are implemented in the
Atomistix ToolKit (ATK)[5].

In the first section we present the basic theory behind
the methods, and in the second section we compare the
methods for calculating the inelastic transport in a 2D n-i-n

silicon device and for the phonon limited mobility of a silicon
nanowire.

II. THEORY

In this section we briefly introduce the methods for calculat-
ing the inelastic current for a nanoscale device. We will assume
that the device is a two-probe configuration, as illustrated in
Fig. 1a. In a two-probe configuration the system is divided
into a left electrode, central region and a right electrode. For
the left and the right electrode we will describe the system
using periodic boundary conditions.

Dielectric 

Dielectric 

Gate 

n-doped n-doped 

Gate 

intrinsic 

a) 

b) 

VGS (V) 

Fig. 1. (a) Silicon n-i-n junction tunneling device with a source and drain
doping of 1.0×1021 cm−3, length of 33 nm and ∼ 2000 atoms. (b) Current
versus gate-voltage, VG, for a source-drain voltage VSD=0.1 V and at 300 K.
The solid line shows results without EPC (Noninteracting), the red dashed
line shows results including EPC in the STD approximation, and the single
blue triangle shows results for including EPC in the LOE approximation

In the following subsections we will introduce the two
methods. Both methods are post-processing methods, i.e. they
use the Hamiltonian from a self-consistent electronic structure
calculation of the systems without electron-phonon coupling.
The first method use a Special Thermal Displacement (STD) of
all atoms at a specific temperature which mimics the thermal
fluctuations of the configuration. The inelastic current can be
obtained by calculating a single elastic transmission spectrum
for this STD configuration[4]. The second method is based
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on lowest order perturbation theory in the electron-phonon
coupling self-energies using the Lowest Order Expansion
(LOE)[6].

A. The STD method

The STD method is conceptually related to the Special
Quasi-Random Structure (SQS) method for describing Ran-
dom Alloys. In the SQS method a single geometry is used
to represent a random alloy, the geometry is selected to give
the same physical property as the average value obtained for
a random distribution of structures[7]. In the STD method a
single configuration is selected which have the same physical
property as the average value obtained for a thermal distri-
bution of structures[4], [8]. In Ref. [9] we showed that the
average transmission from a thermal distribution of configu-
rations accurately describes the inelastic electron transmission
spectrum due to electron-phonon scattering at this temperature.
In the STD method the average is replaced with a single
representative geometry. To calculate the STD we need the
Dynamical matrix (D) of the central region of the system. A
first-principles calculation of the full Dynamical Matrix can
be very time consuming, however, for most systems a good
approximation can be obtained by using a force-field, or in the
case of a repeated two-probe system by repeating D calculated
for the left electrode.

To obtain the STD we first need to calculate the phonon
eigenspectrum using the Dynamical matrix of the central
region. The phonon modes are labeled by λ with frequency
ωλ, eigenmode vector eλ, and characteristic length, lλ. The
STD is then given by[4]

uSTD(T ) =
∑

λ

sλ(−1)λ−1σλ(T )eλ (1)

Here sλ denotes the sign of the first non-zero element in eλ
enforcing the same choice of ”gauge” for the modes. The
Gaussian width σ is related to the mean square displacement
〈u2
λ〉 = l2λ(2nB(T ) + 1) = σ2

λ(T ) at a temperature T , where
nB is the Bose-Einstein distribution.

The ’trick’ in the STD method is the use of opposite phases
for phonons with similar frequencies, in this way phonon-
phonon correlation functions average to zero and the trans-
mission spectrum of the STD configuration becomes similar
to a thermal average of single phonon excitations.

The final step in the STD method is to calculate the self-
consistent Hamiltonian of the displaced system, and use that
to calculate a normal electron transmission spectrum. Thus,
the computation effort for the inelastic transmission is for the
STD method similar to elastic transmission.

B. The LOE method

The LOE method for the inelastic current calculation is
based on perturbation theory in the first Born approximation.
Besides the Hamiltonian and the Dynamical matrix of the
central region (as needed in the STD method) it requires
knowledge of the Hamiltonian derivative with respect to the
atomic positions in the central region, ∇H(r).

The first-principles calculations of ∇H(r) can be pro-
hibitive for a large system. The system in Fig. 1a is what we
will call a “Repeated Two-probe system”. In such a system the
atomic configuration of the central region can be generated by
repeating the left electrode along the transport direction. For a
repeated two-probe system ∇H(r) can be obtained to a good
approximation from the ∇H(r) of the left electrode.

From t∇H(r) of the central region we can get the electron-
phonon matrix element in reciprocal space[10].

Mµν
λ,k,q =

∑

mn

eik·(Rn−Rm)−iq·Rm

×〈φνRm|vq,λ · ∇H0(r)|φµ Rn〉, (2)

where the (mn)-sum runs over repeated unit cells in the super
cell calculation of the hamiltonian derivatives[10], and the
subscript 0 indicates that the derivatives are only calculated
for atoms in the unit cell with index 0. |φµ Rn〉 represent the
µ’th LCAO basis orbital in the unit cell displaced from the
reference cell by the lattice vector Rn.

Following ref. [6] we obtain inelastic transmission func-
tions, which are symmetric in the applied bias and account
for a finite transfer of momentum, T ems/absλ,k,q (ε) =

Tr
[
MλÃk+q

L (±)MλAk
R(∓)

]

+Im
{

Tr
[
MλAk+q

R (±)Γk+q
L (±)Gk+q(±)MλAk

R(∓)
]

+ Tr
[
MλAk+q

R (∓)Γk+q
L (∓)Gk+q(∓)MλAk

L(±)
]}

(3)

where we use the short hand notation Ak
L

(
ε± h̄ωλ

2

)
=

Ak
L(±). In the first line we have Ãk+q

L =(
Gk+q

)†
Γk+q
L Gk+q, whereas the other spectral functions are

defined as Ak+q
L = Gk+qΓk+q

L

(
Gk+q

)†
. We finally evaluate

the current following [2] as

I(V ) = − 2e

hNkNq

∑

λ,k,q

∫∞
−∞ dε[T emsλ,k,q(ε)F emsλ,q (ε)

+T absλ,k,q(ε)F absλ,q (ε)], (4)

where Nk and Nq are the numbers of k and q-points and
where the energy- and mode depended prefactors are

F emsλ,q (ε) = nF (ε− µL)[1− nF (ε− µR + h̄ωλ,q)][nB(h̄ωλ,q) + 1]

−nF (ε− µR − h̄ωλ,q)[1− nF (ε− µL)]nB(h̄ωλ,q)

F absλ,q (ε) = nF (ε− µL)[1− nF (ε− µR − h̄ωλ,q)]nB(h̄ωλ,q)

−nF (ε− µR + h̄ωλ,q)[1− nF (ε− µL)][nB(h̄ωλ,q) + 1],

where nF (ε) = 1/(eε/kBT +1) and nB(h̄ω) = 1/(eh̄ω/kBT −
1) are the Fermi-Dirac and Bose-Einstein distribution func-
tions respectively.

In calculating the inelastic current we formally have a sum
over all the phonon modes. In order to reduce the computa-
tional burden, we perform a summation of the phonon modes
in energy intervals to form new effective phonon modes. We
typically use intervals of 10 meV length, i.e [0, 0.01] eV,
[0.01, 0.02]eV, etc. Similar approximations are commonly used
in other codes[11]. The sum over modes in Eq. (4) and related
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equations above is thus replaced by a sum over phonon energy
intervals using the redefined phonon modes. Otherwise the
formulas remain the same.

III. RESULTS

In the following we compare the methods for the inelastic
transport in a nanoscale 2-d silicon n-i-n device and the
phonon limited mobility of a silicon nanowire.

A. n-i-n junction

The first system we investigate is a 2-d Silicon n-i-n
junction, as illustrated in Fig. 1a. The system is confined in the
vertical direction with a thickness of 2 nm and the surfaces are
passivated with Hydrogen atoms. The out-of-plane direction is
periodic, and the horizontal direction is the transport direction.
The device is surrounded by a 1 nm dielectrics with ε = 4 and
controlled through a gate electrode. The device is intrinsic
between the gate electrodes, and n-doped (1.0 × 1021 cm−3)
outside the gate.

For the DFT-NEGF calculation we use the ATK package[5].
We use the Local Density Approximation (LDA) for the
exchange-correlation functional. The Si and H atoms are de-
scribed by normconserving pseudopotentials and the electronic
structure described by a spd basis set (9 orbital per atom). To
describe the periodic direction we use 9 k-points for the SCF
calculation and 51 k-points for the transport calculation. The
dielectric and gate electrode are described at the continuum
level within the poisson equation for the Hartree potential.
The method for doping is described in Ref. [12]. The elastic
transport at an electronic temperature of 300K is shown with
the black solid line in Fig. 1b.

The next step is to include EPC using the STD approxi-
mation. To this end we need the Dynamical matrix which we
calculate numerically from a classical potential[13]. Using the
dynamical matrix we calculate the STD at 300K and perform
a SCF calculation for the resulting geometry. From the SCF
Hamiltonian we calculate the transmission and the resulting
current for different gate biases. The result is shown with
the dashed red line in Fig. 1b. We see that the EPC has
only little effect for the on-current, however, the off-current
is increased by 4 orders of magnitude and the subthreshold
swing is degraded from 97 mV/dec to 375 mV/dec.

To check if this result is correct we perform a LOE
calculation for the off-current. For this calculation we need the
EPC matrix element. Since the system is a repeated two probe
device, we only need to calculate the EPC for the left electrode
and repeat it to get the EPC of the central region. We can now
calculate the inelastic current in the LOE approximation. The
LOE calculation is more time consuming and we have only
calculated a single point for the off-current. As seen from
Fig. 1b the LOE and STD approximations are in excellent
agreement. Since the two approaches are very different, it
shows that the different approximations for including EPC are
valid.

Existing device simulations on silicon FETs have not re-
ported any significant phonon-assisted tunneling. We believe

that this is most likely because they either neglect quantum-
tunneling, or are based on deformations potentials (corre-
sponding to a purely imaginary and diagonal self-energy in
the NEGF formalism) and effective-mass or tight-binding
approximations[14], [15], [16], [17]. Thus, our new first prin-
ciples calculations with a complete description of the EPC are
the most accurate description to date of a nanoscale FET. The
main error source in the calculation is the use of DFT-LDA
which severely underestimates the band gap of Si (0.66 eV
in our calculation). We are presently investigating the use of
LDA+1/2[18] which reproduces the bandgap of Si (1.18 eV).
Preliminary results show that an increased bandgap slightly
reduce the phonon assisted tunneling but the main conclusions
are the same.

B. Silicon nanowire

In a recent paper[9], we calculated the phonon limited
mobility of nanowires using a full first-principles calculations
combined with the Boltzmann Transport Equations (BTE)[10]
and also from a Molecular Dynamics (MD) Landauer ap-
proach. In the MD-Landauer approach an ensemble of config-
urations are obtained from MD trajectories at the given tem-
perature, and then the transmission spectrum is averaged over
this ensemble to obtain an inelastic transmission spectrum[10].
The mobility is obtained through the length dependence of
the conductance, i.e. transmission calculations for typically 3
different system lengths are used to calculate the mobility.
The STD method can also be considered as a “one-shot”
MD-Landauer approach, instead of using an ensemble of
configurations, we use a single configuration with the same
average atom-atom correlations as the MD ensemble. In the
following we will compare the BTE and MD methods with
the LOE and STD methods.

The system we consider is a silicon nanowire, illustrated in
Fig. 2a. It has a diameter of 1.5nm and is oriented along the
(100) direction. The surfaces are passivated with hydrogen.
For the MD, STD and LOE methods we consider 3 different
lenghts, 5, 10 and 15 nm. Other computational details are
similar to the n-i-n study.

Fig. 2b shows the resulting mobilities. The BTE result
serves as a good point of reference since it is the most
conventional approach. We see that the STD results closely
follow the BTE data, proving the validity of the approach. The
MD results shows a higher mobility than the STD results and
the discrepancy is increased for decreasing temperature. We
expect that this is due to the use of classical MD which neglect
zero-point motion. The zero-point motion is included in both
the BTE and STD calculations. The LOE result gives slightly
to high values at low temperatures. For a one-dimensional
system the transmission near the band edge is more sensitive
towards perturbations due to the van Hove singularity in
the density of states. In this limit, one may observe strong
modifications of the current beyond lowest order perturbation
theory. Recently, several papers have developed an analytic
continuation approach that enables a renormalization of the
LOE result so that it gives results equivalent to the self-
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Fig. 2. a) Geometry of the silicon nanowire used for the mobility calculation.
b) Mobility as function of temperature for the BTE, STD, MD and LOE
methods.

consistent Born approximation[14]. Here we employ the low-
est order analytic continuation approach for the nanowire due
to its simplicity. While the LOE includes EPC as a perturbation
to the current, MD and STD directly evaluates the inelastic
current at displaced atomic positions. In general, all four
methods gives results that agree from room temperature and
above.

IV. CONCLUSION

We have presented two methods which enable computa-
tional efficient first principles transport calculations including
EPC. Most efficient and promising is the STD method. This
method uses an additional elastic transport calculation for
a displaced configuration to provide the effect of EPC, and
thereby allows for including EPC at essentially the same cost
as elastic quantum transport calculations. We presented results
for the electrical properties of a silicon 2D-FET and mobility
of a silicon nanowire. The results illustrated the accuracy of
the approach.
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We present a straightforward and computationally cheap method to obtain the phonon-assisted pho-
tocurrent in large-scale devices from first-principles transport calculations. The photocurrent is calculated
using the nonequilibrium Green’s function with light-matter interaction from the first-order Born approx-
imation, while electron-phonon coupling (EPC) is included through special thermal displacements. We
apply the method to a silicon solar-cell device and demonstrate the impact of including EPC in order
to properly describe the current due to the indirect band-to-band transitions. The first-principles results
are successfully compared to experimental measurements of the temperature and light-intensity depen-
dence of the open-circuit voltage of a silicon photovoltaic module. Our calculations illustrate the pivotal
role played by EPC in photocurrent modeling to avoid underestimation of the open-circuit voltage, short-
circuit current, and maximum power. This work represents a recipe for computational characterization
of future photovoltaic devices including the combined effects of light-matter interaction, phonon-assisted
tunneling, and the device potential at finite bias from the level of first-principles simulations.

DOI: 10.1103/PhysRevApplied.10.014026

I. INTRODUCTION

Photovoltaics (PV) represents a promising technology
as a replacement for the burning of fossil fuels. In the
past couple of decades, many promising thin-film absorber
materials have been discovered, all of them with unique
strengths and weaknesses. CdTe and copper indium gal-
lium selenide [CIGS, CuIn(1−x)Ga(x)Se2] can produce high
efficiencies, but include rare and toxic elements, while
copper zinc tin sulfide (CZTS, Cu2ZnSnS4) includes only
nontoxic earth-abundant elements, but suffers from low
efficiency and open-circuit voltage (VOC) [1–4]. Clearly,
there is still room for the discovery of new materials to
improve on the cost-efficiency relationship. The field of
computational material science has seen massive progres-
sion, and as a result the difference between the system
size and complexity attainable in simulations and experi-
ments is becoming smaller every day. Recently, a review
was published on the design of new materials using first-
principles calculations [5]. Here, it is stressed how the
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abundance of candidate materials together with the lack
of efficient devices highlight the need for efficient pre-
dictive device calculations. Continuum models are used
extensively in the field of PV to extract benchmark param-
eters from measurements on devices and to predict the
performance of new device geometries [6]. It is diffi-
cult to include important effects such as confinement of
electrons and phonons, surface effects, and strain in the
continuum models. These effects can, however, be cap-
tured using atomistic models based on density-functional
theory (DFT). DFT combined with the nonequilibrium
Green’s function (NEGF) formalism [7–9] has, for exam-
ple, previously been used to improve a continuum-model
study of transport through the interface between CZTS
and the buffer material CdS, which is important for CZTS
solar-cell efficiency [10,11]. In spite of the influx of new
thin-film-based PV cells, silicon remains the market leader
and about 90% of PV cells are still based on silicon, where
large modules with high efficiency and stability can be
produced [1].

Silicon has an indirect band gap and as such, in order
to conserve momentum, absorption of a photon below
the fundamental direct gap energy must be accompanied
by the absorption or emission of a phonon. A number
of recent studies also show that EPC plays a key role
in the outstanding performance of PV cells based on
direct-band-gap perovskites [12–15].
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The study of phonon-assisted photon absorption from
first principles is notoriously difficult as it involves a
double sum over fine grids of k points and complex
two-excitation processes. Therefore state-of-the-art DFT
calculations of phonon-assisted absorption have so far
been limited to bulk crystals where the supercell con-
tains only a few atoms [16–18], while empirical mod-
els have been used for studies of realistic devices [19].
Recently, Zacharias and Giustino [18] introduced a very
efficient method for including phonon-induced absorption
processes using a single supercell calculation in which the
atoms are displaced away from their equilibrium positions.
We recently adopted this special-thermal-displacement
(STD) approach to study electron transport in silicon sys-
tems with over 1000 atoms, including electron-phonon
coupling within the DFT NEGF formalism [20].

In this paper we apply STD to calculations of the first-
order photocurrent in a 19.6-nm silicon p-n junction from
DFT NEGF. In this way we are able to capture the phonon-
assisted absorption over the indirect band gap of silicon
and study directly the effect of temperature on the perfor-
mance of the device. In the following section, we sum-
marize the methodology used to calculate the photocurrent
using the first-order Born approximation and the inclusion
of EPC through the STD approach. Exhaustive deriva-
tions of the important equations can be found in previous
publications [18,20–23].

II. METHOD

We calculate the photocurrent as a first-order pertur-
bation to the electronic system caused by the interaction
with a weak electromagnetic field. The electron-photon
interaction is given by the Hamiltonian

H ′ = e
m0

A · P, (1)

where A is the vector potential and P is the momentum
operator. For a single-mode monochromatic light source,
we have [21]:

A = e

(
�
√

μ̃rε̃r

2Nωε̃c
F

)1/2

(be−iωt + b†eiωt), (2)

where μ̃r is the relative permeability, ε̃r is the relative per-
mittivity, ε̃ is the permittivity, ω is the frequency of the
light, F is the photon flux, N is the number of photons, b†

and b are the bosonic creation and annihilation operators,
and e is a unit vector giving the polarization of the light.

Using the standard Meir-Wingreen formula [24] and
including only first-order terms in F , we arrive at an
expression similar to Fermi’s golden rule for the current
into the left (L) and right (R) leads due to absorption of

photons [23,25]:

Iα = e
h

∫ ∞

−∞

∑
β=L,R

[1 − fα(E)]fβ(E − �ω)T −
α,β(E)

− fα(E)[1 − fβ(E + �ω)]T +
α,β(E)dE, (3)

T −
α,β(E) = N Tr{M †Ãα(E)MAβ(E − �ω)}, (4)

T +
α,β(E) = N Tr{MÃα(E)M †Aβ(E + �ω)}, (5)

where α ∈ L, R, fα is the Fermi-Dirac distribution function
of lead α, Aα = G�αG† is the spectral function of lead α,
Ãα = G†�αG is the time-reversed spectral function of lead
α, and the electron-photon coupling matrix is

Mml = e
m0

(
�
√

μ̃rε̃r

2Nωε̃c
F

)1/2

e · Pml. (6)

The total photocurrent is then calculated as Iph = IL − IR.
The retarded G and advanced G† Green’s functions, the
spectral broadening of the leads �α , and the momen-
tum operator P are calculated self-consistently from DFT
NEGF simulations of the silicon p-n junction device.

The temperature-dependent EPC is included through a
single displacement of the atomic positions according to
[18,20]

uSTD(T) =
∑

λ

(−1)λ−1σλ(T)eλ, (7)

where eλ is the eigenvector of phonon mode λ and the
Gaussian width σ is given by

σλ(T) = lλ
√

2nλ(T) + 1, (8)

where nλ(T) and lλ = √
�/2Mp	λ are the Bose-Einstein

occupation and vibrational characteristic length of mode
λ with frequency 	λ. Phonon modes are obtained using
a supercell method [26–28]. The configuration displaced
according to Eq. (7) gives the correct thermal average
of the Landauer conductance and the optical absorption
for sufficiently large systems with many repetitions of the
same unit cell [18,20].

In summary the total current at bias V and temperature
T is calculated as follows:

I(V, T) = I0[V, uSTD(T)] + Iph[V, uSTD(T)], (9)

where I0 is the dark current coming from the applied
bias. By displacing the atomic coordinates once according

014026-2



EFFICIENT FIRST-PRINCIPLES CALCULATION... PHYS. REV. APPLIED 10, 014026 (2018)

FIG. 1. (a) Structure and cell used in the calculation of the
19.6-nm silicon p-n junction, with n = 2 × 1019 cm−3. (b) Local
density of states along the transport direction of the silicon p-n
junction on a logarithmic scale.

to Eq. (7), calculating, and adding the two current
contributions, we get the current under illumination of a
single frequency of light. To calculate the total current
under sunlight illumination, we integrate the current over
frequency with the flux F given by the AM1.5 reference
spectrum. All DFT NEGF calculations in this study were
performed using the ATK DFT software [29–31], with the
SG15-low basis set and 11 × 11 (21 × 21) k points in the
electronic structure (transport) calculations. DFT within
the local-density approximation (LDA) or the generalized-
gradient approximation (GGA) to the exchange-correlation
potential is known to underestimate the band gaps in semi-
conductors. In order to overcome this band-gap problem,
we used the GGA+1/2 exchange-correlation method [32],
which yields accurate band structures for a wide range
of materials with the same computational effort as nor-
mal GGA calculations. With these parameters we obtain
an indirect band gap of 1.135 eV for pristine silicon
(neglecting zero-point motion). All phonon calculations
were performed using Tersoff potentials [33,34]. Elec-
tronic doping was included by adding a charge fixed at the
position of every silicon atom in the structure, as in previ-
ous work [35]. The DFT electronic structure under applied
bias was calculated self-consistently using the standard
NEGF approach [31].

III. RESULTS AND DISCUSSION

Figure 1(a) shows the considered 19.6-nm silicon p-
n junction with transport along the [100] direction. The
related local density of states is shown in Fig. 1(b) and we
can see the typical p-n profile along the device, with flat
bands near the electrode indicating converged screening
potentials [20,35]. Furthermore, we see that the calculated
band gap is very close to the one observed in experiments
on silicon [36].

In Fig. 2(a) we compare the photocurrent density calcu-
lated for a pristine silicon (neglecting zero-point motion)
p-n junction with that of a 300-K STD structure for
F = 1/Å

2
s. The dashed lines indicate the energies of the

indirect (Eindirect
g = 1.135 eV) and direct (Edirect

g = 2.853
eV) band gaps of the bulk silicon structure using the
same calculational settings. First, we see that the obtained
band gap agrees well with the experimental value (1.12
eV) [36], verifying our use of the GGA+1/2 exchange-
correlation method. Second, we see that the inclusion of
EPC through the STD results in an increase in photocurrent
from the indirect transition of about two orders of mag-
nitude. The photocurrent as a function of photon energy
at 300 K compares well to previous calculations of the
absorption coefficients in bulk silicon, where EPC was
included in the same way [18]. Temperature effects on
the electronic structure are included in the STD method,
and indeed we see a finite photocurrent at photon energies
below the bulk band gap corresponding to a reduction in
the band gap with temperature. In addition to the finite-
temperature renormalization of the band gap, we obtain
the actual photocurrent of the transport setup assisted by
band-to-band tunneling and including the device potential
at finite bias. Unlike calculations on bulk silicon, we see
here a small finite contribution to the photocurrent com-
ing from the indirect transition even without EPC. This
we trace back to symmetry breaking by the ultrathin p-n
junction and the resulting device potential along the [100]
direction. This current contribution is analyzed in more
detail in the Supplemental Material [37]. In simulations
based on the bulk-silicon band structure, such transitions

V
OC

(b)(a) FIG. 2. (a) Calculated photocur-
rent density for the pristine (blue
dashed) and STD displaced (red
solid) system, where F = 1/Å

2
s

and V = 50 mV. (b) Calculated
room-temperature current density
as a function of voltage for the sil-
icon p-n junction in the dark (F =
0) and under illumination.
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(a) (b) FIG. 3. (a) Calculated I -V
curves with (solid) and with-
out (dashed) EPC for different
temperatures. (b) Calculated
open-circuit voltage as a func-
tion of temperature with linear
fits. The green star markers
are experimental measurements
from [40]. The inset shows a
close-up near the experimental
measurements. In all calculations
and experimental values shown in
this figure, a light intensity of 1
sun was used.

would be prohibited by the opposite symmetry of conduc-
tance and valence states if not assisted by phonons. This
follows from the selection rule due to momentum conser-
vation, which is a consequence of translational symmetry.
However, in a p-n junction, the system is not transla-
tionally invariant in the transport direction, and hence
the momentum in the transport direction is not a con-
served quantity. The effects of phonon-assisted tunneling,
temperature renormalization, and the device potential are
all seen to play an important role in the quantitative
photocurrent device characteristics. Regarding below-gap
transitions, a similar result was seen previously when
studying theoretically the phonon-assisted tunneling into
graphene in a scanning-tunneling-spectroscopy setup [38].
Here a finite but strongly suppressed tunneling into the
Dirac point of graphene is seen even below the thresh-
old voltage of the phonon opening the inelastic channel.
In order to generate an I -V curve, we need to calcu-
late the total photocurrent under sunlight illumination. To
that end we used the AM1.5 reference spectrum and inte-
grated the spectral current densities for a certain applied
bias.

The I -V curve of the silicon p-n junction is shown in
Fig. 2(b), with and without the addition of photocurrent. A
least-squares fit of the calculated data points to the usual
expression for the current of a diode under illumination
I = Iph + I0[exp(qV/nkBT) − 1] is added. The result looks

very much like what is expected [39], with a photocurrent
being a nearly constant contribution at all applied biases.
The applied bias voltage where the illuminated I -V curve
crosses the zero-current-density line and no current is gen-
erated is known as the open-circuit voltage (VOC) and is
a measurable parameter used to benchmark solar-cell per-
formance. For crystalline-silicon PV cells, the open-circuit
voltage is known to be in the range 0.55–0.60 V [40–42]
at room temperature, in good agreement with the 0.54 V
obtained from our calculation. The short-circuit current,
obtained at zero applied bias, varies a lot depending on
the quality and device geometry of the measured solar
cell, making a direct comparison with our results difficult.
The obtained 5 mA cm−2 is, however, aligned with typical
values published in the literature [41,42].

To analyze the direct impact of EPC on the device,
we plot in Fig. 3(a) the I -V curve under illumination for
the perfectly symmetric (noninteracting) silicon system
together with that of the system where atomic positions
are displaced according to STD [Eq. (7)] for different
temperatures. Without EPC the short-circuit current den-
sity is underestimated by about 25%. Importantly, the
open-circuit voltage is significantly underestimated with-
out EPC and one obtains VOC = 0.49 V at 300 K. The
open-circuit voltage of a PV device is an important per-
formance indicator that defines its quality and is typically
very well controlled, so a ∼10% loss at room temperature

(b)(a)

Intensity (sun)

FIG. 4. (a) Open-circuit volt-
age as a function of light
intensity at 352 K. The calcu-
lated results including EPC were
extrapolated from the fitted line
in Fig. 3(b), since we did not
perform calculations at the exact
temperature measured in [40].
(b) Calculated power density as a
function of applied voltage with
(solid) and without (dashed) EPC
for different temperatures.
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is substantial. This highlights the importance of including
phonon effects in device calculations of indirect semicon-
ductor PV devices.

We will now analyze the temperature dependence of
the device characteristics, which can often be extracted
from experiments. The short-circuit current is largely con-
stant while the open-circuit voltage is degraded for higher
temperatures, due to the increased probability of carriers
tunneling through the p-n junction via electron-phonon
scattering events at bias voltages below the band gap. In
the case with no EPC, the increased current at higher tem-
peratures comes only from the temperature dependence of
the Fermi-Dirac distribution. Comparing with the results
where EPC is ignored (dashed lines), we see that the open-
circuit voltage is systematically underestimated and that
the error is larger at high temperature. It is not surpris-
ing that the inclusion of EPC is more important at higher
temperatures where the phonon population is higher. The
short-circuit current is also constant for the case with-
out EPC, but it is too low at all temperatures. Using
the results shown in Fig. 3(a), we can extract the open-
circuit voltage, which is often measured in experiments
on solar-cell devices, as a function of temperature. The
open-circuit voltage as a function of temperature with and
without the inclusion of EPC is shown in Fig. 3(b). A
linear fit was performed on both data sets using least-
squares fitting, and the best fit was plotted alongside the
data points. For both cases, we get the expected linear
temperature dependence. The open-circuit voltage extrap-
olated to the T = 0 K point is often used in experiments
to extract the activation energy of the dominant recombi-
nation path. Here we get 1.1 V ± 0.025 V with EPC and
1.08 V ± 0.029 V without EPC, both slightly below our
calculated band gap. In Fig. 3(b) we also compare the cal-
culated results with experiments carried out by Huang et
al. [40], where the open-circuit voltage of a crystalline-
silicon PV module was measured under simulated solar
irradiation while controlling the cell temperature. The
calculated results including EPC agree nicely with the
experimental measurements. The calculated open-circuit
voltages without the inclusion of EPC are much lower
than the experimental values at all temperatures. Experi-
mental measurements of VOC performed at temperatures in
the range 100–300 K under 1.1 sun illumination [41] also
agree nicely with the values calculated including EPC (not
shown).

Lastly, we will analyze the trends with light intensity.
In Fig. 4(a) we show the calculated open-circuit voltage
for different intensities of the light source at a tempera-
ture of 352 K and compare with experimental values from
Huang et al. [40]. Again we see that the results where EPC
is included through STD agree nicely with experimen-
tal measurements. The best agreement is seen at 0.2 sun,
which is to be expected given the assumption of a weak
field going into Eq. (1). On the other hand, the open-circuit

voltages calculated while neglecting EPC do not agree
with the experimental values. In fact, even the results cal-
culated at 1 sun are below the experimental values, where
only an intensity of 0.2 sun is used. This underlines the piv-
otal role played by EPC in PV devices. Figure 4(b) shows
the generated power density for the p-n junction with and
without the inclusion of EPC. We see that the maximum
power and maximum power point are both underestimated
in the case without EPC.

IV. CONCLUSION

We have presented a computationally cheap method to
calculate the phonon-assisted photocurrent in large-scale
devices from first principles. Previous studies of phonon-
assisted optical absorption using state-of-the-art methods
have been limited to bulk systems of high symmetry, where
only a handful of atoms are considered due to the computa-
tional cost. Here we study a 19.6-nm-long silicon p-n junc-
tion under working conditions with an applied bias. The
calculated current density as a function of photon energy
is similar in shape to the temperature-renormalized bulk
optical absorption of silicon calculated in previous studies
using a similar description of EPC [18]. Our results agree
nicely with experiments both for values of the open-circuit
voltages and for trends in how they scale, with temperature
and light intensity. The phonon interaction has a signif-
icant impact on the device characteristics, highlighting
the need for photocurrent transport calculations including
phonon coupling when considering devices using indirect
semiconductors as the absorber material. The combina-
tion of device simulations with photon coupling as well as
phonon coupling, through special thermal displacements,
offers an appealing way forward in the difficult problems of
combined light-matter interaction, phonon-assisted tunnel-
ing, temperature renormalization, and the nonequilibrium
device potential in quantitative first-principles simulations.
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b
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b
ot
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.
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,
w
e
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n
d
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d
J
an
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s
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oS
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e
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b
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b
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m
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ra
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b
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h
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d
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b
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n
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an

n
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s
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u
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u
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l
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d
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.
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e
h
ig
h
ly
-d
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p
er
si
ve

va
le
n
ce

b
an

d
s
n
ea
r
th
e
K
-v
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le
y
(m
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ke
d
C

in
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ig
.
2(
a)
).

L
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in
g
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th
e
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le
n
ce

b
an

d
in

F
ig
.
2(
a)

n
ea
r
th
e
Γ
-p
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n
t
(m
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ke
d

B
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w
e
fi
n
d

a
st
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e
th
at

h
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a
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w
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-p
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n
e
d
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p
er
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on

b
u
t
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d
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o
ca
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d
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e
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ir
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ti
on
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h
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b
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n
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Γ
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m
p
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to
th
e
K
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e
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n
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).
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h
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h
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.
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b
)
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B
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r
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t
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st
ra
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at
e.

In
F
ig
.
2(
c)

w
e
sh
ow
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d
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at
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d
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K
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os
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ra
te
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at
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d
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at
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n
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d
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d
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b
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b
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at
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b
e
d
om

in
at
in
g
th
e
la
rg
e

p
h
ot
o-
cu
rr
en
t
re
sp
on

se
,
as

sh
ow

n
b
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b
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d
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at
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ce

b
an
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5
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b
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n
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d
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d
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b
y
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b
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n
b
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b
y
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n
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e
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ir
ec
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b
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d
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e
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e
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b
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e
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a
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n
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p
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b
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b
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b
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n
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e
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il
l
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y
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d
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en
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d
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e
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u
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ra
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b
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ra
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h
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n
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e
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u
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n
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u
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p
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n
it
y
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r
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ir
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r
h
ar
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g
of

so
la
r
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o
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d
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ic
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n
n
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li
c
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e
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es
sa
ry
.
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m
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d
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g
b
u
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d
b
ot
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w
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m
p
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te
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en

th
e
b
u
il
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d
ip
ol
e
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in
g
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e
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-j
u
n
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sh
ow

n
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e
S
u
p
p
or
ti
n
g
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at
io
n
(F

ig
.
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.
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h
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ou
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b
e
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a
jo
r
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n
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fo
r
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e
b
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e
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d
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e
u
n
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u
e
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p
er
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er
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.
W
e
ex
p
ec
t
se
m
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m
et
al
li
c
2D

m
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er
ia
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to
sc
re
en

th
e
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-fi
el
d
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ci
en
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y
an

d

h
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e
th
er
ef
or
e
ex
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th
e
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ec
t
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d
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g
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h
en
e
m
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ol
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er
s
to

th
e
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p
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d
b
ot
to
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il
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oS

S
e.
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F
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.
3(
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w
e
sh
ow
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e
p
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b
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d
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u
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M
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S
e
w
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h
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h
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e
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d
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ed

to
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e
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p
an

d
b
ot
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m

of
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e
st
ru
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u
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ow

n
in

F
ig
.
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).

A
h
ex
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al
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p
er
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ll
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gr
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h
en
e
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p
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M
oS

S
e
(s
h
ow

n
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F
ig
.
3(
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)
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w
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h
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u
r
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d
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n
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p
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M
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S
e
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d
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h
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e
u
n
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.
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m
p
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ra
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∼
1%
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d
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h
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e
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p
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e
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e
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ra
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h
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e
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e
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d
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e
M
oS

S
e
el
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u
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w
h
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e
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h
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m
p
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.1
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p
or
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n
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w
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w
h
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m
e
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b
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b
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.
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b
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b
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ro
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b
et
w
ee
n
th
e
tw

o
gr
ap

h
en
e
D
ir
ac
-p
oi
n
ts

fo
r
va
ry
in
g
n
u
m
b
er

of
J
an

u
s
la
ye
rs
.

th
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b
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p
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at
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h
ic
h
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b
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b
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b
e
co
n
tr
ol
le
d
b
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b
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b
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b
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h
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h
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ro
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p
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p
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b
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ra
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at

of
el
ec
tr
ol
y
ti
c
or

io
n
ic

ga
ti
n
g
an

d
w
it
h
th
e
ou

te
r
la
ye
rs

(g
ra
p
h
en
e
or

J
an

u
s)

b
ei
n
g
ac
ce
ss
ib
le

d
u
e
to

th
e
in
te
rn
al

J
an

u
s-
d
op

in
g.

N
ex
t
w
e
w
il
l
d
is
cu
ss

th
e
p
ot
en
ti
al

op
to
el
ec
tr
on

ic
ap

p
li
ca
ti
on

s
of

J
an

u
s
m
at
er
ia
ls
an

d
th
e
tr
an

sp
or
t
m
o
d
el

u
se
d
.

T
ra
n
sp
or
t
m
od
el

of
st
ac
ke
d
de
vi
ce
s.

In
F
ig
.
4(
a)

w
e
il
lu
st
ra
te

th
e
en
v
is
io
n
ed

d
ev
ic
e
co
n
-

si
st
in
g
of

M
oS

S
e
sa
n
d
w
ic
h
ed

b
et
w
ee
n
tw

o
gr
ap

h
en
e
el
ec
tr
o
d
es
.

E
ve
n
fo
r
a
m
on

ol
ay
er

of

J
an

u
s
M
oS

S
e
w
e
se
e
in

F
ig
.
4(
b
)
th
at

a
re
m
ar
ka
b
le

0.
4
eV

sh
if
t
in

en
er
gy

o
cc
u
rs

b
et
w
ee
n

th
e
gr
ap

h
en
e
sh
ee
ts

w
h
ic
h
ar
e
se
p
ar
at
ed

b
y
le
ss

th
an

1
n
m

w
h
il
e
th
e
M
oS

S
e
b
an

d
st
ru
ct
u
re

re
m
ai
n
s
in
ta
ct
.
In

or
d
er

to
ch
ec
k
th
at

a
cu
rr
en
t
ca
n
b
e
in
je
ct
ed

fr
om

th
e
d
op

ed
gr
ap

h
en
e

la
ye
rs

th
ro
u
gh

J
an

u
s
M
oS

S
e,

w
e
ca
lc
u
la
te

th
e
cp
-t
ra
n
sm

is
si
on

fr
om

th
e
L
an

d
au

er
-B

ü
tt
ik
er

ex
p
re
ss
io
n

T
cp
=

T
r{
Γ
L
B
G
Γ
R
T
G

† }
(1
)

w
h
er
e
G

is
th
e
re
ta
rd
ed

G
re
en
’s
fu
n
ct
io
n
of

th
e
d
ev
ic
e
an

d
Γ
L
B
/
R
T
is
th
e
b
ro
ad

en
in
g
co
m
in
g

fr
om

th
e
le
ft

b
ot
to
m

an
d
ri
gh

t
to
p
gr
ap

h
en
e
le
ad

s
re
sp
ec
ti
ve
ly
,
as

sh
ow

n
in

F
ig
.
4(
a)
.
T
o

ob
ta
in

Γ
L
B
/
R
T
th
e
fu
ll
Γ
L
an

d
Γ
R

m
at
ri
ce
s
fo
r
th
e
le
ad

s
in
d
ic
at
ed

in
F
ig
.
4(
a)

w
er
e
ca
l-

cu
la
te
d
re
cu
rs
iv
el
y
u
si
n
g
th
e
D
F
T
-N

E
G
F

co
d
e
p
ro
v
id
ed

b
y
th
e
Q
u
an

tu
m
A
T
K

so
ft
w
ar
e.

2
7

S
u
b
se
q
u
en
tl
y
Γ
L
/
R
w
as

p
ro
je
ct
ed

on
to

Γ
L
B
/
R
T
p
ar
ts

b
y
re
m
ov
in
g
in
d
ic
es

of
th
e
fu
ll
m
at
ri
ce
s

re
la
te
d
to

th
e
ot
h
er

la
ye
rs

(S
u
p
p
or
ti
n
g
In
fo
rm

at
io
n
,
F
ig
.
S
5)
.
In

th
is

w
ay

cp
-t
ra
n
sp
or
t
is

co
n
si
d
er
ed

w
it
h
th
e
tr
an

sp
or
t
d
ir
ec
ti
on

st
il
l
in
si
d
e
th
e
p
la
n
e.

F
ig
.
4(
c)

sh
ow

s
T
cp
(E

)
fo
r
th
e

m
on

ol
ay
er

M
oS

S
e
sy
st
em

w
it
h
m
on

ol
ay
er

gr
ap

h
en
e
le
ad

s
on

ei
th
er

si
d
e.

C
le
ar
ly

tr
an

sm
is
si
on

ch
an

n
el
s
ar
e
av
ai
la
b
le

an
d
a
h
ig
h
tr
an

sm
is
si
on

is
se
en

fo
r
a
b
ia
s
w
in
d
ow

ab
ov
e
th
e
M
oS

S
e

8



LB

RT

An
od

e
Ca

th
od

e

O
xi
de

Si

a)

0.
4	
eV

Current	(mA/cm2)
G

ra
ph

en
e 

to
 

gr
ap

he
ne

 
tu

nn
el

in
g

M
oS

S
e

ba
nd

 g
ap

0.
05

0.
0

Bi
as
	(V

)
Tr
an
s

b)
c)

d)

F
ig
u
re

4:
a)

E
n
v
is
io
n
ed

d
ev
ic
e
w
it
h
gr
ap

h
en
e
an

d
J
an

u
s
st
ac
k
s
to

av
oi
d
d
ip
ol
e
ca
n
ce
ll
at
io
n

an
d
ac
h
ie
ve

an
ab

ru
p
t
pn

-j
u
n
ct
io
n
.
b
)
P
ro
je
ct
ed

b
an

d
st
ru
ct
u
re

of
m
on

ol
ay
er

J
an

u
s
M
oS

S
e

w
it
h
gr
ap

h
en
e
on

to
p
an

d
at

th
e
b
ot
to
m
.
R
ed

li
n
e
re
p
re
se
n
ts
p
ro
je
ct
io
n
on

th
e
M
oS

S
e,
ye
ll
ow

an
d
cy
an

li
n
es

p
ro
je
ct
io
n
on

to
th
e
to
p
an

d
b
ot
to
m

gr
ap

h
en
e
la
ye
r,
re
sp
ec
ti
ve
ly
.
c)

E
le
ct
ro
n

tr
an

sm
is
si
on

fr
om

th
e
le
ft
b
ot
to
m

gr
ap

h
en
e
el
ec
tr
o
d
e
to

th
e
ri
gh

t
to
p
gr
ap

h
en
e
el
ec
tr
o
d
e.

d
)

IV
-c
h
ar
ac
te
ri
st
ic
s2

6
of

th
e
gr
ap

h
en
e-
J
an

u
s
st
ac
ke
d
d
ev
ic
e
at

30
0
K
.
T
h
e
cu
rr
en
t
is
ev
al
u
at
ed

fr
om

th
e
ze
ro

b
ia
s
tr
an

sm
is
si
on

fu
n
ct
io
n
.

ga
p
w
h
er
e
st
at
es

ar
e
av
ai
la
b
le

in
al
l
th
re
e
m
on

ol
ay
er
s.

A
ve
ry

sm
al
l
tr
an

sm
is
si
on

d
ir
ec
tl
y

fr
om

on
e
gr
ap

h
en
e
la
ye
r
to

th
e
ot
h
er

is
al
so

se
en

at
th
e
F
er
m
i
le
ve
l,
w
h
er
e
th
e
gr
ap

h
en
e

co
n
es

in
te
rs
ec
t.

W
e
co
n
se
q
u
en
tl
y
fi
n
d
a
lo
w

b
ia
s
re
gi
m
e
w
it
h
a
d
ir
ec
t
gr
ap

h
en
e-
gr
ap

h
en
e

tu
n
n
el
in
g
cu
rr
en
t
an

d
a
h
ig
h
b
ia
s
re
gi
m
e
w
it
h
b
u
lk

J
an

u
s
tr
an

sp
or
t
in

th
e
IV

-c
h
ar
ac
te
ri
st
ic
s

sh
ow

n
in

F
ig
.
4(
d
).

J
an

u
s
M
oS

S
e
de
vi
ce

ph
ot
o-
cu
rr
en
t.

N
ex
t
w
e
co
n
si
d
er

th
e
el
ec
tr
on

tr
an

sm
is
si
on

an
d

9

p
h
ot
og
en
er
at
ed

cu
rr
en
t
fo
r
a
th
re
e
la
ye
r
M
oS

S
e
d
ev
ic
e,

F
ig
.
5(
a)
.
S
in
ce

w
e
h
av
e
sh
ow

n
h
ow

h+

e-

a) b)

Li
gh
t	s
ou

rc
e

G
ra
ph

en
e

G
ra
ph

en
e

E
ne

rg
y 

(e
V

)

b)
b)a)

F
ig
u
re

5:
a)

T
ri
la
ye
r
J
an

u
s
M
oS

S
e
d
ev
ic
e
st
ru
ct
u
re

u
se
d
to

ca
lc
u
la
te

tr
an

sm
is
si
on

fr
om

th
e

to
p
to

th
e
b
ot
to
m

la
ye
r.

b
)
O
u
t-
of
-p
la
n
e
tr
an

sm
is
si
on

fo
r
d
iff
er
en
t
va
lu
es

of
th
e
ga
te

vo
lt
ag
e

il
lu
st
ra
ti
n
g
th
e
tu
n
ab

il
it
y
of

th
e
cp
-c
h
an

n
el
.

sc
re
en
in
g
of

th
e
cp
-d
ip
ol
e
ca
n
b
e
av
oi
d
ed

b
y
se
m
i-
m
et
al
li
c
gr
ap

h
en
e
le
ad

s,
w
e
im

ag
in
e
a

d
ev
ic
e
w
h
er
e
M
oS

S
e
is

d
ir
ec
tl
y
ex
p
os
ed

to
li
gh

t
an

d
th
e
co
n
n
ec
ti
on

to
gr
ap

h
en
e
is

m
ad

e

fu
rt
h
er

aw
ay

fr
om

p
h
ot
o-
ac
ti
ve

ar
ea

(o
r
is

co
n
si
d
er
ed

tr
an

sp
ar
en
t
as

co
m
p
ar
ed

to
th
e
fu
ll

st
ac
k
).

In
th
is

ca
se
,
w
e
ca
n
co
n
si
d
er

tr
an

sp
or
t
d
ir
ec
tl
y
fr
om

th
e
to
p
le
ft

to
th
e
b
ot
to
m

ri
gh

t
M
oS

S
e
la
ye
r,
as

il
lu
st
ra
te
d
in

F
ig
.
5(
a)
,
w
h
ic
h
m
ak
es

th
e
ca
lc
u
la
ti
on

s
co
m
p
u
ta
ti
on

al
ly

fe
as
ib
le
.
In

or
d
er

to
ex
am

in
e
th
e
tu
n
ab

il
it
y
of

th
e
p
h
ot
o-
re
sp
on

si
ve

cp
-c
h
an

n
el

w
e
in
cl
u
d
ed

tw
o
m
et
al
li
c
ga
te
s
se
p
ar
at
ed

b
y
40

Å
ab

ov
e
an

d
b
el
ow

th
e
th
re
e
la
ye
r
st
ru
ct
u
re
.
A

vo
lt
ag
e

of
p
os
it
iv
e/
n
eg
at
iv
e
p
ol
ar
it
y
w
as

ap
p
li
ed

to
th
e
to
p
/b

ot
to
m

ga
te

to
co
n
tr
ol

a
fi
el
d
in

th
e

10



op
p
os
it
e
d
ir
ec
ti
on

of
th
e
b
u
il
t-
in

d
ip
ol
e
fi
el
d
of

th
e
M
oS

S
e.

In
th
is

d
ev
ic
e,

th
e
d
ip
ol
e
fi
el
d

cr
ea
te
s
a
pn

-j
u
n
ct
io
n
in

th
e
cp
-d
ir
ec
ti
on

th
at

is
ca
p
ab

le
of

se
p
ar
at
in
g
h
ol
es

an
d
el
ec
tr
on

s

in
to

th
e
to
p
an

d
b
ot
to
m

la
ye
rs
,
h
er
eb
y
ge
n
er
at
in
g
a
p
h
ot
o
cu
rr
en
t
b
et
w
ee
n
th
e
la
ye
rs
.
T
h
e

p
h
y
si
ca
l
tr
an

sp
or
t
m
ec
h
an

is
m

is
in
te
rl
ay
er

tu
n
n
el
in
g
v
ia

th
e
cp
-c
h
an

n
el
d
is
cu
ss
ed

p
re
v
io
u
sl
y.

T
h
e
cp

L
an

d
au

er
-B

ü
tt
ik
er

tr
an

sm
is
si
on

(1
)
is
sh
ow

n
in

F
ig
.
5(
b
)
fo
r
th
re
e
d
iff
er
en
t
va
lu
es

of
th
e
ga
te

vo
lt
ag
e.

F
ir
st

w
e
se
e
a
cl
ea
r
p
ea
k
in

th
e
tr
an

sm
is
si
on

at
-0
.6
7
eV

fo
r
th
e
sy
st
em

w
it
h
ou

t
ap

p
li
ed

ga
te

vo
lt
ag
e
(i
n
d
ic
at
ed

b
y
a
b
lu
e
ar
ro
w
)
w
h
ic
h
is

d
u
e
to

th
e
cp
-c
h
an

n
el
.

T
h
e
d
el
o
ca
li
za
ti
on

of
th
e
cp
-c
h
an

n
el

ac
ro
ss

th
e
M
oS

S
e
la
ye
r
en
ab

le
s
it

to
ca
rr
y
th
e
cp
-

cu
rr
en
t
eff

ec
ti
ve
ly
.
F
u
rt
h
er
m
or
e,

th
e
al
m
os
t
d
is
p
er
si
on

-l
es
s
b
an

d
s
of

th
e
cp
-c
h
an

n
el
,
sh
ow

n

in
F
ig
.
2(
a)
,
le
ad

s
to

a
sh
ar
p
ly

p
ea
ke
d
va
n
H
ov
e-
li
ke

tr
an

sm
is
si
on

.
It

is
p
os
si
b
le

to
tu
n
e
th
e

d
is
p
er
si
on

of
th
e
b
an

d
b
y
ap

p
ly
in
g
th
e
ga
te

vo
lt
ag
e
to

cr
ea
te
s
an

el
ec
tr
ic
al

fi
el
d
op

p
os
it
e

to
th
e
b
u
il
t-
in

fi
el
d
.

W
e
ob

se
rv
e
h
ow

th
e
p
ea
k
is

b
ro
ad

en
ed

d
u
e
to

th
e
in
cr
ea
se
d

b
an

d

d
is
p
er
si
on

an
d
re
su
lt
in
g
d
ec
re
as
e
in

d
en
si
ty

of
st
at
es

fo
r
th
e
cp
-c
h
an

n
el
.
F
u
rt
h
er
m
or
e,
as

th
e

ga
te

vo
lt
ag
e
is
in
cr
ea
se
d
an

ot
h
er

sh
ar
p
tr
an

sm
is
si
on

p
ea
k
em

er
ge
s
at

lo
w
er

en
er
gy

(i
n
d
ic
at
ed

b
y
a
re
d
ar
ro
w
).

T
h
is
p
ea
k
is
re
la
te
d
to

th
e
Γ
-p
oi
n
t
va
le
n
ce

st
at
e,

sh
ow

n
in

F
ig
.
2(
a)
.
T
h
e

in
cr
ea
se
d
ga
te

vo
lt
ag
e
tu
n
es

th
e
eff

ec
ti
ve

m
as
s
of

th
is

b
an

d
m
ak

in
g
it

n
ea
rl
y
d
is
p
er
si
on

-

le
ss

in
th
e
p
la
n
e,

an
d
cr
ea
te

a
n
ew

cp
-c
h
an

n
el

(r
ed

ar
ro
w
)
re
p
la
ci
n
g
th
e
p
re
v
io
u
s
on

e
(b
lu
e

ar
ro
w
).

T
h
is
sh
ow

s
h
ow

it
is
p
os
si
b
le
to

tu
n
e
th
e
in
-p
la
n
e
eff

ec
ti
ve

m
as
s
an

d
th
e
cp
-t
ra
n
sp
or
t

p
ro
p
er
ti
es

su
b
st
an

ti
al
ly

w
it
h
a
ga
te

vo
lt
ag
e.

In
F
ig
.
6(
a)

w
e
p
lo
t
th
e
p
h
ot
o-
ex
ci
te
d
cp
-c
u
rr
en
t
fo
r
a
tw

o
an

d
th
re
e
la
ye
r
J
an

u
s-
M
oS

S
e

d
ev
ic
e
co
m
p
ar
ed

to
th
at

ca
lc
u
la
te
d
fo
r
a
20

n
m

th
ic
k
si
li
co
n
pn

-j
u
n
ct
io
n
.2

9
,3
0
In
te
re
st
in
gl
y,

th
e
ex
tr
em

el
y
th
in

(0
.5
-1
n
m
)
J
an

u
s
p
h
ot
o-
d
ev
ic
es

ge
n
er
at
es

a
cu
rr
en
t
ab

ov
e
th
at

of
th
e
20
-4
0

ti
m
es

th
ic
ke
r
si
li
co
n
d
ev
ic
e
co
n
si
d
er
ed
,
w
h
ic
h
u
n
d
er
li
n
es

th
e
gr
ea
t
p
ot
en
ti
al

of
J
an

u
s
m
at
e-

ri
al
s
in

th
in
-fi
lm

p
h
ot
o
d
io
d
es
.
C
om

p
ar
in
g
th
e
tw

o
an

d
th
re
e
la
ye
r
M
oS

S
e
p
h
ot
o-
cu
rr
en
ts
,

w
e
se
e
th
at

th
e
ge
n
er
at
ed

p
h
ot
o-
cu
rr
en
t
is
al
m
os
t
in
d
ep

en
d
en
t
of

th
e
th
ic
k
n
es
s:

th
e
ab

so
rp
-

ti
on

of
p
h
ot
on

s
is
im

p
ro
ve
d
b
y
ad

d
in
g
an

ad
d
it
io
n
al

J
an

u
s-
M
oS

S
e
la
ye
r
w
h
il
e
th
e
tu
n
n
el
in
g

tr
an

sm
is
si
on

is
re
d
u
ce
d
at

th
e
la
rg
er

d
is
ta
n
ce

fr
om

th
e
to
p
to

th
e
b
ot
to
m

la
ye
r.

T
h
es
e

11

Interlayer	excitation

Intralayerexcitation

E
ne

rg
y 

(e
V

)

a) b)

2	
x	
M
oS
Se

3	
x	
M
oS
Se

20
	n
m
	S
i

P
ho

to
n 

en
er

gy
 (

eV
)

F
ul

l
!-

po
in

t

F
ig
u
re

6:
a)

P
h
ot
o
cu
rr
en
t
d
en
si
ty

2
6
as

a
fu
n
ct
io
n

of
p
h
ot
on

en
er
gy

fo
r
th
e
th
re
e
la
ye
r

st
ru
ct
u
re

sh
ow

n
in

F
ig
.
5(
a)
.
T
h
e
cu
rr
en
t
w
as

at
ea
ch

en
er
gy

w
ei
gh

te
d
b
y
th
e
fl
u
x
of

th
e

so
la
r
A
M
1.
5
re
fe
re
n
ce

sp
ec
tr
u
m
.2

8
b
)
P
h
ot
on

m
ed
ia
te
d
tr
an

sm
is
si
on

as
a
fu
n
ct
io
n
of

en
er
gy

fo
r
th
e
2.
5
eV

p
h
ot
on

.
T
h
e
fu
ll
k
-a
ve
ra
ge
d
tr
an

sm
is
si
on

sh
ow

s
a
d
om

in
an

t
p
ea
k
at

1.
83

eV
w
h
ic
h
is

tr
ac
ed

b
ac
k
to

th
e
cp
-c
h
an

n
el

in
a
re
gi
on

ar
ou

n
d
th
e
Γ
-p
oi
n
t
as

il
lu
st
ra
te
d
b
y
th
e

Γ
-p
oi
n
t
tr
an

sm
is
si
on

.

tw
o
m
ec
h
an

is
m
s
al
m
os
t
ca
n
ce
l
ea
ch

ot
h
er
,
an

d
w
e
fi
n
d
th
at

th
er
e
is

on
ly

a
sm

al
l
d
iff
er
en
ce

b
et
w
ee
n
th
e
p
h
ot
o-
ex
ci
te
d
cp
-c
u
rr
en
t
fo
r
tw

o
an

d
th
re
e
la
ye
rs

of
J
an

u
s-
M
oS

S
e.

W
e
n
ot
ic
e
th
at

fo
r
b
ot
h
J
an

u
s-
d
ev
ic
es

th
er
e
is

a
si
gn

ifi
ca
n
t
co
n
tr
ib
u
ti
on

to
th
e
cu
rr
en
t

fr
om

p
h
ot
on

s
w
it
h
en
er
gi
es

b
el
ow

th
e
1.
72

eV
ga
p
of

m
on

ol
ay
er

J
an

u
s-
M
oS

S
e
(a
s
in
d
ic
at
ed

b
y
th
e
ve
rt
ic
al

d
as
h
ed

li
n
es

in
F
ig
.
6(
a)
).

T
h
is
cu
rr
en
t
or
ig
in
at
es

fr
om

in
te
rl
ay
er

ex
ci
ta
ti
on

s

w
h
er
e
th
e
co
n
d
u
ct
io
n
b
an

d
an

d
va
le
n
ce

b
an

d
ar
e
in

d
iff
er
en
t
J
an

u
s
la
ye
rs
,
eff

ec
ti
ve
ly

re
d
u
ci
n
g

th
e
tr
an

sp
or
t
ga
p
of

th
e
J
an

u
s-
M
oS

S
e
d
ev
ic
e.

T
h
e
or
ig
in

of
th
e
la
rg
e
p
h
ot
o-
cu
rr
en
t
is

il
lu
st
ra
te
d
in

F
ig
.
6(
b
),

sh
ow

in
g
th
e
p
h
ot
on

-
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m
ed
ia
te
d
tr
an

sm
is
si
on

fo
r
p
h
ot
on

s
w
it
h
an

en
er
gy

of
�ω

=
2.
5
eV

.
T
h
e
h
ig
h
es
t
tr
an

sm
is
si
on

(i
n
d
ic
at
ed

b
y
an

ar
ro
w

in
F
ig
.
6(
b
))

is
lo
ca
te
d
at

an
en
er
gy

of
1.
83

eV
,
w
h
ic
h
is

th
e
fi
n
al

st
at
e
en
er
gy

of
an

ex
ci
ta
ti
on

st
ar
ti
n
g
fr
om

th
e
Γ
-p
oi
n
t
cp
-c
h
an

n
el
sh
ow

n
in

F
ig
.
2(
b
)
(f
u
rt
h
er

h
ig
h
li
gh

te
d
b
y
th
e
Γ
-p
oi
n
t
tr
an

sm
is
si
on

,
w
h
ic
h
il
lu
st
ra
te
s
th
at

th
e
d
om

in
an

t
p
ea
k
ca
n
b
e

tr
ac
ed

b
ac
k
to

a
re
gi
on

in
th
e
v
ic
in
it
y
of

th
e
Γ
-p
oi
n
t)
.

T
h
is

cl
ea
rl
y
sh
ow

s
th
at

th
e
cp
-

p
h
ot
o
cu
rr
en
t
in

m
u
lt
il
ay
er

J
an

u
s-
M
oS

S
e
is

d
om

in
at
ed

b
y
th
e
cp
-c
h
an

n
el
.
F
u
rt
h
er
m
or
e,

w
e

n
ot
ic
e
th
at

at
p
h
ot
on

en
er
gi
es

ab
ov
e
2.
5
eV

th
e
p
h
ot
o-
cu
rr
en
t
st
ar
ts

to
fa
ll
off

.
W

h
il
e
th
is

h
ig
h
en
er
gy

re
gi
on

is
le
ss

re
le
va
n
t
in

th
e
co
n
te
x
t
of

so
la
r
ce
ll
ap

p
li
ca
ti
on

s
it
is
st
il
l
in
te
re
st
in
g

to
ex
p
la
in

th
is

so
m
ew

h
at

u
n
u
su
al

b
eh
av
io
r.

S
ta
rt
in
g
at

th
e
cp
-c
h
an

n
el

en
er
gy
,
p
oi
n
t
B

in

F
ig
.
2(
a)

w
e
se
e
th
at

fo
r
en
er
gi
es

p
h
ot
on

ab
ov
e
2.
5
eV

on
e
en
te
rs

a
re
gi
m
e
w
h
er
e
th
er
e

ar
e
n
o
b
an

d
s
in

th
e
op

p
os
it
e
la
ye
r.

H
er
eb
y,

th
e
cp
-c
u
rr
en
t
is

re
d
u
ce
d
an

d
ev
en
tu
al
ly

th
e

cu
rr
en
t
st
ar
ts

to
ru
n
in

th
e
op

p
os
it
e
d
ir
ec
ti
on

.
T
h
is
b
eh
av
io
r
is
on

ly
ca
p
tu
re
d
b
y
tr
an

sp
or
t

ca
lc
u
la
ti
on

s
w
h
ic
h
ca
n
ac
co
u
n
t
fo
r
th
e
cu
rr
en
t
d
ir
ec
ti
on

of
th
e
ge
n
er
at
ed

el
ec
tr
on

s.

F
in
al
ly
,
w
e
p
oi
n
t
ou

t
th
e
p
ot
en
ti
al

u
se

of
2D

J
an

u
s
T
M
D
’s
in

ta
n
d
em

st
ru
ct
u
re
s.

C
om

-

b
in
in
g
fo
r
in
st
an

ce
a
fe
w
M
oS

S
e
J
an

u
s
la
ye
rs

w
it
h
si
li
co
n
th
in
-fi
lm

s
co
u
ld

in
cr
ea
se

th
e
b
ro
ad

sp
ec
tr
u
m

ab
so
rp
ti
on

of
li
gh

t,
es
p
ec
ia
ll
y
in

th
e
lo
w
en
er
gy

re
gi
m
e
w
h
er
e
si
li
co
n
ab

so
rb
s
w
ea
k
ly
.

W
e
ch
os
e
in

th
is
st
u
d
y
to

fo
cu
s
on

M
oS

S
e
d
u
e
to

it
s
re
ce
n
t
ex
p
er
im

en
ta
l
re
al
iz
at
io
n
.
H
ow

ev
er
,

w
it
h
re
ce
n
t
eff

or
ts

to
cr
ea
te

d
at
ab

as
es

of
em

er
gi
n
g
2D

m
at
er
ia
ls

9
it

is
p
os
si
b
le

to
id
en
ti
fy

ot
h
er

J
an

u
s
ca
n
d
id
at
es

th
at

h
as

a
lo
w
er

b
an

d
ga
p
an

d
a
si
m
il
ar

ex
p
ec
te
d
d
ip
ol
e
eff

ec
t.

F
or

in
st
an

ce
w
e
n
ot
ic
e
th
at

C
rS
S
e
an

d
Z
rS
S
e
h
as

a
b
an

d
ga
p
of

ap
p
ro
x
im

at
el
y
0.
5
eV

an
d
0.
8
eV

,

re
sp
ec
ti
ve
ly
,
w
h
il
e
ce
rt
ai
n
b
u
lk

m
at
er
ia
ls
w
it
h
a
la
rg
e
d
ip
ol
e
eff

ec
t
li
ke

B
iT
eI

sh
ou

ld
b
e
ex
-

fo
li
ab

le
.
T
h
is
u
n
d
er
li
n
es

so
m
e
of

th
e
p
ro
sp
ec
ts

in
st
u
d
y
in
g
n
ew

J
an

u
s
m
at
er
ia
ls
to

in
cr
ea
se

d
ev
ic
e
p
er
fo
rm

an
ce

an
d
h
ow

J
an

u
s
m
at
er
ia
ls
co
u
ld

p
la
y
an

im
p
or
ta
n
t
ro
le

as
al
te
rn
at
iv
es

or

co
n
st
it
u
en
ts

in
P
V

d
ev
ic
es

in
th
e
fu
tu
re
.

C
on

cl
u
si
on

.
In

su
m
m
ar
y,

w
e
h
av
e
em

p
lo
ye
d
fi
rs
t
p
ri
n
ci
p
le
s
ca
lc
u
la
ti
on

s
an

d
a
ta
il
or
ed

tr
an

sp
or
t
m
et
h
o
d
to

d
em

on
st
ra
te

th
re
e
n
ew

co
n
ce
p
ts

ro
ot
ed

in
th
e
b
u
il
t-
in

st
ru
ct
u
ra
l
ou

t-

of
-p
la
n
e
as
y
m
m
et
ry

of
n
ov
el
2D

J
an

u
s
m
at
er
ia
ls
:
T
h
e
J
an

u
s
d
ip
ol
e
d
op

in
g
eff

ec
t,
th
e
J
an

u
s-
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gr
ap

h
en
e
el
ec
tr
o
d
e
st
ac
k
s
fo
r
av
oi
d
ed

d
ip
ol
e
ca
n
ce
ll
at
io
n
,
an

d
th
e
J
an

u
s
cr
os
s-
p
la
n
e
ch
an

n
el
s

d
om

in
at
in
g
th
e
p
h
ot
o-
cu
rr
en
t
re
sp
on

se
.
It

w
as

il
lu
st
ra
te
d
h
ow

th
e
J
an

u
s
d
ip
ol
e
d
op

in
g
al
-

lo
w
s
on

e
to

ac
h
ie
ve

so
fa
r
u
n
p
re
ce
d
en
te
d
h
om

og
en
eo
u
s
d
op

in
g
le
ve
ls
of

gr
ap

h
en
e
in

ab
ru
p
t,

at
om

ic
-t
h
in
,
pn

-j
u
n
ct
io
n
s.

In
p
ar
ti
cu
la
r,

th
e
gr
ap

h
en
e
le
ad

s
ar
e
cr
u
ci
al

fo
r
d
ev
ic
e
ap

p
li
ca
-

ti
on

s
of

J
an

u
s
m
at
er
ia
ls
d
u
e
to

th
e
d
ip
ol
e
ca
n
ce
ll
at
io
n
w
it
h
co
n
ve
n
ti
on

al
m
et
al
li
c
el
ec
tr
o
d
es
.

A
m
on

g
m
an

y
p
os
si
b
le

ap
p
li
ca
ti
on

s
of

J
an

u
s
st
ac
k
s
w
e
fo
cu
se
d
on

th
e
p
h
ot
o-
vo
lt
ai
c
p
ro
p
er
-

ti
es
,
an

d
sh
ow

ed
h
ow

J
an

u
s
cr
os
s-
p
la
n
e
ch
an

n
el
s
gi
ve
s
ri
se

to
a
p
h
ot
o-
cu
rr
en
t
ex
ce
ed
in
g
th
at

of
th
in
-fi
lm

si
li
co
n
d
ev
ic
es
.

M
e
th

o
d
s

A
ll
re
su
lt
s
p
re
se
n
te
d
in

th
is

p
ap

er
ar
e
ob

ta
in
ed

u
si
n
g
th
e
Q
u
an

tu
m
A
T
K

so
ft
w
ar
e.

2
7
E
le
c-

tr
on

ic
st
ru
ct
u
re

ca
lc
u
la
ti
on

s
ar
e
ca
lc
u
la
te
d
u
si
n
g
D
en
si
ty

F
u
n
ct
io
n
al

T
h
eo
ry

(D
F
T
)
w
it
h
a

d
ou

b
le

ze
ta

p
ol
ar
iz
ed

L
C
A
O

b
as
is

se
t
an

d
(5
1x

51
)
k
-p
oi
n
ts
.
L
o
ca
l
D
en
si
ty

A
p
p
ro
x
im

at
io
n

(L
D
A
)
is
u
se
d
fo
r
th
e
ex
ch
an

ge
-c
or
re
la
ti
on

p
ot
en
ti
al
.
In

th
e
ou

t-
of
-p
la
n
e
d
ir
ec
ti
on

ov
er

30
Å

of
va
cu
u
m

is
in
cl
u
d
ed

an
d
N
eu
m
an

n
co
n
d
it
io
n
s
ar
e
em

p
lo
ye
d
at

th
e
b
ou

n
d
ar
y.

T
ra
n
sp
or
t

ca
lc
u
la
ti
on

s
ar
e
p
er
fo
rm

ed
w
it
h
th
e
u
su
al

D
F
T
-N

E
G
F
ap

p
ro
ac
h
3
1
u
si
n
g
30
1
k
-p
oi
n
ts

in
th
e

tr
an

sv
er
se

d
ir
ec
ti
on

.
W
e
ch
os
e
a
la
tt
ic
e
p
ar
am

et
er

(3
.2
2Å

)
an

d
in
te
rl
ay
er

d
is
ta
n
ce

(3
.1
4Å

)

as
ca
lc
u
la
te
d
p
re
v
io
u
sl
y.

1
3
A
to
m
ic

co
or
d
in
at
es

w
er
e
re
la
x
ed

u
n
ti
l
al
l
in
te
ra
to
m
ic

fo
rc
es

w
er
e

b
el
ow

0.
02

eV
/Å

.
G
u
an

et
al
.1

3
fo
u
n
d
A

� B
st
ac
k
in
g
or
d
er

to
h
av
e
th
e
lo
w
es
t
b
in
d
in
g
en
-

er
gy

fo
r
b
il
ay
er

J
an

u
s
M
oS

S
e
u
n
li
ke

th
e
co
n
ve
n
ti
on

al
T
M
D
’s

th
at

al
l
ex
h
ib
it
A
A

�
st
ac
k
in
g.

H
ow

ev
er

si
n
ce

th
e
d
iff
er
en
ce

in
b
in
d
in
g
en
er
gy

b
et
w
ee
n
A
A

�
an

d
A

� B
is

on
ly

2
m
eV

b
ot
h

co
n
fi
gu

ra
ti
on

s
ar
e
li
ke
ly

to
b
e
fo
u
n
d
in

ex
p
er
im

en
ts
.

W
e
th
er
ef
or
e
ch
o
os
e
to

st
u
d
y
A
A

�

st
ac
k
in
g
w
h
ic
h
al
lo
w
s
fo
r
st
ra
ig
h
tf
or
w
ar
d
co
m
p
ar
is
on

w
it
h
p
re
v
io
u
s
st
u
d
ie
s
of

d
ev
ic
es

u
si
n
g

ot
h
er

T
M
D
’s
.

A
s
d
er
iv
ed

in
p
re
v
io
u
s
st
u
d
ie
s2

9
,3
2
–
3
4
th
e
fi
rs
t
or
d
er

co
rr
ec
ti
on

to
th
e
cu
rr
en
t
in
to

le
ad
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α
=

T
L
/B

R
d
u
e
to

ab
so
rp
ti
on

of
N

p
h
ot
on

s
w
it
h
fr
eq
u
en
cy

ω
is
gi
ve
n
b
y

I α
=
e h

�
∞ −
∞

�

β
=
L
,R

[1
−
f α
(E

)]
f β
(E

−
�ω

)T
− α
,β
(E

)

−
f α
(E

)[
1
−
f β
(E

+
�ω

)]
T

+ α
,β
(E

)d
E
,

(2
)

T
− α
,β
(E

)
=
N
T
r{
Γ
α
(E

)G
(E

)M
A

β
(E

−
�ω

)M
† G

† (
E
)}
,

(3
)

T
+ α
,β
(E

)
=
N
T
r{
Γ
α
(E

)G
(E

)M
† A

β
(E

+
�ω

)M
G

† (
E
)}

(4
)

w
h
er
e
f α

is
th
e
F
er
m
i
D
ir
ac

d
is
tr
ib
u
ti
on

fu
n
ct
io
n
of

le
ad

α
,
A

α
=

G
Γ
α
G

†
is

th
e
sp
ec
tr
al

fu
n
ct
io
n
of

le
ad

α
,
G

an
d
G

†
ar
e
th
e
re
ta
rd
ed

an
d
ad

va
n
ce
d
G
re
en
’s

fu
n
ct
io
n
s
an

d
M

th
e

el
ec
tr
on

-p
h
ot
on

co
u
p
li
n
g
m
at
ri
x
gi
ve
n
b
y

M
m
l
=

e m
0

�
�√

µ̃
r
�̃ r

2N
ω
�̃c

F

�
1 2

e
·p

m
l.

(5
)

w
h
er
e
�̃,
�̃ r

an
d

µ̃
r
ar
e
th
e
is
ot
ro
p
ic
,
h
om

og
en
ou

s
p
er
m
it
ti
v
it
y,

re
la
ti
ve

p
er
m
it
ti
v
it
y

an
d

re
la
ti
ve

p
er
m
ea
b
il
it
y
re
sp
ec
ti
ve
ly
,
F

is
th
e
p
h
ot
on

fl
u
x
an

d
p

is
th
e
m
om

en
tu
m

op
er
at
or
.

W
e
ta
ke

µ̃
r
=

1.
F
or

th
e
d
ie
le
ct
ri
c
co
n
st
an

t
of

M
oS

S
e
w
e
h
av
e
ta
ke
n
th
e
av
er
ag
e
in
-p
la
n
e

va
lu
e
of

th
e
M
oS

2
an

d
M
oS

e 2
p
ar
en
t
T
M
D
’s
.3

5

A
ss
o
ci
a
te
d

co
n
te
n
t

S
u
p
p
or
ti
n
g
In
fo
rm

at
io
n
.
D
et
ai
ls
on

sc
re
en
in
g
fr
om

m
et
al
li
c
le
ad

s,
th
e
p
ro
je
ct
io
n
of

th
e
le
ad

co
u
p
li
n
g
m
at
ri
ce
s
an

d
th
e
le
n
gt
h
d
ep

en
d
en
ce

of
th
e
cu
rr
en
t.

A
ck

n
o
w
le
d
g
e
m
e
n
t

T
h
is

w
or
k
is

p
ar
tl
y
fu
n
d
ed

b
y
th
e
In
n
ov
at
io
n
F
u
n
d
D
en
m
ar
k
(I
F
D
)
u
n
d
er

F
il
e
N
o.

50
16
-

00
10
2,

an
d
th
e
L
u
n
d
b
ec
k
fo
u
n
d
at
io
n
(N

o.
R
95
-A

10
51
0)
.
T
h
e
C
en
te
r
fo
r
N
an

os
tr
u
ct
u
re
d

15

G
ra
p
h
en
e
(C

N
G
)
is
sp
on

so
re
d
b
y
th
e
D
an

is
h
R
es
ea
rc
h
F
ou

n
d
at
io
n
,
P
ro
je
ct

D
N
R
F
10
3.

R
e
fe
re
n
ce

s

(1
)
L
u
,
A
.-
Y
.
et

al
.
N
at
u
re

N
an

ot
ec
hn

ol
og
y
2
0
1
7
,
12
,
74
4–
74
9.

(2
)
Z
h
an

g,
J
.;

J
ia
,
S
.;

K
h
ol
m
an

ov
,
I.
;
D
on

g,
L
.;

E
r,

D
.;

C
h
en
,
W

.;
G
u
o,

H
.;

J
in
,
Z
.;

S
h
en
oy
,
V
.
B
.;
S
h
i,
L
.;
L
ou

,
J
.
A
C
S
N
an

o
2
0
1
7
,
11
,
81
92
–8
19
8.

(3
)
Q
iu
,
D
.
Y
.;
d
a
J
or
n
ad

a,
F
.
H
.;
L
ou

ie
,
S
.
G
.
N
an

o
L
et
t.
2
0
1
7
,
17
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5Å

).

(2
7)

A
to
m
is
ti
x
T
o
ol
k
it
ve
rs
io
n
20
18
.0
6,

S
y
n
op

sy
s
Q
u
an

tu
m
W

is
e
A
/S

.

(2
8)

A
S
T
M
,
A
st
m

2
0
1
3
,
03
,
1–
21
.

(2
9)

P
al
sg
aa
rd
,
M
.;

M
ar
k
u
ss
en
,
T
.;

G
u
n
st
,
T
.;

B
ra
n
d
b
y
ge
,
M
.;

S
to
k
b
ro
,
K
.
P
hy
s.

R
ev
.

A
pp
li
ed

2
0
1
8
,
10
,
01
40
26
.

(3
0)

F
or

th
e
si
li
co
n
d
ev
ic
e
w
e
h
av
e
in
cl
u
d
ed

p
h
on

on
-a
ss
is
te
d
p
ro
ce
ss
es

3
6
th
at

ge
n
er
at
es

m
os
t

of
th
e
p
h
ot
o-
cu
rr
en
t
d
u
e
to

th
e
in
d
ir
ec
t
b
an

d
ga
p
.
F
or

M
oS

S
e
w
e
d
id

n
ot

in
cl
u
d
e
p
h
on

on

co
u
p
li
n
g
an

d
th
e
d
ir
ec
t
tr
an

si
ti
on

al
re
ad

y
gi
ve
s
a
si
gn

ifi
ca
n
t
cu
rr
en
t.

T
h
e
es
ti
m
at
e

h
er
e
th
en

gi
ve
s
a
lo
w
er

li
m
it

to
th
e
p
h
ot
o-
cu
rr
en
t
ge
n
er
at
ed

w
it
h
ou

t
p
h
on

on
-a
ss
is
te
d

p
ro
ce
ss
es

in
M
oS

S
e.

(3
1)

B
ra
n
d
b
y
ge
,
M
.;
M
oz
os
,
J
.-
L
.;
O
rd
ej
ón

,
P
.;
T
ay
lo
r,
J
.;
S
to
k
b
ro
,
K
.
P
hy
s.

R
ev
.
B

2
0
0
2
,

65
,
16
54
01
.

(3
2)

H
en
ri
ck
so
n
,
L
.
E
.
J
.
A
pp
l.
P
hy
s.

2
0
0
2
,
91
,
62
73
–6
28
1.

(3
3)

Z
h
an

g,
L
.;
G
on

g,
K
.;
C
h
en
,
J
.;
L
iu
,
L
.;
Z
h
u
,
Y
.;
X
ia
o,

D
.;
G
u
o,

H
.
P
hy
s.

R
ev
.
B

2
0
1
4
,

90
,
19
54
28
.

(3
4)

C
h
en
,
J
.;
H
u
,
Y
.;
G
u
o,

H
.
P
hy
s.

R
ev
.
B

2
0
1
2
,
85
,
15
54
41
.

(3
5)

L
at
u
ri
a,

A
.;
P
u
t,
M
.
L
.
V
.
d
.;
V
an

d
en
b
er
gh

e,
W

.
G
.
n
pj

2D
M
at
er
ia
ls
an

d
A
pp
li
ca
ti
on

s

2
0
1
8
,
2,

6.

(3
6)

G
u
n
st
,
T
.;
M
ar
k
u
ss
en
,
T
.;
P
al
sg
aa
rd
,
M
.
L
.
N
.;
S
to
k
b
ro
,
K
.;
B
ra
n
d
b
y
ge
,
M
.
P
hy
s.

R
ev
.

B
2
0
1
7
,
96
,
16
14
04
.

18



G
ra

p
h
ic
a
l
T
O
C

E
n
tr
y

M
oS

Se
 

G
ra

ph
en

e 

G
ra

ph
en

e 

19



Patent application

Systems and methods for providing approximate
electronic-structure models from calculated band structure

data

Kurt Stokbro, and Mattias Palsgaard

PCT Patent Application No. PCT/EP2016/064628



Appendix B. Publications





Copyright: Mattias Palsgaard
All rights reserved

Published by:
DTU Nanotech
Department of Micro- and Nanotechnology
Technical  University of Denmark
Ørsteds Plads, building 345C
DK-2800 Kgs. Lyngby


	Preface
	Abstract
	Resumé
	List of publications
	Introduction
	Technology computer aided design tools
	Nanoelectronics
	Miniaturization in Photovoltaics

	Challenges for TCAD
	Bridging first principles modelling with TCAD simulations

	Outline of the thesis

	Methods
	Electronic structure methods
	Density Functional Theory
	Effective Mass Approximation

	NEGF transport
	Interacting current
	Noninteracting current

	Electron-phonon coupling
	Calculating phonons
	Lowest Order Expansion
	Special Thermal Displacement

	Summary

	Multiscale study of the CZTS(e) thin-film solar cell
	The CZTS(e) solar cell
	Multiscale modeling approach
	First principles band alignment calculation
	Bulk approach
	DFT-NEGF approach
	Band gap correction with DFT + U
	Setting up the interface

	Results for the CZTSe/CdS interface
	Dealing with residual potential slope
	Extracted CBOs

	Results for the CZTS/CdS interface
	Localized interface state
	Inclusion of interface state in the TCAD model
	Temperature dependence of open-circuit voltage

	Summary

	Calculating phonon limited mobilities from Landauer transport
	EPC coupling from atomistic device calculations
	MD-Landauer approach
	Independent variables

	Comparison with experiments and Boltzmann
	Gold nanowire
	Bulk gold
	Semiconducting and metallic carbon nanotube
	Limitations of MD-Landauer approach compared to BTE

	LOE-Landauer approach
	STD-Landauer approach
	Summary
	Outlook


	Modeling phonon-assisted photocurrent
	Simulating the silicon solar cell
	First principles photocurrent calculation
	EPC through special thermal displacement
	Modelling sunlight illumination
	Band gap correction with DFT-1/2

	Results and discussion
	Photocurrent
	Total current
	Temperature dependence
	Solar irradiance dependence
	Solar cell efficiency

	Summary
	Outlook


	Devices in Janus MoSSe
	Discovery of Janus MoSSe
	Monolayer Janus MoSSe
	Stacked Janus MoSSe
	Graphene as electrodes for Janus MoSSe devices
	Graphene doping
	Cross-plane transport calculations

	Janus MoSSe solar cell
	Summary
	Outlook


	Calibrating TCAD simulations with confined DFT bandstructure
	The band structure of confined systems
	Description of the multiband fitting approach
	Sorting algorithm
	Effective mass model
	Results
	Checking the quality of the match

	Fitting to the sorted bands
	Results and discussion
	Summary

	Summary
	Outlook

	Boltzmann transport equation calculation parameters 
	Silicon nanowire
	Bulk silicon
	(8,0) carbon nanotube
	(4,4) carbon nanotube

	Publications 
	Tom side
	Tom side

