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Abstract

While energy demand in this fast developing world is increasing, its future is being compromised by the CO₂ emissions produced through the burning of fossil fuels. Clean energy technologies are available, but there are still barriers hindering their full integration into the society, the majority of which are economic and social. For these reasons, the development of new technologies and configurations to make renewable energies systems more cost-effective is urgently needed. The plant design proposed in this paper consists of basic Dish-Stirling collectors supported by a reversible solid oxide fuel cell acting as a power generator and storage unit, and therefore offering dispatchable power on demand. Further, the system reuses the waste heat for seawater desalination, which is very convenient for arid areas with high solar radiation and shortage of freshwater. The present work is an analytical study in which thermodynamic investigation of the performance evaluation of a self-sustainable polygeneration system with integrated hydrogen production, power generation, and freshwater production is conducted. An evaluation in a real context (South Africa) showed the potential of this system to supply 500 kW, 24 h a day, while producing a considerable amount of freshwater. Although the distillation system presented is able to produce 8464 liters per day, there is potential for it to increase its output by nine times or more.
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1. Introduction

Owing to global warming and its consequences, renewable energy production technologies will be called to play a significant role in the immediate future. Therefore, it is essential to find new, effective solutions that allow for the integration of sustainable energy production techniques into the current existing systems, thereby decreasing dangerous emissions. Energy policies moderate such transitions, and ensure that a specified threshold is met. However, it is desirable that such transitions occur in harmony with the present socioeconomic situations and that they utilize current technological achievements in clean energy production. Further, it is key that these solutions are cost-effective and can be used for polygenerations purposes such as electricity, fuel and freshwater production. In this way, the negative impacts on global emissions decreases significantly. In such designs, direct electricity, heat and freshwater can be generated from a renewable source, such as solar energy, when the source is available. Electrolysis technology such as solid oxide electrolyte cell (SOEC) can be used to store the excess energy in fuel form when the renewable source is high enough. The stored fuel can then be used to generate heat, power and freshwater by a solid oxide fuel cell (SOFC) when the renewable source is low, such as during nighttime when using sun energy or on a calm day when using wind energy. This implies that there is a need for a reversible solid oxide cell (RSOC) that can produce synthetic fuel from electricity, or produce electricity from fuel when reversed.

Sun energy may play an important role in the future of power plants for multi-generation products. Plant performance (energy efficiency) increases with polygeneration systems. The waste heat from the system can be used to produce heat, cool, freshwater, fuel production, etc. (besides electricity). Owing to the common nature of fluctuation in energy (or other renewable sources), most of these plants can benefit from an additional storage unit. With that, renewable energy plants could provide dispatchable power, enabling stand-alone systems for facilitating the grid operation.
Several studies on RSOC systems have been conducted; for example, [1] reviewed technological development of hydrogen production from an SOEC system in terms of materials, cell configuration designs, electrode depolarizations and mathematical modeling. [2] presented the exergoeconomic analysis of a hybrid system based on steam biomass gasification for hydrogen production. [3] showed the feasibility of the concept and successful reversible operation of a dual cell through electrochemical tests carried out by impedance spectroscopy. [4] carried out an experimental study to demonstrate the heat spreading capabilities and power limitations of high-temperature applications in SOEC/SOFC stacks.

Parabolic trough solar water heating is a well-proven solar energy technology that is being used on a commercial scale. High-temperature parabolic trough solar collector (PTSC) systems are currently operating in solar electric generating systems. For example, [5] conducted thermal simulation of a PTSC to estimate the transient performance of a solar industrial water heating system. [6] developed a mathematical model for PTSC and compared the results with experimental data, finding a small percent error. [7] designed and experimentally validated an adsorption icemaker driven by PTSC, and integrated it with a sensible thermal storage tank successfully. [8] experimented on innovative flat aluminum absorbers for process heat and direct steam generation in small PTSC systems.

Direct contact membrane distillation (DCMD) is a thermal separation process where only the water vapor (or other volatile) passes through a micro-porous hydrophobic membrane while impurities, such as salt, cannot cross the membrane. The vapor pressure gradient created by the temperature difference between both sides of the membrane drives the process. In 2000, [9] reviewed the desalination of seawater by the DCMD system, and its performance from laboratory scale to pilot projects. [10] showed experimentally that 99.99% of salt can be separated from hot water at 80 °C in optimum conditions and with optimum membrane material selection. Desalination powered by solar energy is an attractive solution that can address the worldwide water-shortage problem without contributing significantly to greenhouse gas emissions. It is worth noting that often there is shortage of fresh water where solar radiation is high. As deliberated in [11], a promising system for renewable energy desalination is the utilization of low-temperature DCMD systems. The study by [12] showed that experimental data agreed very well with the calculated results in terms of vapor mass flux, as well as membrane and total heat transfer coefficients. In addition, such a technique has a great advantage because it works at lower temperatures, even down to 40 °C, which allows it to use lower temperatures sources and avoid the great latent heat of water [13].

Akikur et al. [14] studied a RSOC with photovoltaic (PV) to design a possible future power plant using solar energy that can produce electricity at any time of the day, for example, at night. However, they did not use the dissipated heat from the system, but recommended that it is crucial to develop a management plan/scheme that takes into account the forecast solar radiation, the energy demand, and the stored fuel supplies. Combination of PVs with other types of electrolysers and electrolysers with Rankine cycles for hydrogen has also been studied in the literature, see e.g. [15], [16] and [17].

In this work, a poly-generation system is presented that uses a Dish-Stirling engine to convert solar irradiation into electricity and drive an RSOFC. Further, the waste heat is recovered for seawater distillation through a DCMD technique. Such a system will result in a self-sufficient and flexible poly-generation plant driven by solar power only that can be regulated for different output combinations of hydrogen, electricity, heat and freshwater. A complete balance of plant is first designed, and then the performance of the system is analyzed thermodynamically for some scenarios. This paper assesses the capacity of such plants to generate continuous and reliable power, and freshwater at the same time.

To the best of the authors’ knowledge, no similar studies exist in the open literature. Therefore, this study may provide some inspiration for further analysis and perhaps implementation of such technology into current existing systems. The objective of the present is not to study the cost of the system but present an attractive system which might be of interest for the future power generations.

2. Plant Model
From the block chart in Figure 1, it can be seen that the plant delivers power to the grid by transforming the solar energy collected by the Dish-Stirling system. Further, the system is supported by the RSOFC in order to overcome the fluctuating nature of the solar radiation. The idea is that the Dish-Stirling delivers part of its load to the RSOFC for storage; this load is used to produce fuel (hydrogen) during the peak hours of radiation (SOEC mode). Then during low or zero radiation, the produced fuel is used to feed the RSOFC and can still cover the power demand (SOFC mode). At the same time, most of the heat produced by the system is used for seawater desalination. Furthermore, a parabolic trough solar collector (PTSC) that uses solar energy is used to generate steam for the system.

![Figure 1. Block chart representing energy flow in the plant](image)

The efficiency of such a system will be accounted for by considering the sun radiation as input, and the fresh water, power to the grid, and net balance of H\textsubscript{2} produced as output. The system runs in different modes during the day; therefore, the overall efficiency will be defined by total numbers at the end of one cycle (for example 24 h). The amount of fresh water in terms of energy is defined as the energy needed to evaporate the same amount of seawater from its initial state (assumed at 15°C), which is around 670 kJ/kg.

\[
\eta_{\text{system}} = \frac{\text{Freshwater} + \text{POWER} + \text{LHV}_{\text{Hydrogen}} H_2\text{net production}}{\text{Solar Power on Collectors}}
\]  

(1)

Such a definition for efficiency helps researchers to compare similar systems with each other and to approximate the energy flow, but it should be noted that solar energy is a free resource and therefore cannot be considered as an economic parameter. However, such definition may help researchers to improve plant performance in terms of production (net electricity, cooling, heating, freshwater, etc.). On the other hand, materials, installation, and operation costs are incurred; for this reason, a deeper techno-economical study would be a good complement to this study.

Before explaining the plant’s operation in detail, a description of the models for the main components is provided in the sections that follow.

2.1 RSOFC

Two different sub-models represent each operation mode: Electrolysis (SOEC) and fuel cell (SOFC).

2.1.1 SOFC
The SOFC model used in this study is the same as that in [14]. It is a zero-dimensional model, which calculates the outlet gases composition based on equilibrium; furthermore, the power produced is calculated using a detailed electrochemical model calibrated with experimental data. The data were taken for gas temperatures between 650—800 °C; thus, this was the limiting range for the operating temperatures in the present study, as well. The efficiency of this component is defined as

$$\eta_{el\_SOFC} = \frac{POWER}{LHV \cdot m_{H2\_inlet}}$$  \hspace{1cm} (2)

where $m_{H2\_inlet}$ is the mass flow of the fuel into the plant.

A comparison between the SOFC model used here and the experimental data is shown in [18] in terms of current density and cell voltage (IV curve). The model captures the experimental data very well at four different cell operating temperatures from 650 °C to 800 °C.

### 2.1.2 SOEC

This model is based on the model presented by [19] and [20], which also contain a detailed electrochemical model, and captures the experimental data very well. First, pressures at the gas outlets are simply calculated using the input parameters as follows:

$$p_{ca\_out} = p_{ca\_in} (1 - dp_{ca}) \quad p_{an\_out} = p_{an\_in} (1 - dp_{an})$$  \hspace{1cm} (3)

where $dp_{an}$ and $dp_{ca}$ are the relative pressure drops at the anode and cathode sides, respectively. Then, the cell voltage and the current density are calculated using the power input.

$$P_{SOEC} = N_{stack} N_{cell} E_{cell} A_{cell} J$$  \hspace{1cm} (4)

where $N_{stack}, N_{cell}, E_{cell}, A_{cell}$ and $J$ are the number of stacks, number of cells per stack, cell voltage, single cell area and current density, respectively. The Nernst potential gives the theoretical minimum electrical work, but in reality, part of the voltage is lost irreversibly owing to polarizations such as ohmic, activation, and concentration polarizations. The ohmic resistance remains constant while the other two vary depending on the current applied, i.e., ohmic polarization increases proportionally with the current, while activation polarization and concentration polarization are dominant at low and high current levels, respectively [19]. Thus, the minimum electrical work that has to be applied to the SOEC is determined by the Nernst potential plus the polarization losses. The cell voltage is defined by determining the Nernst voltages ($E_{Nernst}$) as follows:

$$E_{cell} = E_{Nernst} + \Delta E_{act} + \Delta E_{ohm} + \Delta E_{conc}$$  \hspace{1cm} (5)

The Nernst potential and the polarizations in the SOEC (activation, ohmic and concentration) are calculated as explained in [19] and [21]. The diffusion coefficient is approximated using the kinetic theory and the Chapman–Enskog theory [22].

Note that the energy applied through electrical work might not be enough to drive the system’s unspontaneous reactions. The remaining energy is then applied by a heat source at higher temperature and/or by directly increasing the power (increasing the current through the cells), which in turn produces more heat owing to the Joule effect [23]. When the heat produced equals the heat demand in the reaction (thermo-neutral point), then the voltage becomes

$$E_{thn} = \frac{\Delta_r H}{2F}$$  \hspace{1cm} (6)

where $\Delta_r H$ is the enthalpy change in the reactions, and $F$ is the Faraday constant (96485.34 C/mol).

The outlet concentrations and mass flows can be determined by molar balance of each element and using the current density to determine the quantity of reactions taking place. The molar
production of \( H_2 \) (or moles of \( H_2O \) molecules split) is fixed for a certain current value; consequently, \( O_2 \) is produced according to the reaction
\[
\dot{m}_{H_2,\text{out}} = \frac{N_{\text{stack}}N_{\text{cell}}A_{\text{cell}}}{2F} \tag{7}
\]
\[
\dot{m}_{H_2O,\text{out}} = \dot{m}_{H_2O,\text{in}} - \dot{m}_{H_2O,\text{split}} = \dot{m}_{H_2O,\text{in}} - \frac{N_{\text{stack}}N_{\text{cell}}A_{\text{cell}}}{2F} \tag{8}
\]
\[
\dot{m}_{O_2,\text{out}} = \dot{m}_{O_2,\text{in}} - \frac{\dot{m}_{H_2O,\text{split}}}{2} = \dot{m}_{H_2O,\text{in}} - \frac{N_{\text{stack}}N_{\text{cell}}A_{\text{cell}}}{4F} \tag{9}
\]

Note that the power, the voltage and the current are dependent on each other; therefore, if one of them is defined, the others can be determined. Another way of defining these parameters would be by fixing the \( H_2 \) production or fixing the molar fraction at the outlet.

Finally, the efficiency is defined as
\[
\eta_{\text{SOEC}} = \frac{LHV \cdot \dot{m}_{H_2,\text{out}}}{\text{POWER} + Q_{\text{in}}} \tag{10}
\]
where \( \text{POWER} \) and \( Q_{\text{in}} \) are the electrical power required to run the electrolyzer and the heat input required to preheat the water, while \( \dot{m}_{H_2,\text{out}} \) is the mass flow rate of hydrogen production.

[21] and [20] discussed the validity of the model with experimental data in terms of energy efficiency and \( H_2O \) conversion for different current densities and at different operating temperatures.

### 2.2 DISH-STIRLING

This model consists of two different parts: the solar dish collector and the Stirling engine. The Stirling model is adopted from the model presented in [24] and is based on a pseudo-Stirling cycle, which provides better agreement with engine performance data. Stirling engines are noted for their quiet operation and the ease with which they can be connected to almost any heat source. In this case, the engine is connected to a heat source of a solar collector. On the other hand, the collector system that is in charge of providing heat to the engine is inserted on top of the Stirling model. Details regarding the engine model can be found in [25] and therefore the equations are not presented in this paper. The collector model is, however, presented below, starting from equation (11). First, the heat supplied to the Stirling is determined by calculating the total efficiency of the solar collector, including the concentrator dish and the receiver.

\[
Q_{\text{high}} = S \cdot A_{\text{conc}} \cdot N_{\text{unit}} \cdot \eta_{\text{conc}} \cdot \eta_{\text{rec}} \tag{11}
\]
where \( S \) is the direct solar radiation per area, \( A_{\text{conc}} \) is the area of the concentrator, \( N_{\text{unit}} \) is the number of units, \( \eta_{\text{conc}} \) is the concentrator efficiency, and \( \eta_{\text{rec}} \) is the receiver efficiency. The optical efficiency of the dish concentrator is assumed to be constant (including reflectivity and interception factor) while the receiver efficiency is modeled taking into account the heat losses [26] as
\[
\eta_{\text{rec}} = \alpha \tau - \frac{U_{CC} \left( T_{\text{rec}} - T_{\text{amb}} \right) + \alpha \tau \left( T_{\text{rec}}^4 - T_{\text{sky}}^4 \right)}{\eta_{\text{conc}}C_R S} \tag{12}
\]
where \( \varepsilon \) is the emissivity of the receiver, \( \sigma \) is the Boltzmann constant \((5.67 \times 10^{-8} \text{ W/(m}^2\text{K}^4))\), and \( C_R \) is the concentration ratio. \( T_{\text{rec}} \), \( T_{\text{sky}} \) and \( T_{\text{amb}} \) are the receiver, sky and ambient temperatures, respectively. \( \alpha \) and \( \tau \) are absorptivity and transmittance, respectively, and are assumed to be constant.
As a result, the model does not take into account the performance variation due to solar incidence angle variations \((K_{\text{rec}} = 1)\). However, the error (if present) will be insignificant/negligible because the full tracking system is usually quite accurate, which diminishes the error (if any). Further, since there is no cover, the value for transmissivity, as well as absorptivity, would be close to one, which is the maximum possible. The \( U_{CC} \) is the combined convection–conduction heat loss coefficient accounting for convection to the ambient environment and conduction through the structure. This is defined in Appendix B.
The mechanical power of the Stirling engine as well as other parameters are assumed according to [24]. Table A1 (in Appendix A) provides the specifications for the Dish-Stirling, while Appendix B presents more details about modeling of this component.

Finally, it worth noting that the Stirling engine model used in this study is a pseudo Stirling cycle, and closely approximates the performance of an actual engine as explained in [25].

2.3 PTSC–SG (Steam Generator)

A model for the steam generator PTSC is developed by combining the models presented in [23], [27], [28], [29], [30]. In short, the model calculates the outlet steam state conditions from the water flow inlet and the external atmospheric conditions. The model includes calculations of heat losses and pressure drops along the pipe. The input parameters are the direct solar radiation, solar ray’s angle of incidence, wind velocity, ambient temperature, sky temperature, the number of rows and the length. Other dimensions and optical characteristics of the unit, such as pipe aperture \(w\), receiver diameter \(D\), reflectivity \(\rho\) and absorptance \(\alpha\), are also included in the model. The model equally distributes the total incoming mass flow between the numbers of rows. Then, it divides the receiver into three sections depending on the water state, i.e., whether the water is liquid, saturated, or steam, as displayed in Fig. 2, as different water states have different properties and behaviors.

![Figure 2. Qualitative temperature distribution along the pipe of the PTSC.](image)

First, the model calculates the outlet pressure as

\[
p_{\text{out}} = p_{\text{in}} - \Delta p = p_{\text{in}} - \Delta p_1 - \Delta p_2 - \Delta p_3
\]

where \(\Delta p_1\), \(\Delta p_2\) and \(\Delta p_3\) are the pressure drops at different sections. Thus, the total pressure drop along each tube would be the sum of the pressure drops in each section. For the single-phase flow (section 1 and 3), the pressure drop is calculated by the Darcy–Weisbach correlation [31], equation (14). The Colebrook correlation, equation (15), defines the friction coefficient \(f\) as

\[
\Delta p_s = f_s \rho_{m,s} \frac{V_{m,s}^2}{2D_i} L_s \quad s = 1 \text{ and } 3
\]
where $\rho_{m,s}$ and $V_{m,s}$ are the average density and velocity of the flow in the section $s$, respectively, and $D_{ri}$ is the inner diameter of the receiver. The relative roughness $r_s = \delta / D_{ri}$, where $\delta$ is the absolute roughness of the pipe material. For example, the absolute roughness for stainless steel is $1.5 \times 10^{-5}$ m (see [32]). It is important to mention that the pressure drop in the first section will define the saturation pressure, and therefore, the saturation temperature will also be known. However, the length of the first section must be determined first by determining the heat demand.

In the second section, as there is a boiling flow where the two phases coexist, the pressure drop is calculated differently by using the Friedel correlation [30] using data from [34], see Appendix C for more details.

Regarding the heat transfer, the flux balance represented in Fig. 3 is characterized through the equation below:

$$
Q_{\text{absf},s} = \eta_{\text{opt}} \cdot S \cdot A_{\text{cons},s} - U_L \cdot A_{\text{rec},s} \left( T_{\text{rom},s} - T_{\text{amb}} \right) \quad s = 1,2,3
$$

where $Q_{\text{absf},s}$ is the heat absorbed by the fluid in section $s$, $\eta_{\text{opt}}$ is the optical efficiency, $S$ is the irradiation, $T_{\text{amb}}$ is the ambient temperature, $T_{\text{rom},s}$ is the mean temperature at the outer surface of the receiver in section $s$, and $U_L$ is the mean heat transfer coefficient for the entire PTSC. The area of the concentrator in section $s$ is defined as $A_{\text{cons},s} = \text{aperture} \cdot L_s$, and similarly, the receiver area in the corresponding section is $A_{\text{rec},s} = \pi D_{ro} L_s$. Appendix C presents the detailed modeling of this component.

![Figure 3. Cross sectional area of the receiver. Heat fluxes and temperatures.](image)

### 2.4 DCMD

For this component, a hollow fiber configuration is chosen, as described in [32] (see Fig. 4). The warm seawater flows in the fibers (the feed side), while cold water flows through the permeate side, which is located at the other side of the fibers. The design is made in such a way that both sides have a constant flow. Owing to the counter-flow configuration, the temperature difference along the fiber is almost constant and therefore is the associated vapor pressure difference. The pressure gradient across the membrane is the force that drives the entire process. The modeling along the fiber is performed by dividing the fiber into smaller segments or volumes of control, and applying the balance equations (mass flow and energy) using the mean properties of the segment and the state of each segment (temperature, density, pressure, etc.). Note that if the system is not discretized, then the non-linear behavior of the system leads to large errors in the results.
The range of operation of the model for the mass flow of one unit is between 0.05–0.15 kg/s; however, higher values can also be applied. In such cases, the model calculates the needed number of units. The range of operation for the feed temperature has limits, and in this study, it is set between 70 °C to 90 °C. The permeate flow is assumed to remain at a constant in-flow of 0.1 kg/s in each unit and at 25°C at the inlet.

Another important issue to consider, when designing the hollow fiber operation, is the membrane liquid entry pressure (LEP), which sets the limit for the applied transmembrane pressure. Transmembrane pressure is defined as the hydrostatic pressure minus the vapor pressure ($p_{t,m} - p_p$ and $p_f - p_{f,m}$). Values below such limits will prevent liquid from entering the pores. Note that the hydrostatic pressure does not affect the permeate flux, but it is important to consider, as it prevents the pores from flooding. The detailed mathematical model for this component is explained in [35]. Table A3 (in the appendix) shows the important data for the DCMD used in study.

3. Plant Configurations

In short, the plant produces electricity and fresh water at all times by converting the solar energy collected regardless of the time of day. A Dish-Stirling delivers part of its load to the dual mode SOFC (RSOFC), which load is used to produce fuel (hydrogen) during the peak hours of radiation (SOEC mode), and then uses the fuel produced to feed the RSOFC during low or zero radiation (SOFC mode). Thus, the plant is able to cover the power demand all the time, and at the same time, it produces fresh water through seawater desalination.

For successful plant operation, it is crucial to develop a management schedule/plan that takes into account the forecast solar radiation, energy demand and fuel supply. The flexibility of the plant in producing power and fresh water will be improved greatly if the schedule is correctly planned. This has been a limitation of many renewable energy plants.

As highlighted above, the plant has two modes of operation: the SOEC and SOFC modes. The plant’s operation differs slightly from the SOEC mode to the SOFC mode, as shown in Fig. 5 and Fig. 6. The operation of the system in SOEC mode is explained in detail first.

- SOEC mode
  1. Water from the tank (point 1 in Fig. 5) is pumped to the PTSC (point 2), where it is heated,
generating steam at 350 °C (point 3).

2. The steam is then divided into two flows. Part of the steam goes to the RSOFC (point 4), and its quantity is regulated according to the electricity surplus from the Dish-Stirling units (point 212). The rest of the steam (point 11) is sent to a heat exchanger (SWP1) to preheat seawater (from point 41 to point 42) before it is sent to the separator (point 12).

3. Before the steam goes (point 4) to the RSOFC, it flows through a cathode preheater (CP) to gain heat (point 5) from the cathode off-fuel of the RSOFC (point 6). The operating temperature of the cells is assumed to be 750 °C, and the steam is preheated to approximately 600 °C.

4. Preheated steam (5) is fed to the cathode side of the RSOFC. Owing to steam electrolysis, the cathode outlet (point 6) contains a mixture of hydrogen and water, and the anode outlet (point 8) contains oxygen. Both outlets are assumed to have the same temperature as the cell operating temperature (750 °C).

5. The off-fuel (H₂ + H₂O), after leaving the cathode pre-heater (point 9), is cooled again in another heat exchanger (SWP2) to preheat the seawater (from point 42 to 43). The thermodynamic state at the outlet (point 10) is designed to be slightly above the saturation temperature of water.

6. Later in the separator (condenser), the water in the off-fuel mixture (point 10) condenses and mixes with corresponding condensed water at point 12, allowing for the collection of water at the bottom of the condenser (point 13) and H₂ from the top (point 14) at ambient temperature. Water is stored at ambient pressure, while the hydrogen is pressurized and stored (point 15) using the compressor C2 (min pressure of 1.5 bar).

7. On the other hand, the oxygen coming out of the anode side (point 8) preheats the seawater in a heat exchanger (SWP3) before it is released into the atmosphere (point 46 to 47).

8. The seawater is preheated to 80 °C (at both 43 and 47) using the heat released from the RSOFC outlets, and then are mixed together. The resulting flow (point 50) is used to feed the DCMD system. The outlet is then discharged to the surrounding environment (point 51). On the permeate side, fresh water is leaves the tank (point 53) and flows into the DCMD. The outlet (point 54) is used to preheat seawater (point 45 to 46) in a heat exchanger (SWP4) before the water moves to the next heat exchanger (SWP3). Finally, the fresh water out of SWP4 is returned to the tank at ambient pressure.

9. Pumps 2, 3 and 4 drive the distillation system taking into account the liquid entry pressure limits.

10. At the same time, the Dish-Stirling system produces power (point 210) for supplying electricity to the RSOFC, while the remaining power is sent to the grid. As the power generated in the Dish-Stirling is AC, and the RSOFC works with DC (point 211), a rectifier is used between these components.

The system is set in such a way that the RSOFC in the electrolyzer mode is working at the thermoneutral point (or slightly over) by controlling the steam and the power supplied. Under such operating conditions, minimum power is required by the system and an external heat source (at such high temperature level) is not necessary, see e.g. [36].

Regarding the storage system, hydrogen is stored at higher pressure while water is not because the energy required to compress a gas is much higher than the energy required to compress a liquid. Therefore, to discharge H₂ at ambient pressure and then compress it again would result in energy wastage. However, in the case of the water, it is justified because the wasted energy is minimal when compared to the greater complexity associated with storing pressurized water. It shall be noted that pressurized ROEC has also been studied and validated experimentally, see e.g. [37].

Further, it is important to keep in mind that the flow entering the separator (point 12) has to be at a temperature that is higher than the condensing temperature of water. Then, the separator will release heat until both water and H₂ are at ambient temperature and completely separated in two phases. In order to achieve this, the temperature at point 12 should be the condensing temperature, and the pump
P1 must deliver the necessary pressure. In this way, the gas state at point 12 is assured. It is also worth noting that the higher the pressures in point 2, the lower the heat that will be recycled in SWP1.

Figure 5. Scheme of SOEC mode operation.

- **SOFC mode**
  1. The heat exchanger, which was a cathode preheater in SOEC mode, is now an anode preheater, and the heat exchanger, which was anode preheater in SOEC mode, is now a cathode preheater. In SOFC mode, the stored H₂ (point 16) feeds the anode preheater.
  2. A blower (C1) supplies air to the cathode side of the SOFC (point 21). Pressure drops along the air pass-way decide the pressure of the air after it leaves the blower. A heat exchanger (AP) preheats the air before it enters the cathode side of the SOFC (point 7). Off-air out of the cathode (point 8), which is approximately 150 °C warmer, preheats the incoming air.
  3. The reactions taking place in the RSOFC are now reversed. As a result, the off-fuel at the anode outlet (point 6) will be composed mostly of water and hydrogen, while the off-air at the cathode outlet (point 8) will be composed of air that is poor in oxygen.
  4. In this mode, all the steam generated at the PTSC (point 11) is used to feed the heat exchanger (SWP1) and preheat the seawater (from point 41 to 42).
  5. The Dish-Stirling system is still producing power, but less than in the SOEC mode, owing to less radiation. However, the RSOFC is now able to produce power (point 211) using the stored fuel. An inverter converts the power of the RSOFC from DC to AC and sends it to the grid (point 212).
3.1 Design, sizing and dimensioning methodology

There are two main subsystems in the plant: the Dish-Stirling collectors and the storage system. Both can be relatively easy to scale up by adding more collector units or solid oxide cell stacks, respectively. One can optimize the size of these subsystems and achieve a reliable power supply by estimating the power demand during the daytime. First, it is necessary to make sure that the main component of the storage system (the RSOFC) can deliver the maximum demanded power. Once a minimum RSOFC size is set, one should look at the performance and needs of the RSOFC when the system is operating in electrolysis mode, such as the power and mass flow of steam at a fixed temperature. Afterwards, one needs to define the number of rows and length of the PTSC, as well as the number of Dish-Stirling units, by taking into account the solar radiation in order to meet the SOECs power demand at any time. Note that the Dish-Stirling units need to cover not only the SOEC demand but also the power demand through the grid.

The next step is to evaluate the system against an estimated solar irradiation profile, in order to check whether the system is self-sufficient, meaning that the net balance of hydrogen is positive (production versus usage). If not, then the size of the RSOFC needs to be increased to produce more hydrogen. This, in turn, means that one needs to increase the number of Dish-Stirling units. On the other hand, in order to ensure that steam is not condensing before reaching the condenser (point 12), one needs to set the minimum temperature at point 2 as the saturation temperature, which is approximately 180 °C.

The pressure drops should also be taken into account in the system design. Pump 1 (P1) is in charge of driving the water and associated pressure drops along its way until the condenser, therefore its pressure supply must be sufficient. This pressure should not be too high either, as the higher the pressure is, the higher the temperature of condensation will be, and therefore less heat will be available for seawater preheating at point 9. In addition, the pressure in the distillation system should...
also be considered. *Pump 3* (P3) has to provide enough pressure to overcome the pressure losses in the DCMD and SWP4 before the water reaches the fresh water tank. At the same time, the DCMD operation limits the membrane liquid entry pressure and therefore the possibility to recover the heat at the outlet of the permeate side is then conditioned by the pressure drop in the heat exchanger (SWP4).

**3.2 Input parameters**

Table A1 through Table A3 in the appendix present the most relevant parameters used to model each component (Dish-Stirling, PTSC and DCMD). The ambient conditions are assumed to be 30 °C for air temperature, 20 °C for sky temperature and 5 m/s for wind speed. The seawater is assumed to have a temperature of 15 °C, with a salt concentration of 35 g/kg. Table A1 presents specifications for the Dish-Stirling used in this study, while Table A2 shows the parameter specifications used in this study for PTSC. Table A3 displays the assumed parameter specifications for the DCMD used in this study. Table A4 illustrates the main parameters for the RSOFC component. Finally, in Table A5, the main parameters for the other components are listed.

**4. Results and discussions**

Simulations and main calculations were carried out using dynamic network analysis (DNA), which is an in-house software for energy systems analysis developed at the DTU Thermal Energy Section. DNA solves a system of non-linear equations through the Newton–Raphson modified algorithm, see, for example, [38]. The models were verified against the literature to assure quality of the results, but the verification is not reported here owing to limited space. In the sections that follow, the performance of each component is presented along with discussions of some of the interesting aspects of the components’ performances.

**4.1 Dish-Stirling**

Figure 7 presents the power produced by a single Dish-Stirling unit. The power output depends directly on the solar irradiation, and has a maximum value of 24 kW at 1000 W/m². For 175 units, this maximum value corresponds to approximately 4.2 MW. However, the efficiency of the Dish-Stirling is not proportional to the irradiation, as illustrated in Fig. 7. Its efficiency increases from approximately 22% at low irradiation (approximately 150 W/m²) to approximately 26% at about 370 W/m². Afterwards, the increase in efficiency is not very severe. The efficiency increases to approximately 27% at about 700 W/m² and remains nearly constant until about 930 W/m².

![Graph](image)

*Figure 7. Dish-Stirling unit performance.*

*Power (blue) and efficiency (red) as function of radiation.*
4.2 PTSC

Figure 8 shows the performance of the PTSC steam generator. As shown in the figure, the performance of the generator is proportional to the irradiation, as the inlet pressure and the outlet temperature are fixed regardless of the quantity of radiation. Therefore, the only variation will occur in the mass flow through the component. Accordingly, the temperature profile along the pipe is almost constant, with a saturation temperature of approximately 165°C [39]; thus, the heat losses to the environment remain constant. The small differences will be the consequence of higher pressure drops when the mass flow increases with higher solar irradiations.

![Figure 8. Performance of the PTSC steam generator.](image)

4.3 SOFC mode and SOFC system only

The first parameter to be studied is the utilization factor ($U_F$) of the SOFC mode. The higher this value is, the higher the power from the stack will be. However, when the SOFC is combined with another plant, such as a sea-water desalination plant, as done in this study, the heat available for the other plant should also be considered when examining the plant’s entire efficiency. The reason is that, by increasing the SOFC utilization factor, less off-fuel will be available for heating the bottoming cycle. As displayed in Fig. 6, the off- fuel (containing unburnt H$_2$) will be sent to the condenser to separate the unreacted H$_2$ from the off-fuel, and then sent back to the fuel storage tank (recovering the unused hydrogen). In traditional plant designs, a burner (catalytic burner) combats the unreacted fuel to provide heat for the bottoming cycle, which is not the same case here. Thus, the efficiency of the SOFC plant can be described as

\[
\eta_{el,SOFC} = \frac{POWER}{LHV \cdot m_{H2,consumed} \cdot U_F} \tag{17}
\]

where $m_{H2,consumed}$ is the fuel consumed by the fuel cell stacks. Using such a definition, one can then study the effect of the utilization factor ($U_F$) on SOFC plant efficiency. First, the fuel feed into the plant is assumed to be constant, which means that the fuel consumed in the fuel cell stacks changes accordingly. Figure 9 presents the results for this case. Note that in this case, the focus is on the SOFC plant only, and the freshwater system is not accounted for in the figure. The figure reveals that there exists an optimum $U_F$, for which the plant efficiency is a maximum. The plant efficiency reaches approximately 39% at a utilization factor of approximately 78%. The sudden decrease in plant efficiency after this point is due to high concentration losses in the cells. It is also apparent that the plant roundtrip efficiency decreases from approximately 65% at $U_F = 0.4$ to approximately 50% when $U_F = 0.5$. When the system is operating at roundtrip efficiency, the unreacted hydrogen is recovered; hence, the plant’s efficiency is significantly higher than in the traditional case, where a burner combats the unreacted fuel. The assumption that $U_F = 0.7$ made at the beginning is thus very close.
Second, the fuel consumed by the stack is assumed to be constant, which means that the fuel fed into the plant changes accordingly. Equation (4) shows that under constant fuel consumption in the fuel cells, plant electrical efficiency increases by decreasing the fuel cell utilization factor. Table 1 shows that decreasing the utilization factor increases net-power production at the expense of heat production. Although fuel fed into the system increases to maintain the quantity of consumed fuel (by the fuel cells), when the utilization factor decreases, the air flow on the other side of the fuel cells decreases, as less heat needs to be removed from the SOFC (less power consumption in the air blower).

Thus, one can manage the energy flows and consequently increase the roundtrip efficiency of the storage subsystem (including hydrogen production and storage). Such results are interesting, as they show, for example, how to run the system when freshwater consumption is low. For example, the heating share, which is used for freshwater production, decreases from 51% to 37% when the utilization factor decreases from 0.8 to 0.4 (although it is not clear if $U_F$ can be changed freely).

As mentioned previously, the utilization factor is assumed to be constant and equal to 0.7 for the base case. Table 2 shows the power produced by the system for different fuel mass flows that are fed into the plant and the comparison between both interpretations of the efficiencies used in this study (when hydrogen production is also accounted for). Note that the “Efficiency* ($\eta_{el,SOFC}^*$)” better represents the performance of the system presented here, as it recovers the hydrogen that is not used in the fuel cells and sent back to the storage tank for future use. Equation (1) defines $\eta_{el,SOFC}$, while Eq. (54) defines $\eta_{el,SOFC}^*$. As shown, the roundtrip efficiency of the presented plant is very high and reaches approximately 57% when power production is about 259 kW. However, the roundtrip
efficiency decreases when the fuel fed to the plant increases to produce more power.

Table 2. SOFC mode power performance and efficiency summary.

<table>
<thead>
<tr>
<th>Plant feeding fuel [kg/s]</th>
<th>Fuel consumed in the fuel cells [kg/s]</th>
<th>Total power [kW]</th>
<th>Efficiency (η_{el,SOFC})</th>
<th>Efficiency* (η_{el,SOFC}*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>0.0035</td>
<td>259</td>
<td>40%</td>
<td>57%</td>
</tr>
<tr>
<td>0.01</td>
<td>0.007</td>
<td>494</td>
<td>37%</td>
<td>54%</td>
</tr>
<tr>
<td>0.015</td>
<td>0.0105</td>
<td>703</td>
<td>35%</td>
<td>51%</td>
</tr>
<tr>
<td>0.02</td>
<td>0.014</td>
<td>887</td>
<td>33%</td>
<td>47%</td>
</tr>
<tr>
<td>0.024</td>
<td>0.0168</td>
<td>990</td>
<td>31%</td>
<td>44%</td>
</tr>
</tbody>
</table>

4.4 SOEC mode and SOEC system only

Table 3 presents the performance summary of the plant in the SOEC mode in which the inlet and outlet temperatures, and pressure of the steam remain constant. Interestingly, the cell voltage increases with the steam inlet mass flow. This occurs because the power input must increase to generate more heat, which increases the inlet temperatures up to the operation temperature (750°C), and energy balance is finally achieved. In fact, if the inlet temperature was set to 750°C, the thermoneutral cell voltage would be approximately 1.285 V, and it would remain constant. In the literature, other authors have used a burner to transfer the necessarily additional heat to the steam, but in this study, the idea is to run the plant with only solar energy.

Table 3. SOEC mode performance summary (4 bar).

<table>
<thead>
<tr>
<th>H₂O in [kg/s]</th>
<th>Power Consumed by SOECs [kW]</th>
<th>Efficiency [%]</th>
<th>H₂ Produced [kg/s]</th>
<th>Current density (mA/cm²)</th>
<th>E_{cell} [V]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05756</td>
<td>731.50</td>
<td>75.3%</td>
<td>0.005797</td>
<td>275.2</td>
<td>1.318</td>
</tr>
<tr>
<td>0.09023</td>
<td>1021.0</td>
<td>73.4%</td>
<td>0.008078</td>
<td>383.6</td>
<td>1.320</td>
</tr>
<tr>
<td>0.12949</td>
<td>1284.7</td>
<td>71.1%</td>
<td>0.010144</td>
<td>481.6</td>
<td>1.323</td>
</tr>
<tr>
<td>0.18323</td>
<td>1562.5</td>
<td>68.3%</td>
<td>0.012303</td>
<td>584.1</td>
<td>1.327</td>
</tr>
<tr>
<td>0.26363</td>
<td>1880.7</td>
<td>64.7%</td>
<td>0.014751</td>
<td>700.4</td>
<td>1.332</td>
</tr>
<tr>
<td>0.39642</td>
<td>2275.3</td>
<td>59.9%</td>
<td>0.017744</td>
<td>842.5</td>
<td>1.340</td>
</tr>
<tr>
<td>0.64894</td>
<td>2820.2</td>
<td>53.4%</td>
<td>0.021786</td>
<td>1034.4</td>
<td>1.352</td>
</tr>
</tbody>
</table>

As revealed in Table 3, the SOEC plant efficiency (without fresh water production) reaches values of more than 75% at low H₂ production rate and decreases when H₂ production increases. Equation (10) defines the SOEC plant efficiency presented in Table 3. However, it also would be interesting to determine the electrolysis efficiency without considering the heat required to preheat the incoming water that feeds the cells (as shown by studies in the literature). Thus, the efficiency is defined as

\[
\eta_{SOEC} = \frac{LHV \cdot m_{H_2,produced}}{POWER} \tag{18}
\]

It is worth noting that the mass flow required to calculate \(Q_m\) in Eq. (10) is the water mass flow entering the SOEC only (point 4 in Figure 5). However, the PTSC preheats additional water that is used to preheat the seawater (point 11 in Figure 5) and the mass flow for this one is much higher than the one used in SOEC. Therefore, one may define a combined SOEC–DCMD efficiency as

\[
\eta_{SOEC–DCMD} = \frac{LHV \cdot m_{H_2,produced}}{POWER + Q_{PTSC}} \tag{19}
\]

where \(Q_{PTSC}\) is the total heat produced by the parabolic trench solar collector. Figure 10 shows the results of such efficiency calculations as functions of hydrogen production (in kilograms per hour).
As presented, the efficiency of the SOEC stacks only (without accounting for water preheating) remains very high at approximately 91%–93%, while the SOEC plant efficiency (including water preheating) decreases from approximately 75% at low H₂ production to approximately 54% at high H₂ production. However, the plant efficiency (SOEC with DCMD) increases from approximately 20% at low H₂ production to approximately 47% at high H₂ production.

Another interesting result that can be extracted from Table 1 and Table 3 is the approximate value of the roundtrip efficiency of the storage system. Knowing the dual-mode efficiency allows one to infer the approximate cost of storing energy, or in other words, how much of the power input can be used again. This value varies depending on the operation range, but its mean is approximately 42–45% when only the electrical output is considered. In practice, there is a higher utilization of that energy, as the heat released during the storing cycle can be used for freshwater production.

One of the challenges for such system is the plant price and payback time. The prices for RSOC and DCMD are unknown since they are not commercialized yet. Even though there is a good price approximation for each of them but still they cannot be certain. Political decisions and governmental subsidies will also have a great impact on future price development of such devices [40]. All these are out the scope of this study and will not be discussed here.

4.5 Case study – dual mode

To show the performance of the entire system (both SOEC and SOFC modes), real solar irradiation data from a random day is used. In this study, the data used for investigation is for a random day in South Africa [41]. The reason is that a detailed radiation, hour by hour, for an entire is presented/published. The system is evaluated and analyzed in terms of efficiency and productivity. The simulations are carried out with hourly data, and it is assumed that steady state is achieved within each hour. In order to concentrate on plant performance, the power demand during the day is set as 500 kW. Thus, it is easier to compare the differences in terms of power demand and production profile. It is worth mentioning that fulfilling such a power demand (in 24 h) is challenging for a solar plant owing to intermittency of the source. Currently, only a few solar plants can produce such power in 24 h using thermal storage.

In order to carry out the simulations, one needs to distinguish the demand power from the production power. Figure 11 presents the difference in the power demand and power production profiles over the course of an entire day (24 h). One can immediately notice that the power production is much higher than the power demand during daylight. This provides the basis for storing power and using it when demand is higher than production. The shift between the operations modes over the course of 24 h is designated as follows:

- [00:00 – 06:00] \(ightarrow\) SOFC MODE
Figure 11. One day hourly data for direct radiation [W/m²], power of Dish-Stirling [kW] and power demand [kW].

Figure 12 displays the results obtained from the RSOFC (dual mode) plant proposed in this study over 24 h (both SOEC and SOFC modes) in terms of freshwater and hydrogen production. During daytime, the plant produces power that satisfies the electrical power demand. At the same time, it stores energy in form of H₂ (power to gas), and then uses this stored energy during the nighttime to produce power. The difference between consumption and production rates according to the operation mode within each time gap is distinguishable. Note that there is a positive net balance of H₂, meaning that at the end of the day, there is approximately 295 kg or 3281 Sm³ (standardized cubic meter, 15 °C and 1.01325 bar) more H₂ in the tank than on the previous day. Such encouraging results should be taken into account when designing such plants (independent on external fuel). The chosen day seems to be appropriate in terms of solar radiation because it allows for the storage of excess fuel, which could be utilized on the following day. However, in an entire year, there will be some days with less irradiation (or none at all); therefore, it is important to increase the capacity of the stored fuel so that more fuel reserves are available when sun radiation is low. Further, the additional 295 kg of H₂ that is stored allows the system to run for approximately 10 h without any irradiation from the sun (during nighttime). Of course, to study the amount of hydrogen for an entire year, one needs to simulate the system for all days of the year by knowing the expected irradiation for each day, which is an extensive undertaking that requires additional weather data for the specified location.
Conversely, the total amount of water distilled on that particular day is 8466 liters. As explained earlier, one can convert such quantities of water into an energy value (for sake of comparison) by taking into account the necessary energy needed to evaporate the seawater at 15°C (and at 1 atm) as the reference point. The result is 6094 kWh, as shown in Table 4. In order to obtain a performance indicator for the DCMD system, this number can then be compared to the total heat that is transferred to the seawater during that day. As shown in Table 4, the energy transfer to the DCMD is approximately 2.7 times larger than the energy received by the DCMD, meaning that the efficiency of the DCMD system is estimated to be approximately 37%, which can be attributed to the high salt concentration in the seawater. On the other hand, the results indicate that there is a potential to increase the efficiency of the freshwater production maybe by other distillation systems. This could be possible because of the high temperature of the gases released by the RSOFC and the outlet temperature of the PTSC.

Table 4: Summary of the total energy flows on the specified day.

<table>
<thead>
<tr>
<th>Total energy flow</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar energy</td>
<td>145065 kWh</td>
</tr>
<tr>
<td>Freshwater energy (DCMD)</td>
<td>6094 kWh</td>
</tr>
<tr>
<td>Heat transferred to seawater</td>
<td>16426 kWh</td>
</tr>
<tr>
<td>Hydrogen energy</td>
<td>9843 kWh</td>
</tr>
<tr>
<td>Energy to grid</td>
<td>12000 kWh</td>
</tr>
</tbody>
</table>

Finally, from Table 4, it is also possible to calculate the overall efficiency of the system (as defined in Eq. (1)), which is approximately 19.3%. Nevertheless, if one considers the actual energy transferred to the seawater (allowing use of other types of freshwater production systems) instead of the freshwater distilled by the DCMD, then the overall system efficiency increases to 26.4%.

5. Conclusions

A novel system is proposed to deliver electricity and freshwater from sun radiation at any time (day and night), even though there is no irradiation for a short period. The presented system uses a reversible solid oxide cells technology, Dish-Stirling engines, parabolic trough solar collectors, and direct contact membrane distillations units.

The plant is evaluated on a random day in South Africa where it has to supply a constant demand
of 500 kW, 24 h a day. The results indicate that, with a RSOFC of 70 stacks of 200 cells, 175 units of 25 kW Dish-Stirling and a 7 × 200 m of PTSC, the plant was not only able to meet the constant demand but was also able to produce 3281 Sm³ of H₂ and 8466 liters of freshwater each day. This system reached an energy efficiency of 19.3%, including electricity, hydrogen production and freshwater production. It is also found that there is a potential to produce much more freshwater than that produced by the current DCMD technology. If a re-configuration is applied, the system could reach an energy efficiency of 26.4%, which is rather high for such applications.

**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Area, [m²]</td>
</tr>
<tr>
<td>AC</td>
<td>Alternate Current</td>
</tr>
<tr>
<td>AP</td>
<td>Anode preheater</td>
</tr>
<tr>
<td>C</td>
<td>Compressor</td>
</tr>
<tr>
<td>CP</td>
<td>Cathode preheater</td>
</tr>
<tr>
<td>c_p</td>
<td>Heat capacity, [J/(kgK)]</td>
</tr>
<tr>
<td>C_R</td>
<td>Concentration ratio</td>
</tr>
<tr>
<td>D, d</td>
<td>Diameter, [m]</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DCMD</td>
<td>Direct Contact Membrane Distillation</td>
</tr>
<tr>
<td>DNA</td>
<td>Dynamic Network Analysis</td>
</tr>
<tr>
<td>dp</td>
<td>Relative pressure drops, [bar]</td>
</tr>
<tr>
<td>E</td>
<td>Voltage, [V]</td>
</tr>
<tr>
<td>EC</td>
<td>Electrolyzer cell</td>
</tr>
<tr>
<td>EES</td>
<td>Electrical Energy Storage</td>
</tr>
<tr>
<td>F</td>
<td>Faraday’s constant : 96485.3365 [C/mol]</td>
</tr>
<tr>
<td>FC</td>
<td>Fuel Cell</td>
</tr>
<tr>
<td>f_loss</td>
<td>Friction factor, [-]</td>
</tr>
<tr>
<td>f_s</td>
<td>Friction coefficient, [-]</td>
</tr>
<tr>
<td>G</td>
<td>Gibbs energy</td>
</tr>
<tr>
<td>g</td>
<td>Universal gravity constant : 9.81 [m/s²]</td>
</tr>
<tr>
<td>G</td>
<td>Mass velocity, [kg/(sm²)]</td>
</tr>
<tr>
<td>H, eth</td>
<td>Enthalpy, [J]</td>
</tr>
<tr>
<td>h</td>
<td>Convection coefficient, [W/(m²K)]</td>
</tr>
<tr>
<td>HTF</td>
<td>Heat transfer fluid</td>
</tr>
<tr>
<td>HX</td>
<td>Heat Exchanger</td>
</tr>
<tr>
<td>H2</td>
<td>Hydrogen</td>
</tr>
<tr>
<td>i</td>
<td>Current, [A]</td>
</tr>
<tr>
<td>J</td>
<td>Current density, [A/m²]</td>
</tr>
<tr>
<td>k</td>
<td>Conductivity, [W/(mK)]</td>
</tr>
<tr>
<td>K_0tna</td>
<td>Incidence angle modifier, [-]</td>
</tr>
<tr>
<td>L, l</td>
<td>Length, [m]</td>
</tr>
<tr>
<td>LEP</td>
<td>Liquid Entry Pressure [bar]</td>
</tr>
<tr>
<td>LHV</td>
<td>Low heating value, [J]</td>
</tr>
<tr>
<td>M</td>
<td>Molar mass</td>
</tr>
<tr>
<td>MD</td>
<td>Membrane Distillation</td>
</tr>
<tr>
<td>m</td>
<td>Mass flow, [kg/s]</td>
</tr>
<tr>
<td>N_cell</td>
<td>Number of cells per stack</td>
</tr>
<tr>
<td>N_stack</td>
<td>Number of Stacks</td>
</tr>
<tr>
<td>N</td>
<td>Molar flow</td>
</tr>
<tr>
<td>P</td>
<td>Power, [W]</td>
</tr>
<tr>
<td>p</td>
<td>Pressure, [bar]</td>
</tr>
</tbody>
</table>
**Symbols**

- $p^0$: Partial pressure
- $PF$: Feed pressure, [bar]
- $PFm$: Membrane pressure on the feed side, [bar]
- $PP$: Permeate pressure, [bar]
- $PPm$: Membrane pressure on the permeate side, [bar]
- $Pr$: Prandtl number [-]
- $PTSC$: Parabolic Trough Solar Collector
- $PTSC-SG$: Parabolic Trough Solar Collector Steam Generator
- $PV$: Photovoltaic
- $Q$: Heat, [J/s]
- $R$: Universal gas constant: 8.314 [J/(mol.K)]
- $Re$: Reynold’s number, [-]
- $RSOFC$: Reversible Solid Oxide Fuel Cell
- $RSOC$: Reversible Solid Oxide Cell
- $S$: Direct sun radiation, [W/m$^2$]
- $S$: Section
- $SOEC$: Solid Oxide Electrolyze Cell
- $SOFCC$: Solid Oxide Fuel Cell
- $SWP$: Sea water preheater
- $t$: Thickness, [m]
- $T$: Temperature, [K]
- $U$: Heat transfer coefficient, [W/(m$^2$K)]
- $U_{cc}$: Combined heat loss transfer coefficient, [W/(m$^2$K)]
- $U_F$: Utilization Factor, [-]
- $x$: Vapor quality, [-]
- $v$: Velocity [m/s], specific volume [m$^3$]
- $w$: Aperture

**Greek letters**

- $\Delta$: Difference
- $\Upsilon$: Heat capacity ratio
- $\Omega$: Molecular diameter of air
- $\alpha$: Absorptance
- $\delta$: Absolute roughness
- $\varepsilon$: Porosity
- $\varepsilon$: Emissivity
- $\phi$: Angle of incidence
- $\gamma$: Intercept factor, [-]
- $\eta$: Efficiency, [-]
- $\varphi$: Specular reflectance
- $\lambda$: Mean free path
- $\mu$: Dynamic viscosity, [m$^2$/s]
- $\pi$: Pi : 3.1416
- $\rho$: Density, [kg/m$^3$]
- $\sigma$: Stefan-Boltzmann constant : 5.678×10$^{-8}$ W/m$^2$K$^4$
- $\tau$: Transmittance, [-]
- $\xi$: Compression ratio, [-]
- $\psi$: Surface tension
- $\zeta$: Gas temperature ratio, [-]

**Subscripts**
References


Table A2. PTSC main specifications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PTSC</strong></td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>250 m</td>
</tr>
<tr>
<td>Number of rows</td>
<td>7</td>
</tr>
<tr>
<td>Number of units ($N_{unit}$)</td>
<td>175</td>
</tr>
<tr>
<td><strong>Receiver</strong></td>
<td></td>
</tr>
<tr>
<td>Diameters ($D_{ri}, D_{ro}$)</td>
<td>33, 38 mm</td>
</tr>
<tr>
<td>Material</td>
<td>Stainless steel</td>
</tr>
<tr>
<td>Conductivity ($k_r$)</td>
<td>60 W/mK</td>
</tr>
<tr>
<td>Coating</td>
<td>Black Niquel</td>
</tr>
<tr>
<td>Emissivity ($\varepsilon_r$)</td>
<td>0.06</td>
</tr>
<tr>
<td>Absorptivity ($\alpha$)</td>
<td>0.94</td>
</tr>
<tr>
<td><strong>Cover</strong></td>
<td></td>
</tr>
<tr>
<td>Diameters ($D_{ci}, D_{co}$)</td>
<td>84, 90 mm</td>
</tr>
<tr>
<td>Material</td>
<td>Glass</td>
</tr>
<tr>
<td>Conductivity ($k_c$)</td>
<td>0.035 W/mK</td>
</tr>
<tr>
<td>Emissivity ($\varepsilon_c$)</td>
<td>0.84</td>
</tr>
<tr>
<td>Transmissivity ($\tau$)</td>
<td>0.94</td>
</tr>
<tr>
<td>Air pressure in the gap ($p_m$)</td>
<td>0.5 mbar</td>
</tr>
<tr>
<td><strong>Concentrator</strong></td>
<td></td>
</tr>
<tr>
<td>Reflectivity ($\phi$)</td>
<td>0.93</td>
</tr>
<tr>
<td>Intercept factor ($\gamma$)</td>
<td>0.93</td>
</tr>
<tr>
<td>Aperture</td>
<td>2.5 m</td>
</tr>
<tr>
<td>Incidence angle modifier ($\beta$)</td>
<td>1</td>
</tr>
<tr>
<td>Manifold losses</td>
<td>20% of the heat to ambient</td>
</tr>
<tr>
<td><strong>Other Information</strong></td>
<td></td>
</tr>
<tr>
<td>Irradiation, $S$ [W/m²]</td>
<td>156</td>
</tr>
<tr>
<td>Ambient temperature ($T_{amb}$)</td>
<td>28°C</td>
</tr>
<tr>
<td>Sky temperature ($T_{sky}$)</td>
<td>20°C</td>
</tr>
<tr>
<td>Wind velocity ($V_{wind}$)</td>
<td>5 m/s</td>
</tr>
<tr>
<td>Saturation temperature ($T_{sat}$)</td>
<td>80°C</td>
</tr>
</tbody>
</table>

Table A3. DCMD hollow fiber module specifications.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DCMD Hollow Fiber Module</strong></td>
<td></td>
</tr>
<tr>
<td>Fiber length</td>
<td>0.4 m</td>
</tr>
<tr>
<td>Inner diameter of fiber</td>
<td>0.3 mm</td>
</tr>
<tr>
<td>Membrane thickness</td>
<td>60 μm</td>
</tr>
<tr>
<td>Porosity</td>
<td>75%</td>
</tr>
<tr>
<td>Membrane conductivity</td>
<td>0.25 W/mK</td>
</tr>
<tr>
<td>Shell diameter</td>
<td>0.003 m</td>
</tr>
<tr>
<td>Number of fibers</td>
<td>3000</td>
</tr>
<tr>
<td>Packing density</td>
<td>60%</td>
</tr>
<tr>
<td><strong>Model Constants</strong></td>
<td></td>
</tr>
<tr>
<td>$C_k$</td>
<td>$15.18 \times 10^{-4}$</td>
</tr>
<tr>
<td>$C_m$</td>
<td>$5.1 \times 10^3$ m⁻¹</td>
</tr>
<tr>
<td>$C_p$</td>
<td>$12.97 \times 10^{-11}$ m</td>
</tr>
</tbody>
</table>
Table A4. RSOFC specification (anode and cathode referred to fuel cell mode).

<table>
<thead>
<tr>
<th>RSOFC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Anode thickness</td>
<td>600 μm (Nickel and Yttria Stabilized Zirconia cermet)</td>
</tr>
<tr>
<td>Cathode thickness</td>
<td>50 μm (Strontium-doped lanthanum manganite)</td>
</tr>
<tr>
<td>Electrolyte thickness</td>
<td>10 μm (Yttria Stabilized Zirconia)</td>
</tr>
<tr>
<td>Cell area</td>
<td>144 cm² (12 cm × 12 cm)</td>
</tr>
<tr>
<td>Number of cells per stack</td>
<td>70</td>
</tr>
<tr>
<td>Number of stacks</td>
<td>200</td>
</tr>
<tr>
<td>Operating temperature</td>
<td>750°C</td>
</tr>
<tr>
<td>Porosity</td>
<td>30%</td>
</tr>
<tr>
<td>Tortuosity</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table A5. Specifications of the secondary components.

<table>
<thead>
<tr>
<th>Component</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pumps</td>
<td>0.95</td>
</tr>
<tr>
<td>Heat exchangers</td>
<td>0.8</td>
</tr>
<tr>
<td>Compressors</td>
<td></td>
</tr>
<tr>
<td>Electro-mechanical efficiency</td>
<td>0.95</td>
</tr>
<tr>
<td>Isoentropic efficiency</td>
<td>0.7</td>
</tr>
<tr>
<td>Inverter/ Rectifier</td>
<td></td>
</tr>
<tr>
<td>Efficiency</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Appendix B: Detailed Modeling of Dish-Stirling

The $U_{CC}$ is the combined convection–conduction heat loss coefficient accounting for convection to the ambient environment and conduction through the structure. It is calculated as

$$U_{CC} = \frac{h_{wind}}{1 - U_{sup\_ratio}}$$  \hspace{1cm} (B1)

where $U_{sup\_ratio}$ is the loss through the supports of the structure, and $h_{wind}$ is the heat transfer convection coefficient for wind, and is defined as [23]

$$h_{wind} = \frac{k_{air} \cdot 0.3 \cdot Re_{wind}^{0.6}}{D_{rec}}$$  \hspace{1cm} (B2)

$$Re_{wind} = \frac{\rho_{air} \cdot V_{wind} \cdot D_{rec}}{\mu_{air}}$$  \hspace{1cm} (B3)

where $k_{air}$, $\rho_{air}$ and $\mu_{air}$ are the properties of air as conductivity, density, and viscosity, respectively, while $V_{wind}$ and $D_{rec}$ are wind velocity and receiver diameter, respectively.

Finally, the generated power can then be calculated by

$$P_{total} = P_{mech} \cdot \eta_{gen} - Z_{track} \cdot N_{unit}$$  \hspace{1cm} (B4)

$$\eta_{total} = \frac{P_{mech}}{\eta_{mech} \cdot \eta_{rec} \cdot \eta_{gen} \cdot Q_{high}}$$  \hspace{1cm} (B5)

where $Z_{track}$ is the tracking system power. $P_{mech}$ and $Q_{high}$ are the power generated by the Stirling
engine and heat supplied to the engine, respectively.

### Appendix C: Detailed Modeling of PTSC–SG

Friedel correlation [33] assumes that each phase is flowing separately at different velocities and occupying a given fraction of the pipe cross section (separated model).

\[
\Delta p_2 = \Delta p_{2ph} = \Delta p_{\text{static}} + \Delta p_{\text{momentum}} + \Delta p_{\text{friction}}
\]

It can be seen that the total pressure drop is divided in three parts: static, momentum and friction pressure drops. The static pressure drop is assumed to be zero because the receiver is placed horizontally. The momentum pressure drop depends on the inlet and outlet states, which assumes the complete evaporation from pure liquid to pure vapor discussed in [33].

\[
\Delta p_{\text{momentum}} = \dot{G}^2 \left(1 - \frac{1}{\rho_L}\right)
\]

With the mass velocity \(\dot{G}^2 = \dot{m}/A_{\text{cross}}\), where \(A_{\text{cross}}\) is the cross-sectional area of the pipe, and \(\dot{m}\) is the mass flow. \(\rho_L\) is the density of the liquid phase.

The friction factor is calculated based on the pressure drop as if all fluid is in a liquid state. A two-phase multiplier is then applied to account for phase changes. The total friction factor depends also on the distance travelled by the fluid, and as the vapor qualities vary along the pipe, the pipe has to be discretized into \(N\) segments. The pressure drop in each segment is then calculated individually, and finally, the individual pressure drops are summed to obtain the total pressure drop.

\[
\Delta p_{\text{friction}} = \sum_{i=1}^{N} \Delta p_{L_i} \cdot \phi_{fr,i}^2
\]

where the two-phase multiplier is defined as

\[
\phi_{fr,i}^2 = E_z + \frac{3.24f_z H}{Fr_{Hz}^{0.045} We_{Hz}^{0.035}}
\]

and

\[
E_z = \left(1 - x_z\right)^2 + x_z^2 \rho_f f_g \rho_G f_L
\]

\[
F_z = x_z^{0.78} \left(1 - x_z\right)^{0.224}
\]

\[
Fr_{Hz} = \frac{\dot{G}_z^2}{gD_{rl} f_l^2}
\]

\[
We_{Hz} = \frac{\dot{G}_z^2 D_{rl}}{\psi H}
\]

\[
H = \left(\frac{\rho_L}{\rho_G}\right)^{0.91} \left(\frac{\mu_G}{\mu_L}\right)^{0.19} \left(1 - \frac{\rho_G}{\rho_L}\right)^{0.7}
\]

\[
\rho_H = \left(\frac{x_z}{\rho_G} + \frac{1 - x_z}{\rho_L}\right)^{-1}
\]

where \(x_z\) is the vapor quality, and \(\rho_G, \rho_L, \mu_G, \mu_L, f_G, f_L\) are the densities, viscosities and friction coefficients for the gas and liquid state, respectively. \(\psi\) is the surface tension, and \(g\) is the gravitational constant. All values are mean values in the segment \(z\).

First, the optical efficiency is calculated as follows:

\[
\eta_{\text{opt}} = \varphi \gamma \tau \alpha K_{\tau \alpha}(\beta)
\]

where \(\varphi\) is the specular reflectance, and \(\gamma\) is intercept factor. The incidence angle modifier \(K_{\tau \alpha}(\beta)\) is usually correlated from experimental results. Owing to a lack of experimental data for this case, the correlation for a similar unit is used here, as in [23]:

26
\[ K_{\text{co}}(\beta) = 1 - 6.47 \times 10^{-5} \beta^2 + 1.64 \times 10^{-6} \beta^3 - 2.51 \times 10^{-8} \beta^4 \]  

(C9)

where \( \beta \) is the angle of incidence. Then, the mean heat transfer coefficient for the entire PTSC is determined using the total heat loss to the surrounding environment \( (Q_{\text{loss}}) \), assuming a constant mean temperature of the outer surface of the receiver \( (T_{\text{rom}}) \) and a relative coefficient of the conductive losses through the structure compared with the ambient losses \( (x_{\text{manifold\_loss}}) \).

\[
U_L = \frac{Q_{\text{loss}}}{A_{\text{rec}}(T_{\text{rom}} - T_{\text{amb}})(1 - x_{\text{manifold\_loss}})}  
\]  

(C10)

The manifold loss is assumed to be 20% of the total loss \( (x_{\text{manifold\_loss}} = 0.2) \). With the total receiver area \( A_{\text{rec}} = \pi D_{\text{ro}}^2L \), \( T_{\text{rom}} \) is calculated as:

\[
T_{\text{rom}} = T_{\text{rom\_1}} \frac{L_1}{L} + T_{\text{rom\_2}} \frac{L_2}{L} + T_{\text{rom\_3}} \frac{L_3}{L}  
\]  

(C11)

where \( T_{\text{rom\_1}}, T_{\text{rom\_2}}, T_{\text{rom\_3}}, L_1, L_2 \) and \( L_3 \) are calculated from the discretization process described above. The total heat loss along the receiver to the surrounding environment is a combination of conduction, convection, and radiation. First, heat is transferred at the air gap between the receiver and the glass cover by radiation and conduction through the quiescent air in the gap. Then, the heat is transferred through the glass cover thickness by conduction, and finally, heat is transferred to the surrounding environment radiation and convection. At steady state, there is a heat flux balance in which the temperatures of the boundary layer remain constant and can be determined by solving the following system:

\[
Q_{\text{loss}} = \frac{2\pi Lk_{\text{eff}}}{\ln \left( \frac{D_{\text{ci}}}{D_{\text{ro}}} \right)} (T_{\text{rom}} - T_{\text{ci}}) + \frac{\pi D_{\text{ro}}L \sigma (T_{\text{rom}}^4 - T_{\text{ci}}^4)}{1 - \varepsilon_r + \varepsilon_r \left( \frac{D_{\text{ro}}}{D_{\text{ci}}} \right)}  
\]  

(C12)

\[
Q_{\text{loss}} = \frac{2\pi Lk_{\text{c}}}{\ln \left( \frac{D_{\text{co}}}{D_{\text{ci}}} \right)} (T_{\text{ci}} - T_{\text{co}})  
\]  

(C13)

\[
Q_{\text{loss}} = \pi D_{\text{co}}Lh_w(T_{\text{co}} - T_{\text{amb}}) + \varepsilon_c \pi D_{\text{co}}L \sigma(T_{\text{co}}^4 - T_{\text{sky}}^4)  
\]  

(C14)

where \( k_{\text{eff}} \) is the low-pressure air conductivity, and \( D_{\text{ro}}, D_{\text{ci}} \) and \( D_{\text{co}} \) are the diameters of the external surface of the receiver, the inner glass cover and external glass cover, respectively. \( \varepsilon_r \) and \( \varepsilon_c \) are the emissivity of the receiver and the glass cover, respectively. \( k_c \) is the conductivity of the glass cover and \( h_w \) is the convection coefficient of the wind, which can be calculated in the same way as in the case for the Dish-Stirling model. The Stefan–Boltzmann constant is \( 5.678 \times 10^{-8} \text{ W/(m}^2\text{K}^4) \).

The effective conductivity of the low-pressure air trapped in the receiver is calculated by [22]

\[
k_{\text{eff}} = \frac{k_{\text{air}}}{\left( \frac{D_{\text{ro}}}{2} \right) \ln \left( \frac{D_{\text{ro}} + D_{\text{ci}}}{2D_{\text{ro}}} \right) + B \lambda \left( \frac{2D_{\text{ro}}}{D_{\text{ro}} + D_{\text{ci}}} + 1 \right)}  
\]  

(C15)

\[
B = 2 - C \cdot \frac{9Y - 5}{2(Y + 1)} \quad \lambda = 2.331 \times 10^{-10} \frac{T_m}{P_m \Omega^2}  
\]  

(C16)

\[
Y = 1.37975268 + 0.00017703T_m - 4.2745 \times 10^{-7}T_m^2 + 2.0315 \times 10^{-10}T_m^3  
\]  

(C17)

where \( C \) is the accommodation coefficient which has commonly been assumed to be the value of unity \( (C = 1) \), and \( \lambda \) is the mean free path of the molecules. \( \Omega \) is the molecular diameter of air, which is \( 2.32 \times 10^{-8} \text{ m} \), and \( T_m \) and \( P_m \) are the mean temperature and pressure in the annulus (gap), respectively.
The mean temperature at the external surface of the receiver in each section is calculated in order to obtain the $T_{rom}$ from equation (39). To do that, an energy balance for the pipe wall is performed, resulting in

$$ T_{rom,s} = T_{fm,s} + \frac{Q_{abf,s}}{\pi D_{m} L_{t} U_{s}} \quad s = 1, 2 \text{ and } 3 $$

(C18)

where $T_{fm,s}$ is the average temperature of the fluid in section $s$ (see Figure 2), and $U_{s}$ is the overall heat transfer coefficient in section $s$. $U_{s}$ considers the conduction through the pipe wall and convection on the heat transfer fluid side, and is written as

$$ U_{s} = \left[ \frac{D_{ro}}{h_s D_{ro}^2} + \frac{D_{ro}}{2k_r} \log(D_{ro}/D_{r}) \right]^{-1} \quad s = 1, 2 \text{ and } 3 $$

(C19)

where $k_r$ is the conductivity of the pipe material, and $h_s$ is the heat transfer convection coefficient for the fluid side. $h_s$ is calculated using different correlations for single-phase and two-phase flows. For the single-phase flow, the Gnielinski correlation is applied, which can be used for a wide range [31], as follows:

$$ h_s = D_{ri} f_s (f_s/8)(Re_s - 1000)Pr_s \frac{k_s}{1 + 12.7(f_s/8)^{0.3}(Pr_s^{2/3} - 1)} $$

(C20)

For two-phase flow (when $s = 2$), however, the correlation developed by Gungor and Winterton is used [28]. It basically combines the effect of the forced convection and the nucleate boiling weighted with coefficients. Again, similar to the process of calculating the pressure drop in two-phase flow, this section must be discretized into smaller segments because the heat transfer depends on the vapor quality, which varies along the pipe. Thus, the value for $h_2$ (two-phase, in the previous equations) is the average value of the $N$ segments defined as

$$ h_2 = \sum_{Z=1}^{N} h_{2,z} $$

(C21)

It was determined that 20 segments were enough for this study. The next step is to calculate the Froude ($Fr$) number [32] in order to distinguish between the flow patterns.

$$ Fr = \frac{\dot{G}^2}{gD_{ro} \rho_L^2} $$

(C22)

If the $Fr$ number is lower than 0.04, then stratified flow occurs, and the Shah correlation [33] is then used, as follows:

$$ h_{2,z} = 3.9 Fr^{0.24} \left( \frac{x_z}{1-x_z} \right)^{0.64} \left( \frac{\rho_L}{\rho_G} \right)^{0.4} $$

(C23)

$$ H_L = \left( \frac{k_L}{D_{ri}} \right) 0.023 \left( \frac{g(1-x_c)D_{ri}}{\mu_L} \right)^{0.8} Pr^{0.4} $$

(C24)

where $h_L$ is the heat transfer coefficient assuming the liquid fraction that fills the tube and thus the Dittus–Boelter correlation [31] is used. On the other hand, if the $Fr$ number is higher than 0.04, then annular flow occurs, and the Chan correlation [33] can be applied, as follows:

$$ h_{2,z} = S_{z} h_B + F_z h_{L,z} $$

(C25)

$$ h_B = 3800 \left( \frac{q}{20000} \right)^n F_p $$

$n = 0.9 - 0.3 p_F^{0.15}$

(C26)

$$ F_p = 2.55 p_{n}^{0.27} \left( \frac{1}{1 - p_n} \right) p_n^2 $$

$p_n = \frac{p}{p_c}$

(C27)

where $q$ is the heat flux [W/m²], $p$ is the working pressure and $p_c$ is the critical pressure (220.6 bar.}
The working pressure is the ratio of the saturated pressure to the critical pressure. It is important to note that, even if there is a pressure drop at the two-phase section (see the calculation above), the pressure for heat transfer calculations is assumed to be constant and equal to the pressure of saturation calculated from the pressure drop in the first section.

Other coefficients are defined as

\[ S_z = \frac{1}{1+1.15 \times 10^{-6} F_z \left[ \frac{G(1-x_z)D_z}{\mu_b} \right]^{1.17}} \]  

(C28)

\[ F_z = 1 + 2.4 \times 10^4 B_0^{1.16} + 1.37 X_{p,z}^{-0.86} \]  

(C29)

\[ X_{p,z} = \left( \frac{\rho_G}{\rho_L} \right)^{0.5} \left( \frac{\mu_G}{\mu_L} \right)^{0.1} \left( \frac{1-x_z}{x_z} \right)^{0.9} \]  

(C30)

where \( B_0 \) is the boiling number, which is the ratio of mass flux perpendicular to the wall as defined in [28].

Finally, the inlet and outlet temperature of the PTSC are related by the following equation:

\[ Q_{absf} = \eta_{opt} \cdot S \cdot A_{cons} - U_L \cdot A_{rec} (T_{rom} - T_{amb}) \]  

(C31)

with \( Q_{absf} = \dot{m} [H_2(T_2, p_2) - H_1(T_1, p_1)] \), where \( H_1(T_1, p_1) \) and \( H_2(T_2, p_2) \) are the inlet and outlet specific enthalpies, respectively, which are dependent on the temperatures and pressures. \( A_{cons} \) and \( A_{rec} \) are the total areas of the concentrator and receiver, respectively, \( (A_{cons} = aperture \cdot L \) and \( A_{rec} = \pi D_{ro} \cdot L) \). Table A2 (in the appendix) provides all other parameters for the PTSC–SG.

The surface tension \( \psi \) is modeled as a function of saturated temperature as

\[ \psi = 0.11993071 - 0.00013089 (T_{sat} + 273.15) - 9.0999 \times 10^{-8} (T_{sat} + 273.15)^2 \]  

(C32)