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Abstract

Fossil fuels are stored energy during millions of years and we are using it in a rate that new fuels cannot be formed. Renewable energies are not available all the time and there is a need to find ways to store them. One way of storing renewable energies is in fuel form, similar to the fossil fuels and then use this stored fuel whenever needed. The plant design proposed in this paper consists of Dish-Stirling collectors supported by a reversible solid oxide cell acting as a power generator and storage unit, and therefore offering dispatchable power on demand. Further, the system reuses the waste heat for seawater desalination. The present work is an analytical study in which the performance evaluation of a self-sustainable polygeneration system with integrated hydrogen production, power generation, and freshwater production is conducted. An evaluation for selected days, representative for summer, fall, winter and spring in an area with low solar irradiation is studies to investigate the potential of this system to supply 500 kW continuously and simultaneously producing a considerable amount of freshwater. The study shows that the plant can produced hydrogen even in low irradiation winter days together with at least 6500 liters of freshwater daily.
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1. Introduction

While energy demand in this fast developing world is increasing, its future is being compromised by the CO₂ emissions produced through the burning of fossil fuels and associated global warming. Owing to global warming and its consequences, renewable energy production technologies will be called to play a significant role in the future. Further, it is essential to find a new, effective solutions that allow for the integration of sustainable energy production techniques into the current existing systems and thereby decreasing the emissions. Clean energy technologies are available, but there are still barriers hindering their full integration into the society, the majority of which are economic and social. Energy policies moderate such transitions, and ensure that a specified threshold is met. However, it is desirable that such transitions occur in harmony with the present socioeconomic situations and that they utilize current technological achievements in clean energy production. Furthermore, it is key that these solutions are cost-effective and can be used for polygenerations purposes such as electricity, fuel and freshwater production. In such designs, direct electricity, heat (or cool) and freshwater can be generated from a renewable source such as solar and wind energies, when the source is available.

Electrolysis technology such as solid oxide electrolyte cell (SOEC) can be used to store the excess energy in fuel form when the renewable source exceeds the demand. The stored fuel can then be used to generate power heat/cool and freshwater by solid oxide fuel cell (SOFC) when the demand exceeds the renewable. This implies that there is a need for a reversible solid oxide cell (RSOC) that can produce synthetic fuel from excess electricity, or produce electricity from stored fuel when reversed. [1] showed the feasibility of the concept and successful reversible operation of a dual cell through electrochemical tests carried out by impedance spectroscopy. A recent study demonstrates that such system may not only be feasible but also beneficial as the lifetime of the device increases significantly by decreasing cell degradation [2]. They came to the conclusion that by operating the cell in a simple
electrolysis mode its microstructure tends to deteriorate in the proximity of the interface between the oxygen electrode and electrolyte layer. But surprisingly if the cell is operated in reversible mode no microstructural damage is observed. In other words, dual mode operation eliminates cell degradation. [3] reviewed technological development of hydrogen production from a SOEC system in terms of materials, cell configuration and electrode depolarizations. [4] studied a reactor combining a SOEC section with a Fischer Tropsch section for methane production and [5] carried out an experimental study to demonstrate the heat spreading capabilities and power limitations of high-temperature applications in SOEC/SOFC stacks.

Solar energy is going to play an important role in the future power plants for multi-generation products. Owing to the common nature of fluctuation in energy (also for other renewable sources), most of renewable based plants need a storage unit. With that, renewable energy plants can provide dispatchable power, enabling stand-alone systems for facilitating the grid operation. Parabolic trough solar water heating is a well-proven solar energy technology that is being used on a commercial scale. High-temperature parabolic trough solar collector (PTSC) systems are currently operating in solar electric generating systems. For example, [6] conducted thermal simulation of a PTSC to estimate the transient performance of a solar industrial water heating system. [7] developed a mathematical model for PTSC and compared the results with experimental data, finding a small percent error. [8] designed and experimentally validated an adsorption icemaker driven by PTSC, and integrated it with a sensible thermal storage tank successfully. [9] experimented on innovative flat aluminum absorbers for process heat and direct steam generation in small PTSC systems. [10] studied a RSOC with photovoltaic (PV) to design a possible future power plant using solar energy that can produce electricity at any time of the day, for example, at night.

Direct contact membrane distillation (DCMD) is a thermal separation process where only the water vapor (or other volatile) passes through a micro-porous hydrophobic membrane while impurities, such as salt, cannot cross the membrane. The vapor pressure gradient created by the temperature difference between both sides of the membrane drives the process. [11] reviewed the desalination of seawater by the DCMD system, and its performance from laboratory scale to pilot projects. [12] showed experimentally that 99.99% of salt can be separated from hot water at 80°C in optimum conditions and with optimum membrane material selection. Desalination powered by solar energy is an attractive solution that can address the worldwide water-shortage problem without contributing significantly to greenhouse gas emissions. It is worth noting that often there is shortage of fresh water where solar radiation is high. As deliberated in [13], a promising system for renewable energy desalination is the utilization of low-temperature DCMD systems. The study by [14] showed that experimental data agreed very well with the calculated results in terms of vapor mass flux, as well as membrane and total heat transfer coefficients. In addition, such a technique has a great advantage because it works at lower temperatures, even down to 40°C (313K), which allows it to use lower temperatures sources and avoid the great latent heat of water [15].

In this work, a poly-generation system is presented that uses a Dish-Stirling units to convert solar radiation into electricity and drive an RSOC for storing renewable energy source in fuel form. Further, the waste heat is recovered for seawater distillation through a DCMD technique. Such a system will result in a self-sufficient and flexible poly-generation plant driven by solar power only that can be regulated for different output combinations of hydrogen, electricity and freshwater. A complete balance of plant is designed and its performance is analyzed thermodynamically. The plant is then evaluated for selected days in different seasons (summer, fall, winter and spring) accounting for different solar irradiation in low solar energy climate. The present study is completely new and no similar study can be found in the open literature. The objective is thermodynamic analysis and cost estimation is out of the scope of present study.

2. Plant Overview

The block diagram in Figure 1 illustrates that the plant delivers power to the grid by converting the solar energy collected by the Dish-Stirling devices. Further, the design supports a RSOC system
in order to overcome the fluctuating nature of the solar radiation by producing hydrogen when solar energy is low or not available. The idea is that the Dish-Stirling delivers part of its load to the RSOC for storage by producing fuel (hydrogen) during the peak hours of radiation (SOEC mode). Then during low or zero radiation, the RSOC uses the produced and stored fuel to produce power and cover the power demand (SOFC mode). At the same time, the design supports a seawater desalination plant that uses the excess heat to produce freshwater continuously. Furthermore, a parabolic trough solar collector (PTSC) uses the solar energy to generate steam for the system.

![Block diagram representing energy flows in the plant.](image)

It is worth to point out that such plants are rather complex and challenging. One of the challenges would be the plant price and payback time. The prices for RSOC and DCMD are unknown since they are not commercialized yet. Even though there is a good price approximation for each of them but still they cannot be certain. Political decisions and governmental subsidies will also have a great impact on future price development of such devices [16]. Another challenges is the proper functionality of the RSOC under real condition. Even though their functionality and degradation elimination has experimentally been proved but their practical functionality has not yet been proved.

Before explaining the plant’s operation in detail, a description of the models for the main components is provided in the sections that follow.

3. Methodology and Modelling

In this study, two different sub-models represent the dual–mode operation of the system namely electrolysis mode (SOEC) and fuel cell mode (SOFC).

3.1 SOFC Modeling

A SOFC converts the chemical fuels directly to electrical power by ionizing oxygen and the allowing the oxygen ions to react with the feeding fuel. Heat will also be released though such conversion. The SOFC model used in this study is similar to the previous published and validated model presented in [17]. It is a zero-dimensional model, which calculates the power using a detailed electrochemical model by calibrating the activation, ohmic and concentration losses with experimental data for gas temperatures between 650–800°C (920 to 1073 K). It also calculates the outlet gases composition based on equilibrium through Gibbs minimization method. Thus the model distinguishes between electrochemical modeling, calculation of cell irreversibility and species compositions at outlet.

For electrochemical modeling, the operational voltage ($E_{\text{cell}}$) found to be
\[ E_{\text{cell}} = E_{\text{Nernst}} - \Delta E_{\text{act}} - \Delta E_{\text{ohm}} - \Delta E_{\text{conc}} \]  

(1)

where \( E_{\text{Nernst}} \), \( \Delta E_{\text{act}} \), \( \Delta E_{\text{ohm}} \), and \( \Delta E_{\text{conc}} \) are the Nernst ideal reversible voltage, activation polarization, ohmic polarization, and concentration polarization, respectively. Assuming that only H\(_2\) is electrochemically converted, the Nernst equation can be written as,

\[ E_{\text{Nernst}} = -\frac{\Delta g_f^0}{n_eF} + \frac{RT}{n_eF} \ln \left( \frac{P_{\text{H}_2,\text{tot}}}{P_{\text{H}_2O}} \right) \]  

(2)

\[ p_{\text{H}_2,\text{tot}} = p_{\text{H}_2} + p_{\text{CO}} + 4p_{\text{CH}_4} \]  

(3)

where \( \Delta g_f^0 \) is the Gibbs free energy (for H\(_2\) reaction) at standard temperature and pressure. The water-gas shift reaction is very fast and therefore the assumption that H\(_2\) is the only species to be electrochemically converted is justified [18] and [19]. In the above equations, \( p_{\text{H}_2} \) and \( p_{\text{H}_2O} \) are the partial pressures for H\(_2\) and H\(_2O\), respectively. It should be noted that the steam reforming and the associated water gas shift reactions are efficiently modeled in the calculations.

The activation polarization can be evaluated using the Butler–Volmer equation [20]. The activation polarization term is isolated from the other polarization terms, to determine the charge transfer coefficients and the exchange current density from the experiments by the curve fitting technique. The activation polarization is expressed by the following equation,

\[ \Delta E_{\text{act}} = \frac{RT}{(0.001698T-1.254)F} \sinh^{-1} \left( \frac{i_d}{2(13.087T-1.096x10^4)} \right) \]  

(4)

where \( R, T, F, \) and \( i_d \) are the universal gas constant, operating temperature, Faraday constant, and current density, respectively.

The ohmic polarization [21] depends on the electrical conductivity of the electrodes as well as the ionic conductivity of the electrolyte. This is also validated with experimental data for a cell with a specified anode thickness (\( t_{an} \)), electrolyte thickness (\( t_{el} \)), and cathode thickness (\( t_{ca} \)). The ohmic polarization is given as follows,

\[ \Delta E_{\text{ohm}} = \left( \frac{t_{an}}{\sigma_{an}} + \frac{t_{el}}{\sigma_{el}} + \frac{t_{ca}}{\sigma_{ca}} \right) i_d, \]  

(5)

where \( t_{an} = 600 \) µm, \( t_{el} = 50 \) µm, and \( t_{ca} = 10 \) µm. \( \sigma_{an}, \sigma_{el}, \) and \( \sigma_{ca} \) are the conductivities of the anode, electrolyte, and cathode, respectively, and may be expressed as follows.

\[ \sigma_{an} = 10^5, \quad \sigma_{el} = \frac{5.760x10^7}{T} \exp \left( -\frac{0.117}{8.617x10^{-5}T} \right) \]  

\[ \sigma_{ca} = 8.588x10^{-5}T^3 - 1.101x10^{-4}T^2 + 0.04679T - 6.54 \]  

(6)

(7)

The concentration polarization is dominant at high current densities for anode-supported SOFCs, wherein insufficient amounts of reactants are transported to the electrodes and consequently, the voltage is reduced significantly. As in the previous case, the concentration polarization was validated with experimental data by introducing the anode limiting current, [22], in which the anode porosity and tortuosity were considered among other parameters. The concentration polarization is modeled as,

\[ \Delta E_{\text{conc}} = B \left( \ln \left( 1 + \frac{p_{\text{H}_2}i_d}{P_{\text{H}_2O}i_{an}} \right) - \ln \left( 1 - \frac{i_d}{i_{an}} \right) \right) \]  

(8)

where \( B \) is the diffusion coefficient, which is determined using a calibration technique as
B = \left(0.008039X_{H_2}^{-1} - 0.007272\right) \frac{T}{T_{ref}} \tag{9}

T_{ref} is the reference temperature (1023 K), and the anode limiting current is defined as

i_{an} = \frac{2F p_{H_2} D_{bin} V_{an}}{RT \tau_{an}}, \tag{10}

where V_{an} and \tau_{an} are the porosity (30%) and tortuosity (2.5) of the anode, respectively. The binary diffusion coefficient is given by

D_{bin} = \left(-4.107 \times 10^{-5} X_{H_2} + 8.704 \times 10^{-5}\right) \left(\frac{T}{T_{ref}} \right)^{1.75} \frac{p_{ref}}{p}, \tag{11}

which is also calibrated against the experimental data. p_{ref} is the reference pressure (1.013 bar), and X_{H_2} is the mass reaction rate of H_2. Lastly, the current density i_d is directly proportional to the amount of reacting H_2 according to Faraday’s law

i_d = \frac{\dot{n}_{H_2} 2F}{A}, \tag{12}

where \dot{n}_{H_2} is the molar reaction rate of H_2. The area A is a physical property of the cell and was 144 cm^2 in this study.

The SOFC model in this study aims at representing the performance of the second generation SOFC stacks developed by Topsoe Fuel Cell A/S (TOFC) and the Fuel Cells and Solid State Chemistry Division at Risø – DTU (Technical University of Denmark). This SOFC type is anode supported, with a Ni/YSZ anode, a YSZ electrolyte, and an LSM/YSZ cathode [23].

The fuel composition at the anode outlet is calculated using the Gibbs minimization method [24]. Equilibrium at the anode outlet temperature and pressure is assumed for H_2, CO, CO_2, H_2O, CH_4, and N_2. Thus, the Gibbs minimization method calculates the compositions of these species at the outlet by minimizing their Gibbs energy. The equilibrium assumption is reasonable, since the methane content in this study is very low.

In order to calculate the voltage efficiency of the SOFC cells, the power production from the SOFCs (P_{SOFC}), which depends on the amount of chemical energy fed to the anode, the reversible efficiency (\eta_{rev}), the voltage efficiency (\eta_v), and the fuel utilization factor (U_F) is evaluated. It is defined in the mathematical form in equation 18.

P_{SOFC} = \left(LHV_{H_2} \dot{n}_{H_2, in} + LHV_{CO} \dot{n}_{CO, in} + LHV_{CH_4} \dot{n}_{CH_4, in}\right) \eta_{rev} \eta_v U_F \tag{13}

where U_F is a constant and \eta_v is defined as follows.

\eta_v = \frac{\Delta E_{cell}}{E_{Nernst}} \tag{14}

Note that the utilization factor in SOFCs can be defined as the amount of O_2 consumed, because O_2 ions are the carriers. The reversible efficiency is the maximum possible efficiency, which is defined as the relationship between the maximum electrical energy available (change in Gibbs free energy) and the LHV (lower heating value) of the fuels, as shown below [25].

\eta_{rev} = \frac{\left(\Delta G_f\right)_{fuel}}{LHV_{fuel}} \tag{15}

1 Yttria-stabilized zirconia.
2 Lanthanum strontium manganite.
\[
(A\bar{\gamma}_f)_{\text{fuel}} = \left[ \left( \bar{\gamma}_f \right)_{H,O} - \left( \bar{\gamma}_f \right)_{H_2} - \frac{1}{2} \left( \bar{\gamma}_f \right)_{O_2} \right] y_{H_2,\text{in}} + \left[ \left( \bar{\gamma}_f \right)_{CO_2} - \left( \bar{\gamma}_f \right)_{CO} - \frac{1}{2} \left( \bar{\gamma}_f \right)_{O_2} \right] y_{CO_2,\text{in}} + \left[ \left( \bar{\gamma}_f \right)_{CO} + 2 \left( \bar{\gamma}_f \right)_{H,O} - \left( \bar{\gamma}_f \right)_{CH_4} - 2 \left( \bar{\gamma}_f \right)_{O_2} \right] y_{CH_4,\text{in}}
\] (16)

where \( A\bar{\gamma} \) is the average Gibbs free energy from the inlet to the outlet and \( y \) is the mole fraction. The partial pressures are assumed to be the average pressures between the inlet and the outlet.

\[
\bar{p}_j = \left( \frac{y_{j,\text{out}} + y_{j,\text{in}}}{2} \right) \bar{p} \quad j = \{ H_2, CO, CH_4, CO_2, H_2O, N_2 \}
\] (17)

Additionally, equations for conservation of mass (with molar flows), conservation of energy, and conservation of momentum were also included in the model. Table 1 displays the main parameters for the SOFC stacks used in this study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel utilization factor</td>
<td>0.8</td>
</tr>
<tr>
<td>Number of cells in stack</td>
<td>70</td>
</tr>
<tr>
<td>Number of stacks</td>
<td>200</td>
</tr>
<tr>
<td>Anode pressure drop ratio (bar)</td>
<td>0.01</td>
</tr>
<tr>
<td>Cathode pressure drop ratio (bar)</td>
<td>0.05</td>
</tr>
<tr>
<td>Outlet temperatures (°C)</td>
<td>750</td>
</tr>
</tbody>
</table>

### 3.2 SOEC Modeling

Reversing the operation mode of a SOFC results in an electrolysis operation, by applying electrical power and then splitting steam into oxygen and hydrogen molecules. The model used in this study is based on the model presented by [26], which also contain a detailed electrochemical model, and captures the experimental data very well. Here, the Nernst potential which gives the theoretical minimum electrical work, will be added with ohmic, activation, and concentration polarizations [27].

The Butler–Volmer equation determines the activation over-potential considering that both cathodic and anodic reaction occur on the same electrode. The ohmic over-potential is directly to the current density, electrolyte thickness and the operating temperature. The concentration over-potential is dominant at high current densities wherein insufficient amounts of reactants are transported to the electrodes (with respect to the current density) and thereby the voltage reduces significantly [17].

Note that the energy applied through electrical work might not be enough to drive the system’s unspontaneous reactions. The remaining energy is then applied by a heat source at higher temperature and/or by directly increasing the power (increasing the current through the cells), which in turn produces more heat owing to the Joule effect.

The power, the voltage and the current are dependent on each other and therefore, if one of them is defined, then the others can be determined. Another way of defining these parameters would be by fixing the \( H_2 \) production or fixing the molar fraction at the outlet.

Then, the cell voltage and the current density are calculated using the power input.

\[
P_{\text{SOFC}} = N_{\text{stack}} N_{\text{cell}} F_{\text{cell}} A_{\text{cell}} J
\] (18)

where \( N_{\text{stack}} \), \( N_{\text{cell}} \), \( F_{\text{cell}} \), \( A_{\text{cell}} \) and \( J \) are the number of stacks, number of cells per stack, cell voltage, single cell area and current density, respectively. The Nernst potential gives the theoretical minimum
electrical work, but in reality, part of the voltage is lost irreversibly owing to polarizations such as ohmic, activation, and concentration polarizations. The ohmic resistance remains constant while the other two vary depending on the current applied, i.e., ohmic polarization increases proportionally with the current, while activation polarization and concentration polarization are dominant at low and high current levels, respectively [17]. Thus, the minimum electrical work that has to be applied to the SOEC is determined by the Nernst potential plus the polarization losses. The cell voltage is defined by determining the Nernst voltages \( E_{Nernst} \) as follows:

\[
E_{cell} = E_{Nernst} + \Delta E_{act} + \Delta E_{ohm} + \Delta E_{conc}
\]

The Nernst potential and the polarizations in the SOEC (activation, ohmic and concentration) are calculated as explained in [17]. The diffusion coefficient is approximated using the kinetic theory and the Chapman–Enskog theory [27].

Note that the energy applied through electrical work might not be enough to drive the system’s unspontaneous reactions. The remaining energy is then applied by a heat source at higher temperature and/or by directly increasing the power (increasing the current through the cells), which in turn produces more heat owing to the Joule effect [28]. When the heat produced equals the heat demand in the reaction (thermo-neutral point), then the voltage becomes

\[
E_{thn} = \frac{\Delta_r H}{2F}
\]

where \( \Delta_r H \) is the enthalpy change in the reactions, and \( F \) is the Faraday constant (96485.34 C/mol).

The outlet concentrations and mass flows can be determined by molar balance of each element and using the current density to determine the quantity of reactions taking place. The molar production of \( H_2 \) (or moles of \( H_2O \) molecules split) is fixed for a certain current value; consequently, \( O_2 \) is produced according to the reaction

\[
\dot{m}_{H_2}^{out} = \frac{N_{stack}N_{cell}A_{cell}J}{2F}
\]

\[
\dot{m}_{H_2O}^{out} = \dot{m}_{H_2O}^{in} - \dot{m}_{H_2O}^{split} = \dot{m}_{H_2O}^{in} - \frac{N_{stack}N_{cell}A_{cell}J}{2F}
\]

\[
\dot{m}_{O_2}^{out} = \frac{\dot{m}_{O_2}^{in} - \dot{m}_{O_2}^{split} = \frac{\dot{m}_{O_2}^{in} - \frac{N_{stack}N_{cell}A_{cell}J}{2 \times 2F}}}{2}
\]

Note that the power, the voltage and the current are dependent on each other; therefore, if one of them is defined, the others can be determined. Another way of defining these parameters would be by fixing the \( H_2 \) production or fixing the molar fraction at the outlet.

Finally, the efficiency is defined as

\[
\eta_{SOEC} = \frac{LHV \cdot \dot{m}_{H_2,production}}{POWER + Q_{in}}
\]

where \( POWER \) and \( Q_{in} \) are the electrical power required to run the electrolyzer and the heat input required to preheat the water, while \( \dot{m}_{H_2,production} \) is the mass flow rate of hydrogen production. Table 2 illustrates the main parameters for the SOEC component.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anode thickness</td>
<td>600 μm (Nickel and Yttria Stabilized Zirconia cermet)</td>
</tr>
<tr>
<td>Cathode thickness</td>
<td>50 μm (Strontium-doped lanthanum manganite)</td>
</tr>
<tr>
<td>Electrolyte thickness</td>
<td>10 μm (Yttria Stabilized Zirconia)</td>
</tr>
<tr>
<td>Cell area</td>
<td>144 cm(^2) (12 cm × 12 cm)</td>
</tr>
<tr>
<td>Number of cells per stack</td>
<td>70</td>
</tr>
<tr>
<td>Number of stacks</td>
<td>200</td>
</tr>
</tbody>
</table>
The reason why different modeling for the SOFC and SOEC are used here is due to the fact that the current SOEC model has been validated in the literature. [29] and [26] discussed the validity of the model with experimental data in terms of energy efficiency and H2O conversion for different current densities and at different operating temperatures.

### 3.3 Modeling of Dish-Stirling

This model consists of two different parts: the solar dish collector and the Stirling engine. The Stirling model is adopted from the model presented in [28] and is based on a pseudo-Stirling cycle, which provides better agreement with engine performance data. Stirling engines are noted for their quiet operation and the ease with which they can be connected to, almost any heat source. In this case, the engine is connected to a heat source of a solar collector. On the other hand, the collector system that is in charge of providing heat to the engine is inserted on top of the Stirling model. Details regarding the engine model can be found in [30] and therefore the equations are not presented in this paper. The collector model is, however, presented below. The heat supplied to the Stirling is determined by calculating the total efficiency of the solar collector, including the concentrator dish and the receiver.

\[
Q_{\text{high}} = S \cdot A_{\text{conc}} \cdot N_{\text{unit}} \cdot \eta_{\text{conc}} \cdot \eta_{\text{rec}}
\]  

where \( S \) is the direct solar radiation per area, \( A_{\text{conc}} \) is the area of the concentrator, \( N_{\text{unit}} \) is the number of units, \( \eta_{\text{conc}} \) is the concentrator efficiency, and \( \eta_{\text{rec}} \) is the receiver efficiency. The optical efficiency of the dish concentrator is assumed to be constant (including reflectivity and interception factor) while the receiver efficiency is modeled taking into account the heat losses [31] as

\[
\eta_{\text{rec}} = \alpha \tau - \frac{U_{\text{conc}} (T_{\text{rec}} - T_{\text{amb}}) + \alpha \tau (T_{\text{rec}}^4 - T_{\text{sky}}^4)}{\eta_{\text{conc}} C_R S}
\]

where \( \varepsilon \) is the emissivity of the receiver, \( \sigma \) is the Boltzmann constant \( (5.67 \times 10^{-8} \text{ W/m}^2\text{K}^4) \), and \( C_R \) is the concentration ratio. \( T_{\text{rec}}, T_{\text{sky}} \) and \( T_{\text{amb}} \) are the receiver, sky and ambient temperatures, respectively. \( \alpha \) and \( \tau \) are absorptance and transmittance, respectively, and are assumed to be constant. As a result, the model does not take into account the performance variation due to solar incidence angle variations \( (K_y = 1) \). However, the error (if present) will be insignificant/negligible because the full tracking system is usually accurate, and diminishes the error (if any). Further, since there is no cover, the value for transmissivity as well as absorptivity, would be close to one (maximum possible). The \( U_{\text{conc}} \) is the combined convection–conduction heat loss coefficient accounting for convection to the ambient environment and conduction through the structure. It is calculated as

\[
U_{\text{conc}} = \frac{h_{\text{wind}}}{1 - U_{\text{sup\_ratio}}}
\]

where \( U_{\text{sup\_ratio}} \) is the loss through the supports of the structure, and \( h_{\text{wind}} \) is the heat transfer convection coefficient for wind, and is defined as [31]

\[
h_{\text{wind}} = \frac{k_{\text{air}} \cdot 0.3 \cdot Re_{\text{wind}}^{0.6}}{D_{\text{rec}}}
\]
\[
\text{Re_{wind}} = \frac{\rho_{air} V_{\text{wind}} D_{\text{rec}}}{\mu_{air}}
\]

where \(k_{air}, \rho_{air}, \text{and } \mu_{air}\) are the properties of air as conductivity, density, and viscosity, respectively, while \(V_{\text{wind}}\) and \(D_{\text{rec}}\) are wind velocity and receiver diameter, respectively.

Finally, the generated power can then be calculated by

\[
P_{\text{total}} = P_{\text{mech}} \eta_{\text{gen}} - Z_{\text{track}} N_{\text{unit}}
\]

\[
\eta_{\text{total}} = \frac{P_{\text{mech}}}{\eta_{\text{conc}} \eta_{\text{rec}} \eta_{\text{gen}} Q_{\text{high}}}
\]

where \(Z_{\text{track}}\) is the tracking system power. \(P_{\text{mech}}\) and \(Q_{\text{high}}\) are the power generated by the Stirling engine and heat supplied to the engine, respectively. The mechanical power of the Stirling engine as well as other parameters are assumed according to [29]. Table 3 provides the specifications for the Dish-Stirling.

### Table 3. Specifications for Dish-Stirling.

<table>
<thead>
<tr>
<th><strong>Dish-Stirling</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of units ((N_{\text{unit}}))</td>
<td>175</td>
</tr>
<tr>
<td><strong>Absorber</strong></td>
<td></td>
</tr>
<tr>
<td>Diameter ((D_{\text{rec}}))</td>
<td>1.2 m</td>
</tr>
<tr>
<td>Absorptivity ((\alpha))</td>
<td>0.93</td>
</tr>
<tr>
<td>Transmittance ((\tau))</td>
<td>0.93</td>
</tr>
<tr>
<td>Emissivity ((\varepsilon))</td>
<td>0.90</td>
</tr>
<tr>
<td>Wall temperature ((T_{\text{rec}}))</td>
<td>770°C (1043K)</td>
</tr>
<tr>
<td><strong>Stirling</strong></td>
<td></td>
</tr>
<tr>
<td>Gas</td>
<td>Helium</td>
</tr>
<tr>
<td>Hot gas temperature</td>
<td>700°C (973K)</td>
</tr>
<tr>
<td>Cool Wall to Gas (\Delta T)</td>
<td>50°C (323K)</td>
</tr>
<tr>
<td>Compression ratio</td>
<td>1.4</td>
</tr>
<tr>
<td>Regenerator effectiveness</td>
<td>0.95</td>
</tr>
<tr>
<td>Mechanical loss factor</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>Concentrator</strong></td>
<td></td>
</tr>
<tr>
<td>Efficiency ((\eta_{\text{conc}}))</td>
<td>0.851</td>
</tr>
<tr>
<td>Diameter ((D_{\text{conc}}))</td>
<td>10.57 m</td>
</tr>
<tr>
<td>Concentration ratio ((C_{R}))</td>
<td>2793</td>
</tr>
<tr>
<td>Tracking power ((Z_{\text{track}}))</td>
<td>60 W</td>
</tr>
<tr>
<td>Generator efficiency ((\eta_{\text{gen}}))</td>
<td>95%</td>
</tr>
<tr>
<td>Manifold losses ((U_{\text{sup ratio}}))</td>
<td>20% of the heat to ambient</td>
</tr>
<tr>
<td><strong>Other Information</strong></td>
<td></td>
</tr>
<tr>
<td>Irradiation, (S) [W/m²]</td>
<td>800</td>
</tr>
<tr>
<td>Ambient temperature ((T_{\text{amb}}))</td>
<td>28°C (301K)</td>
</tr>
<tr>
<td>Sky temperature ((T_{\text{sky}}))</td>
<td>22°C (295K)</td>
</tr>
<tr>
<td>Wind velocity ((V_{\text{wind}}))</td>
<td>2 m/s</td>
</tr>
</tbody>
</table>

### 3.4 Modeling of PTSC–SG (Steam Generator)

A model for the steam generator PTSC is developed by combining the models presented in [32], [33] and [34]. In short, the model calculates the outlet steam state conditions from the water flow inlet and the external atmospheric conditions. The model includes calculations of heat losses and pressure
drops along the pipe. The input parameters are the direct solar radiation, solar ray’s angle of incidence, wind velocity, ambient temperature, sky temperature, the number of rows and the length. Other dimensions and optical characteristics of the unit, such as pipe aperture (w), receiver diameter (D), reflectivity (\(\rho\)) and absorbance (\(\alpha\)), are also included in the model. The model equally distributes the total incoming mass flow between the numbers of rows. Then, it divides the receiver into three sections depending on the water state, i.e., whether the water is liquid (section 1), saturating (section 2) and superheated steam (section 3) to account for different water states and their different properties.

First, the model calculates the outlet pressure as

\[ p_{out} = p_{in} - \Delta p = p_{in} - \Delta p_1 - \Delta p_2 - \Delta p_3 \]  \hspace{1cm} (32)

where \(\Delta p_1\), \(\Delta p_2\) and \(\Delta p_3\) are the pressure drops at different sections defined above. Thus, the total pressure drop along each tube would be the sum of the pressure drops in each section. For the single-phase flow (section 1 and 3), the pressure drop is calculated by the Darcy–Weisbach correlation [35].

The Colebrook correlation, defines the friction coefficient \(f\) as

\[ \Delta p_s = \frac{f_s \rho_{m,s} \frac{V_{m,s}^2}{2D_{ri}}}{s = 1\text{ and }3} \]  \hspace{1cm} (33)

\[ \frac{1}{\sqrt{f_s}} = -2\log_{10}\left(\frac{r_s}{3.7} + \frac{2.51}{\text{Re} \sqrt{f_s}}\right) \]  \hspace{1cm} (34)

where \(\rho_{m,s}\) and \(V_{m,s}\) are the average density and velocity of the flow in the section \(s\), respectively, and \(D_{ri}\) is the inner diameter of the receiver. The relative roughness \(r_i = \delta / D_{ri}\), where \(\delta\) is the absolute roughness of the pipe material. For example, the absolute roughness for stainless steel is 1.5 \(\times 10^{-5}\) m (see [36]). It is important to mention that the pressure drop in the first section will define the saturation pressure, and therefore, the saturation temperature will also be known. However, the length of the first section must be determined first by determining the heat demand.

In the second section, as there is a boiling flow where the two phases coexist, the pressure drop is calculated differently by using the Friedel correlation [37]. This correlation assumes that each phase is flowing separately at different velocities and occupying a given fraction of the pipe cross section (separated model).

\[ \Delta p_2 = \Delta p_{2 \text{ph}} = \Delta p_{\text{static}} + \Delta p_{\text{momentum}} + \Delta p_{\text{friction}} \]  \hspace{1cm} (35)

It can be seen that the total pressure drop is divided in three parts: static, momentum and friction pressure drops. The static pressure drop is assumed to be zero because the receiver is placed horizontally. The momentum pressure drop depends on the inlet and outlet states, which assumes the complete evaporation from pure liquid to pure vapor discussed in [37],

\[ \Delta p_{\text{momentum}} = \bar{G}^2 \left(1 - \frac{1}{\rho_L}\right) \]  \hspace{1cm} (36)

With the mass velocity \(\bar{G} = \dot{m} / A_{cross}\), where \(A_{cross}\) is the cross-sectional area of the pipe, and \(\dot{m}\) is the mass flow. \(\rho_L\) is the density of the liquid phase.

The friction factor is calculated based on the pressure drop as if all fluid is in a liquid state. A two-phase multiplier is then applied to account for phase changes. The total friction factor depends also on the distance travelled by the fluid, and as the vapor qualities vary along the pipe, the pipe has to be discretized into \(N\) segments. The pressure drop in each segment is then calculated individually, and finally, the individual pressure drops are summed to obtain the total pressure drop.
\[ \Delta p_{\text{friction}} = \sum_{i=1}^{N} \Delta p_{L,iz} \cdot \phi_{fr,iz}^2 \]

where the two-phase multiplier is defined as
\[ \phi_{fr,iz}^2 = E_z + \frac{3.24F_zH}{FrH.z \cdot W_{n.z}} \]

and
\[ E_z = (1 - x_z)^2 + x_z^2 \frac{\rho_f f_G}{\rho_G f_L} \]
\[ F_z = x_z^{0.78} (1 - x_z)^{0.224} \]
\[ FrH_z = \frac{G^2}{gD_n \rho_H^2} \]
\[ We_{H,z} = \frac{G^2 D_n}{\psi \rho_H} \]
\[ H = \left( \frac{\rho_L}{\rho_G} \right)^{0.91} \left( \frac{\mu_G}{\mu_L} \right)^{0.19} \left( 1 - \frac{\mu_G}{\mu_L} \right)^{0.7} \]
\[ \rho_H = \left( \frac{x_z}{\rho_G} + \frac{1 - x_z}{\rho_L} \right)^{-1} \]

where \( x_z \) is the vapor quality, and \( \rho_G, \rho_L, \mu_G, \mu_L, f_G \) and \( f_L \) are the densities, viscosities and friction coefficients for the gas and liquid state, respectively. \( \psi \) is the surface tension, and \( g \) is the gravitational constant. All values are mean values in the segment \( z \).

Regarding the heat transfer, the flux balance represented is characterized through the equation below:
\[ Q_{absf,s} = \eta_{opt} \cdot S \cdot A_{cons,s} \cdot U_L \cdot A_{rec,s} (T_{rom,s} - T_{amb}) \]

where \( Q_{absf,s} \) is the heat absorbed by the fluid in section \( s \), \( \eta_{opt} \) is the optical efficiency, \( S \) is the irradiation, \( T_{amb} \) is the ambient temperature, \( T_{rom,s} \) is the mean temperature at the outer surface of the receiver in section \( s \), and \( U_L \) is the mean heat transfer coefficient for the entire PTSC. The area of the concentrator in section \( s \) is defined as \( A_{cons,s} = \text{aperture} \cdot L_s \), and similarly, the receiver area in the corresponding section is \( A_{rec,s} = \pi D_{ro} L_s \).

First, the optical efficiency is calculated as follows:
\[ \eta_{opt} = \phi \cdot \gamma \cdot \alpha \cdot K_{\gamma\theta}(\beta) \]

where \( \phi \) is the specular reflectance, and \( \gamma \) is intercept factor. The incidence angle modifier \( K_{\gamma\theta}(\beta) \) is usually correlated from experimental results. Owing to a lack of experimental data for this case, the correlation for a similar unit is used here, as in [28]:
\[ K_{\gamma\theta}(\beta) = 1 - 6.47 \times 10^{-5} \beta^2 + 1.64 \times 10^{-6} \beta^3 - 2.51 \times 10^{-8} \beta^4 \]

where \( \beta \) is the angle of incidence. Then, the mean heat transfer coefficient for the entire PTSC is determined using the total heat loss to the surrounding environment \( (Q_{loss}) \) assuming a constant mean temperature of the outer surface of the receiver \( (T_{rom}) \) and a relative coefficient of the conductive losses through the structure compared with the ambient losses \( (x_{manifold\_loss}) \).
\[ U_L = \frac{Q_{loss}}{A_{rec}(T_{rom} - T_{amb}) (1 - x_{manifold\_loss})} \]
The manifold loss is assumed to be 20% of the total loss \( (x_{\text{manifold loss}} = 0.2) \). With the total receiver area \( A_{\text{rec}} = \pi D_{ro} L \), \( T_{\text{rom}} \) is calculated as:

\[
T_{\text{rom}} = T_{\text{rom}_1} \frac{L_1}{L} + T_{\text{rom}_2} \frac{L_2}{L} + T_{\text{rom}_3} \frac{L_3}{L}
\]  
(46)

where \( T_{\text{rom}_1} \), \( T_{\text{rom}_2} \), \( T_{\text{rom}_3} \), \( L_1 \), \( L_2 \) and \( L_3 \) are calculated from the discretization process described above. The total heat loss along the receiver to the surrounding environment is a combination of conduction, convection, and radiation. First, heat is transferred at the air gap between the receiver and the glass cover by radiation and conduction through the quiescent air in the gap. Then, the heat is transferred through the glass cover thickness by conduction, and finally, heat is transferred to the surrounding environment radiation and convection. At steady state, there is a heat flux balance in which the temperatures of the boundary layer remain constant and can be determined by solving the following system:

\[
Q_{\text{loss}} = 2\pi L k_{\text{eff}} (T_{\text{rom}} - T_{ci}) + \frac{\pi D_{ro} L \sigma (T_{\text{rom}}^4 - T_{ci}^4)}{\ln \left(\frac{D_{ci}}{D_{ro}}\right)} + \frac{1}{1 - \varepsilon_c} \left( \frac{D_{ro}}{D_{ci}} \right)^2
\]  
(47)

where \( k_{\text{eff}} \) is the low-pressure air conductivity, and \( D_{ro}, D_{ci} \) and \( D_{co} \) are the diameters of the external surface of the receiver, the inner glass cover and external glass cover, respectively. \( \varepsilon_r \) and \( \varepsilon_c \) are the emissivity of the receiver and the glass cover, respectively. \( k_c \) is the conductivity of the glass cover and \( h_v \) is the convection coefficient of the wind, which can be calculated in the same way as in the case for the Dish-Stirling model. The Stefan–Boltzmann constant is \( 5.678 \times 10^{-8} \text{ W/m}^2\text{K}^4 \).

The effective conductivity of the low-pressure air trapped in the receiver is calculated by [27]

\[
k_{\text{eff}} = \frac{k_{\text{air}}}{\left(\frac{D_{ro}}{2}\right) \ln \left(\frac{D_{ro} + D_{ci}}{2D_{ro}}\right) + B \lambda \left(\frac{2D_{ro}}{D_{ro} + D_{ci}} + 1\right)}
\]  
(50)

\[
B = \frac{2 - C}{C} \cdot \frac{9Y - 5}{2(Y + 1)}
\]

\( \lambda = 2.331 \times 10^{-10} \frac{T_m}{p_m \Omega^2} \)  
(51)

\[\text{Y} = 1.37975268 + 0.00017703 T_m - 4.2745 \times 10^{-7} T_m^2 + 2.0315 \times 10^{-10} T_m^3 \]  
(52)

where \( C \) is the accommodation coefficient which has commonly been assumed to be the value of unity \( (C = 1) \), and \( \lambda \) is the mean free path of the molecules. \( \Omega \) is the molecular diameter of air, which is \( 2.32 \times 10^{-8} \text{ m} \), and \( T_m \) and \( p_m \) are the mean temperature and pressure in the annulus (gap), respectively.

The mean temperature at the external surface of the receiver in each section is calculated in order to obtain the \( T_{\text{rom}} \). To do that, an energy balance for the pipe wall is performed, resulting in

\[
T_{\text{rom},s} = T_{\text{fm},s} + \frac{Q_{\text{absf},s}}{\pi D_{ro} L_s U_s} \quad s = 1, 2 \text{ and } 3
\]  
(53)
where $T_{in,s}$ is the average temperature of the fluid in section $s$ (sections 1, 2 and 3 as defined above), and $U_s$ is the overall heat transfer coefficient in section $s$. $U_s$ considers the conduction through the pipe wall and convection on the heat transfer fluid side, and is written as

$$U_s = \left[ \frac{D_m}{h_s D_n} + \frac{D_m \log(D_m/D_n)}{2k_r} \right]^{-1} \quad s = 1, 2 \text{ and } 3$$

(54)

where $k_r$ is the conductivity of the pipe material, and $h_s$ is the heat transfer convection coefficient for the fluid side. $h_s$ is calculated using different correlations for single-phase and two-phase flows. For the single-phase flow, the Gnielinski correlation is applied, which can be used for a wide range [35], as follows:

$$h_s = \frac{D_n}{k_s} \left( \frac{f_s}{8} \right) \left( \text{Re}_s - 1000 \right) \text{Pr}_s$$

(55)

For two-phase flow (when $s = 2$), however, the correlation developed by Gungor and Winterton is used [32]. It basically combines the effect of the forced convection and the nucleate boiling weighted with coefficients. Again, similar to the process of calculating the pressure drop in two-phase flow, this section must be discretized into smaller segments because the heat transfer depends on the vapor quality, which varies along the pipe. Thus, the value for $h_2$ (two-phase, in the previous equations) is the average value of the $N$ segments defined as

$$h_2 = \sum_{z=1}^{N} h_{2,z}$$

(56)

It was determined that 20 segments were enough for this study. The next step is to calculate the Froude ($Fr$) number [36] in order to distinguish between the flow patterns.

$$Fr = \frac{\dot{G}^2}{gD_n \rho_L^2}$$

(57)

If the $Fr$ number is lower than 0.04, then stratified flow occurs, and the Shah correlation [37] is then used, as follows:

$$h_{2,z} = h_L \frac{3.9Fr^{0.24} \left( \frac{x_z}{1-x_z} \right)^{0.64} \left( \frac{\rho_L}{\rho_G} \right)^{0.4}}{0.023 \left( \frac{\dot{G}(1-x_z)D_m}{\mu_L} \right)^{0.8} Pr^{0.4}}$$

(58)

$$h_L = \left( \frac{k_L}{D_n} \right)^{0.023} \left( \frac{G(1-x_z)D_m}{\mu_L} \right)^{0.8} Pr^{0.4}$$

(59)

where $h_L$ is the heat transfer coefficient assuming the liquid fraction that fills the tube and thus the Dittus–Boelter correlation [35] is used. On the other hand, if the $Fr$ number is higher than 0.04, then annular flow occurs, and the Chan correlation [37] can be applied, as follows:

$$h_{2,z} = S_z h_B + F_z h_{L,z}$$

(60)

$$h_B = 3800 \left( \frac{q}{20000} \right)^n$$

$$n = 0.9 - 0.3Pr^{0.15}$$

(61)
\[ F_p = 2.55 p_n^{0.27} \left(9 + \frac{1}{1 - p_n^2}\right) p_n^2 \]
\[ p_n = \frac{P}{p_c} \]  

(62)

where \( q \) is the heat flux [W/m²], \( p \) is the working pressure and \( p_c \) is the critical pressure (220.6 bar [38]). The working pressure is the ratio of the saturated pressure to the critical pressure. It is important to note that, even if there is a pressure drop at the two-phase section (see the calculation above), the pressure for heat transfer calculations is assumed to be constant and equal to the pressure of saturation calculated from the pressure drop in the first section.

Other coefficients are defined as

\[ S_z = \frac{1}{1 + 1.15 \times 10^{-6} F_z^2 \left[ \frac{G(1-x_z)D_{ci}}{\mu_L} \right]} \]  

(63)

\[ F_z = 1 + 2.4 \times 10^4 Bo^{1.16} + 1.37 X_{n,z}^{-0.86} \]  

(64)

\[ X_{n,z} = \left( \frac{P_G}{P_L} \right)^{0.5} \left( \frac{\mu_G}{\mu_L} \right)^{0.1} \left( \frac{1-x_z}{x_z} \right)^{0.9} \]  

(65)

where \( Bo \) is the boiling number, which is the ratio of mass flux perpendicular to the wall as defined in [32].

Finally, the inlet and outlet temperature of the PTSC are related by the following equation:

\[ Q_{abof} = \eta_{opt} \cdot S \cdot A_{cons} \cdot U_L \cdot A_{rec} \left( T_{rom} - T_{amb} \right) \]  

(66)

with \( Q_{abof} = m \left[ H_2(T_2, p_2) - H_1(T_1, p_1) \right] \), where \( H_1(T_1, p_1) \) and \( H_2(T_2, p_2) \) are the inlet and outlet specific enthalpies, respectively, which are dependent on the temperatures and pressures. \( A_{cons} \) and \( A_{rec} \) are the total areas of the concentrator and receiver, respectively, \( (A_{cons} = \text{aperture} \cdot L \) and \( A_{rec} = \pi D_0 L). \) Table 4 provides all other parameters for the PTSC–SG.

The surface tension \( \psi \) is modeled as a function of saturated temperature as [39]

\[ \psi = 0.11993071 - 0.00013089(T_{sat} + 273.15) - 9.0999 \times 10^{-8}(T_{sat} + 273.15)^2 \]  

(67)

<table>
<thead>
<tr>
<th>PTSC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>250 m</td>
</tr>
<tr>
<td>Number of rows</td>
<td>20</td>
</tr>
<tr>
<td>Receiver</td>
<td></td>
</tr>
<tr>
<td>Diameters (( D_n, D_0 ))</td>
<td>33, 38 mm</td>
</tr>
<tr>
<td>Material</td>
<td>Stainless steel</td>
</tr>
<tr>
<td>Conductivity (( k_n ))</td>
<td>60 W/mK</td>
</tr>
<tr>
<td>Coating</td>
<td>Black Niquel</td>
</tr>
<tr>
<td>Emissivity (( \varepsilon_n ))</td>
<td>0.06</td>
</tr>
<tr>
<td>Absorptivity (( \alpha ))</td>
<td>0.94</td>
</tr>
<tr>
<td>Cover</td>
<td></td>
</tr>
<tr>
<td>Diameters (( D_{ci}, D_{co} ))</td>
<td>84, 90 mm</td>
</tr>
<tr>
<td>Material</td>
<td>Glass</td>
</tr>
<tr>
<td>Conductivity (( k_{ci} ))</td>
<td>0.035 W/mK</td>
</tr>
<tr>
<td>Emissivity (( \varepsilon_c ))</td>
<td>0.84</td>
</tr>
</tbody>
</table>
Transmissivity ($\tau$) 0.94
Air pressure in the gap ($p_m$) 0.5 mbar

Concentrator
- Reflectivity ($\varphi$) 0.93
- Intercept factor ($\gamma$) 0.93
- Aperture 2.5 m
- Incidence angle modifier ($\beta$) 1
- Manifold losses 20% of the heat to ambient

Other Information
- Ambient temperature ($T_{amb}$) 28°C
- Sky temperature ($T_{sky}$) 20°C
- Wind velocity ($V_{wind}$) 5 m/s
- Saturation temperature ($T_{sat}$) 80°C (253K)

3.5 Modeling of DCMD

For this component, a hollow fiber configuration is chosen, see Fig. 2. The warm seawater flows in the fibers (the feed side), while cold water flows through the permeate side and is located at the other side of the fibers. It is assumed that the both sides have a constant flow. Owing to the counter-flow configuration, the temperature difference along the fiber is almost constant and therefore it is associated with vapor pressure difference. The pressure gradient (and temperature gradients) across the membrane is the force that drives the entire process.

![Figure 2. Scheme of a) cross section of the membrane b) the mass and heat transfer through the membrane and c) a complete hollow fibers module.](image)

The modeling along the fiber is performed by dividing the fiber into smaller segments or volumes of control, and applying the balance equations for both mass flow and energy. Mean properties for the segment and the state of each segment (temperature, density, pressure, etc.) are used when calculating the balance equations. Note that if the system is not discretized, then the non-linear behavior of the system leads to large errors in the results. The model is completely based on the modeling approach studied in [40] and therefore the detailed modeling is omitted here.

The range of operation of the model for the mass flow of one unit is between 0.05–0.15 kg/s [40]; however, higher values can also be used by increasing the number of units. Thus, the model calculates
the needed for number of units when the mass flow is larger than the limit. In this study, the limit for
the range of operation for the feed temperature has limits, and it is set to be between 70°C to 90°C
(343K to 363K). The permeate flow is assumed to remain at a constant in-flow of 0.1 kg/s in each
unit and at 25°C at the inlet.

Another important issue to consider, when designing the hollow fiber operation, is the membrane
liquid entry pressure (LEP), which sets the limit for the applied transmembrane pressure. Trans-
membrane pressure is defined as difference between the hydrostatic pressure and the vapor pressure,
\((p_{p,m} - p_f)\) and \((p_f - p_{f,m})\) respectively, (c.f. Fig. 2). Values below such limits will prevent liquid from
entering the pores of the membrane. The hydrostatic pressure does not affect the permeate flux, but
it is important to consider since it prevents the pores from flooding. Table 5 shows the important data
for the DCMD used in study. The seawater is assumed to have a temperature of 15°C, with a salt
concentration of 35 g/kg.

Table 5. Specifications for the DCMD hollow fiber module.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiber length</td>
<td>0.4 m</td>
</tr>
<tr>
<td>Inner diameter of fiber</td>
<td>0.3 mm</td>
</tr>
<tr>
<td>Membrane thickness</td>
<td>60 μm</td>
</tr>
<tr>
<td>Porosity</td>
<td>75%</td>
</tr>
<tr>
<td>Membrane conductivity</td>
<td>0.25 W/mK</td>
</tr>
<tr>
<td>Shell diameter</td>
<td>0.003 m</td>
</tr>
<tr>
<td>Number of fibers</td>
<td>3000</td>
</tr>
<tr>
<td>Packing density</td>
<td>60%</td>
</tr>
<tr>
<td>Model Constants</td>
<td></td>
</tr>
<tr>
<td>(C_k)</td>
<td>(15.18 \times 10^{-4})</td>
</tr>
<tr>
<td>(C_m)</td>
<td>(5.1 \times 10^{3} m^{-1})</td>
</tr>
<tr>
<td>(C_p)</td>
<td>(12.97 \times 10^{-11} m)</td>
</tr>
</tbody>
</table>

4. Plant Configurations

In short, the plant produces electricity and freshwater at all times by converting the solar energy
(24 hours). A dish-Stirling delivers part of its load to the dual mode SOC (reversible solid oxide fuel
cell) to produce fuel (hydrogen) during the peak hours of radiation (SOEC mode). Then the plant uses
the produced fuel to feed the reversible solid oxide fuel cell to produce electricity during low or zero
radiation (SOFC mode). Thus, the plant is able to cover the power demand all the time, and at the
same time, it produces freshwater through seawater desalination using the excess heat.

For successful plant operation, it is crucial to develop a management schedule/plan that takes into
account the forecast solar radiation, energy demand and fuel supply. The flexibility of the plant in
producing power and freshwater will be improved greatly if the schedule is correctly planned.

4.1 Plant in SOEC Mode

Fig. 3 shows the SOEC mode operation and is explained below in detail.

1. Water from the tank (point 1) is pumped to the PTSC (point 2), where it is heated and thereby
generating steam at 350°C (point 3).

2. The steam is then divided into two flows. Part of the steam goes to the RSOC (point 4), and its
quantity is regulated according to the electricity surplus from the dish-Stirling units (point
212). The rest of the steam (point 9) is sent to a heat exchanger (SWP1) to preheat seawater
(from point 41 to point 42) before it is sent to the condenser/separator (point 10).

3. Before the steam goes to the RSOC (point 4), it flows through a cathode preheater (CP) to gain
heat (point 5) from the cathode off-fuel of the RSOC (point 6). The operating temperature of
4. Preheated steam (5) is fed to the cathode side of the RSOC. Owing to steam electrolysis, the cathode outlet (6) contains a mixture of hydrogen and water, and the anode outlet (point 23) contains oxygen. Both outlets are assumed to have the same temperature as the cell operating temperature (750°C, 1023K).

5. The off-fuel (H₂ + H₂O), after leaving the cathode pre-heater (point 7), is cooled once again in another heat exchanger (SWP2) to preheat the seawater (from point 42 to 43). The thermodynamic state at the outlet (point 8) is designed to be slightly above the saturation temperature of water.

6. Later in the separator/condenser, the water in the off-fuel mixture (point 8) condenses and mixes with corresponding condensed water in the condenser, allowing for the collection of water at the bottom of the condenser (point 94) and H₂ from the top (point 92) at ambient temperature. Water is stored at ambient pressure, while the hydrogen is pressurized and stored (point 11) using the compressor C2 (minimum pressure of 1.5 bar).

7. On the other hand, the oxygen coming out of the anode side (point 23) preheats the seawater in a heat exchanger SWP3 (point 46 to 47) before it is released into the atmosphere (25).

8. The seawater is preheated to 80°C (at both 43 and 47) using the heat released from the RSOC outlets, and then are mixed together. The resulting flow (point 48) is used to feed the DCMD units. The outlet is then discharged to the surrounding environment (point 49). On the permeate side, freshwater leaves the tank (point 51) and flows into the DCMD. The outlet (point 52) is used to preheat the seawater (from 45 to 46) in the heat exchanger SWP4 before going to the next heat exchanger (SWP3). Finally, the freshwater out of SWP4 is returned to the tank at ambient pressure.

9. Pumps P2, P3 and P4 drive the distillation system taking into account the liquid entry pressure limits.

10. At the same time, the Stirling system produces power (point 210) for supplying electricity to the RSOC, while the remaining power is sent to the grid. As the power generated in the Stirling is AC, and the RSOC works with DC (point 211), an inverter is used between these components.

The system is designed in a way that the RSOC in the electrolyzer mode is working at the thermoneutral point (or slightly over) by controlling the steam and the power supplied. Under such operating conditions, minimum power is required by the system and an external heat source (at high temperature level) is not necessary, see e.g. [41].

Regarding the storage system, hydrogen is stored at slightly higher pressure to avoid energy consumption when discharging H₂ at ambient pressure again. Pressurized ROEC has also been studied and validated experimentally, see e.g. [42]. However, water is not pressurized to avoid additional energy consumption and also avoiding the greater complexity associated with storing pressurized water.

Further, it is important to keep in mind that the flow entering the separator (point 8) has to be at a temperature that is slightly higher than the condensing temperature of water. Then, the separator will release heat until both water and H₂ are at ambient temperature and completely separated in two phases. In order to achieve this, the temperature at point 8 should be the condensing temperature, and pump P1 must deliver the necessary pressure. It is also worth noting that the higher the pressures in point 2, the lower the heat that will be recycled in SWP1.
4.2 Plant in SOEC Mode

Fig. 4 shows the SOFC mode operation and the plant details is explained below.

1. The heat exchanger, which was a cathode preheater in SOEC mode, is now an anode preheater. In SOFC mode, the stored H₂ (point 16) feeds the anode preheater.

2. A blower (C1) supplies air to the cathode side of the RSO (point 20). Pressure drops along the air pass-way decide the pressure of the air after it leaves the blower. A heat exchanger (AP) preheats the air before it enters the cathode side of the RSO (from 21 to 22). Off-air out of the cathode (point 23), which is approximately 150°C warmer, preheats the incoming air.

3. The reactions taking place in the SOEC are now reversed when compared to the SOFC mode. As a result, the off-fuel at the anode outlet (point 6) will be composed mostly of water and hydrogen, while the off-air at the cathode outlet (point 23) will be composed of air and poor in oxygen.

4. In this mode, all the steam generated at the PTSC (point 9) is used to feed the heat exchanger (SWP1) and preheat the seawater (from point 41 to 42).

5. The dish-Stirling system is still producing power, but less than in the SOEC mode, owing to less radiation. However, the RSO is now able to produce power (point 211) using the stored fuel. An inverter converts the power produced by RSO from DC to AC and sends it to the grid (point 212).
4.3 Sizing and Dimensioning the Plant

The dish-Stirling collectors and the storage system are the two main subsystems in the plan and both can be scaled up by adding more collector units or solid oxide cell stacks, respectively. One can optimize the size of these subsystems and achieve a reliable power supply by estimating the power demand during the daytime. First, it is necessary to make sure that the main component of the storage system (the RSO) can deliver the maximum demanded power. Once a minimum RSO size is set, one should look at the performance and needs of the RSO when the system is operating in electrolysis mode, such as the power and mass flow of steam at a fixed temperature. Afterwards, one needs to define the number of rows and length of the PTSC, as well as the number of dish-Stirling units, by taking into account the solar radiation and meet the SOECs power and demand. Note that the dish-Stirling units need to cover not only the SOEC demand but also the power demand through the grid.

The next step is to evaluate the system against an estimated solar irradiation profile, in order to check whether the system is self-sufficient, meaning that the net balance of hydrogen is positive (production versus usage). If not, then the size of the RSOFC needs to be increased to produce more hydrogen. This, in turn, means that one needs to increase the number of dish-Stirling units. On the other hand, in order to ensure that steam is not condensing before reaching the condenser (point 10), one needs to set the minimum temperature at point 2 as the saturation temperature (approximately 180°C, 453K).

The pressure drops should also be taken into account in the system design. Pump 1 (P1 in the figures) is in charge of driving the water and associated pressure drops along its way until the condenser. This pressure should not be too high either because as the higher the pressure is, the higher the temperature of condensation will be, and therefore less heat will be available for seawater preheating at point 7. In addition, the pressure in the distillation system should also be considered. Pump 3 (P3) has to provide enough pressure to overcome the pressure losses in the DCMD and SWP4.
before the water reaches the fresh water tank. At the same time, the DCMD operation limits the membrane liquid entry pressure and therefore the possibility to recover the heat at the outlet of the permeate side is then conditioned by the pressure drop in the heat exchanger (SWP4).

The ambient conditions are assumed to be 30°C for air temperature, 20°C for sky temperature and 5 m/s for wind speed. The main parameters for the other components are listed in Table 6. Note that the current study neglects the heat losses to the surroundings and therefore resizing the proposed plant does not affect the results obtained here. In a real plant the heat losses to the surroundings decreases proportionally when plant size is increased and therefore better performance will be achieved.

Table 6. Specifications for auxiliary components.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency of pumps</td>
<td>0.95</td>
</tr>
<tr>
<td>Effectiveness of Heat exchangers</td>
<td>0.8</td>
</tr>
<tr>
<td>Mechanical efficiency of compressors</td>
<td>0.95</td>
</tr>
<tr>
<td>Isentropic efficiency of compressors</td>
<td>0.7</td>
</tr>
<tr>
<td>Efficiency of inverter/rectifier</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 7 presents the parameters for the streams shown in Fig. 3 and Fig. 4. The values for the SOEC case a for a typical summer day at 8:00 o’clock in the morning while the values for the SOFC case are during the night when solar radiation is not available or is too low to provide the power demand. In the columns the first value is for the SOEC case while the second value is for the SOFC case.

Table 7. Parameters of streams in Fig. 3 and Fig. 4.

<table>
<thead>
<tr>
<th>Point in Fig. 3 and 4</th>
<th>SOEC / SOFC</th>
<th>SOEC / SOFC</th>
<th>SOEC / SOFC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.39 / 0.11</td>
<td>25.00 / 25.02</td>
<td>1.013 / 1.013</td>
</tr>
<tr>
<td>2</td>
<td>0.39 / 0.11</td>
<td>25.04 / 25.03</td>
<td>7.000 / 5.000</td>
</tr>
<tr>
<td>3</td>
<td>0.39 / –</td>
<td>350.0 / –</td>
<td>6.296 / –</td>
</tr>
<tr>
<td>4</td>
<td>0.08 / –</td>
<td>350.0 / –</td>
<td>6.296 / –</td>
</tr>
<tr>
<td>5</td>
<td>0.08 / 0.01</td>
<td>614.8 / 606.0</td>
<td>6.196 / 1.400</td>
</tr>
<tr>
<td>6</td>
<td>0.02 / 0.06</td>
<td>750.0 / 750.0</td>
<td>6.146 / 1.386</td>
</tr>
<tr>
<td>7</td>
<td>0.02 / 0.06</td>
<td>430.0 / 291.4</td>
<td>6.136 / 1.376</td>
</tr>
<tr>
<td>8</td>
<td>0.02 / 0.06</td>
<td>180.0 / 180.0</td>
<td>6.126 / 1.366</td>
</tr>
<tr>
<td>9</td>
<td>0.32 / 0.11</td>
<td>350.0 / 180.0</td>
<td>6.296 / 4.893</td>
</tr>
<tr>
<td>10</td>
<td>0.32 / 0.11</td>
<td>180.0 / 180.0</td>
<td>6.286 / 4.883</td>
</tr>
<tr>
<td>11</td>
<td>0.01 / 0.00</td>
<td>30.00 / 30.00</td>
<td>6.026 / 1.266</td>
</tr>
<tr>
<td>16</td>
<td>– / 0.01</td>
<td>– / 30.00</td>
<td>– / 1.500</td>
</tr>
<tr>
<td>20</td>
<td>– / 2.37</td>
<td>– / 30.00</td>
<td>– / 1.013</td>
</tr>
<tr>
<td>21</td>
<td>– / 2.37</td>
<td>– / 40.00</td>
<td>– / 1.097</td>
</tr>
<tr>
<td>22</td>
<td>– / 2.37</td>
<td>– / 608.0</td>
<td>– / 1.087</td>
</tr>
<tr>
<td>23</td>
<td>0.06 / 2.31</td>
<td>750.0 / 750.0</td>
<td>6.146 / 1.033</td>
</tr>
<tr>
<td>24</td>
<td>– / 2.31</td>
<td>– / 185.32</td>
<td>– / 1.023</td>
</tr>
<tr>
<td>25</td>
<td>0.06 / 2.31</td>
<td>90.00 / 90.00</td>
<td>6.136 / 1.013</td>
</tr>
<tr>
<td>40</td>
<td>0.51 / 0.06</td>
<td>15.02 / 15.02</td>
<td>1.013 / 1.013</td>
</tr>
<tr>
<td>41</td>
<td>0.51 / 0.06</td>
<td>15.02 / 15.02</td>
<td>2.000 / 2.000</td>
</tr>
<tr>
<td>42</td>
<td>0.51 / 0.06</td>
<td>64.64 / 15.03</td>
<td>1.900 / 1.900</td>
</tr>
<tr>
<td>43</td>
<td>0.51 / 0.06</td>
<td>80.00 / 80.00</td>
<td>1.800 / 1.800</td>
</tr>
<tr>
<td>44</td>
<td>1.03 / 1.98</td>
<td>15.02 / 15.02</td>
<td>1.013 / 1.013</td>
</tr>
<tr>
<td>45</td>
<td>1.03 / 1.98</td>
<td>15.02 / 15.02</td>
<td>2.000 / 2.000</td>
</tr>
<tr>
<td>46</td>
<td>1.03 / 1.98</td>
<td>71.20 / 52.81</td>
<td>1.900 / 1.900</td>
</tr>
<tr>
<td>47</td>
<td>1.03 / 1.98</td>
<td>80.00 / 80.00</td>
<td>1.800 / 1.800</td>
</tr>
</tbody>
</table>
5. Results and discussions

Simulations and main calculations were carried out using dynamic network analysis (DNA), which is an in-house software for energy systems analysis developed at the DTU Thermal Energy Section. DNA solves a system of non-linear equations through the Newton–Raphson modified algorithm, see, for example, [43]. The models were verified against the literature to assure quality of the results, but the verification is not reported here owing to limited space. In the sections that follow, the performance of each component is presented along with discussions of some of the interesting aspects of the components’ performances.

5.1 Models Validation

For the DCMD model, the model is tested against the results study of [44]. There are many different parameters to compare but one of the most relevant parameter for the plant will be the transmembrane flux or water distilled depending based on the inlet mass flow of the feed side. The temperature of the feed flow is assumed to be 75°C while the temperature and mass flow of the permeate flow are assumed to be 25°C and 0.1 kg/s, respectively. The model gives 12 kg/m²h of freshwater at 0.15 kg/s of feed flow which is exactly the same as in [44].

To validate PTSC, first the heat losses from the outer surface of the receiver to the ambient are compared with the results in [45] when there is no sun. The model gives 96.7 W/m heat losses to the surrounding when the temperature difference with the surrounding is 200°C. The corresponding value in [45] can be read about 97 W/m. Another parameter to be compared is the power absorbed at a certain radiation. The model gives 44.3 kW at 1000 W/m² radiation, while the corresponding value in the study of [10] reads about 42 W/m².

Regarding the dish-Stirling, the model developed is compared with the study of [46]. Using the same data such as absorber temperature, concentrating ratio, radiation, etc. the model gives dish-Stirling efficiency of about 0.33 while the same value can be read from [46] as about 0.32 when absorber temperature is 1400 K.

The SOEC model developed here gives a cell voltage of 1.29 V for the current density of 2693 A/m² and cell temperature of 900°C, which is very close to the experimental value of about 1.3 V shown in the study of [10]. Similarly, the SOFC model developed here has already been compared with experimental data in previous publications and very good results were obtained, see

5.2 Irradiation

In order to study the possibility of such technique one needs to run the system under knowledge of irradiation in the area under consideration. Here the case study will be limited to Denmark, also an area where solar radiation is relatively low compared to the other countries. According to [47], the irradiation in Nordic European countries is less than about 1500 W/m². In this study seven characteristic days are selected according to Fig. 5. As seen in this figure, the highest irradiation is lower than 1000 W/m² meaning that a conservative values are chosen here. The peak irradiation is selected to be at 13 and it decreases towards evening and morning as shown in the figure. On characteristic summer day is selected while two characteristic days for spring, fall and winter are
selected. The reason is to account for some cloudy days during spring, fall and winter. The peak for summer day is assumed to be 930 W/m² while the peak for the two winter days are assumed to be about 605 and 558 W/m². These data are validated and compared with the date available in [48] and the daily variation is similar to the measured data reported in [49], which is very detailed.

The demand is assumed to be 500 kW constant all day long, for the entire year and regardless of the season. Although, one could assume that the demand would decrease slightly during nighttime but this is not considered here for the sake of simplicity. It is also assumed that there is 300 kg of H₂ in the tank and then the amount of produced hydrogen is added to the stock. Thereby one can calculate the amount of H₂ at the end of the day and compare it with the beginning of the day. The produced freshwater is just added to the corresponding tank/reservoir.

The first study concerns how much the dish-Stirlings can produce power as function of solar irradiation and thereby fulfill the demand. Fig. 6 displays that when the irradiation is about 270 W/m² then the power delivered to the grid is lower than the demand. It means that at this point the SOFC will act as SOEC mode to use the produced H₂ and generate electricity to cover the power demand.

5.3 Summer day

Figure 7 shows the power produced by the dish-Stirrings during 24 hours. As seen, the produced power starts at 8 o’clock and increases sharply until 13 o’clock when the solar radiation is the highest.
Afterwards, the produced power declines as the solar radiation starts to decrease from midday (13 o’clock). The produced power stops at 19 o’clock when the solar radiation is too low and therefore the solar dishes cannot produce enough power to fulfill the demand. At this time the SOEC mode will changed into SOFC mode and the plant starts to consume hydrogen to produce power and fulfill the demand. The plant consumes from 19 in the afternoon until 8 in the morning when the SOFC mode switches back into SOEC again. Note also that the radiation starts at 6 in the morning but the plant mode is still SOFC, the reason is that the radiation is too low (below about 200 kW/m²) and with such low radiation the solar dishes cannot produce enough power (500 kW). Other important pint to be mentioned is that the highest radiation in this particular summer day is 930 [kW/m²] which is below the value reported in [47] for Nordic European countries.

Figure 7. Solar irradiance [kW/m²] and power produced from dish-Stirling [kW/m²] in comparison with the power demand for the assumed summer day.

Figure 8 shows the produced freshwater and the variation of hydrogen in the tank during this particular summer day. As demonstrated, during the nighttime (between 19 in the afternoon to 7 in the morning) the plant is consuming hydrogen indication running on SOFC mode. During the daytime hydrogen amount is increasing meaning that the plant is running on SOEC mode (from 8 in the morning to 18 in the afternoon). The very interesting point is that the amount of hydrogen in the stock is much higher at the end of the day than the day starts (midnight 00 o’clock). The hydrogen in the tank is 300 kg when the day starts but it is about 650 kg when the ends, also more than double. This is corresponding to about 7400 sm³ (standardized 15°C and 1.01325 bar) of hydrogen.

Freshwater production increases continuously since no water consumption is assumed in this study. The plant produces about 8700 kg freshwater at the end of the day. The rate of freshwater production increases when solar radiation is high from about 11 in the morning to 15 in the afternoon.

Figure 8. Hydrogen and freshwater variation in the stock for the assumed summer day.

5.4 Spring days
Two days are representing this season, one with higher solar radiation and one for lower irradiation, see Fig. 9. The peak solar irradiation for day 1 is about 840 [kW/m²] while it value for day 2 is 790 [kW/m²], also 5% lower. Again the power demand is 500 kW continuously as displayed in the figure. Similar to the summer day, the plant is running on SOEC mode (consuming fuel) from 8 in the morning to 18 in the afternoon and switches to SOFC mode at 19 in the afternoon. This is valid for both particular days.

At the end of the day, the produced hydrogen increases from 300 kg to about 579 kg for day 1 which is substantially lower than the case for the summer day, see Fig. 10a. The hydrogen content increases from 300 kg to about 536 kg for the chosen second day (day 2 in Fig. 10b). Freshwater production at the end of day 1 is about 8050 kg while the corresponding value for second day is about 7720 kg. Both these values are significantly lower than the case for summer day.

![Figure 9. Solar irradiance [kW/m²] and power produced from dish-Stirling [kW/m²] in comparison with the power demand for the assumed spring days.](image)

![Figure 10. Hydrogen and freshwater variation in the stock for the assumed spring days.](image)

5.5 Fall days

Similar to the spring season two days are representing this season also, see Fig. 11. The peak solar radiations for these are 744 and 698 kW/m² for day 1 and 2, respectively. Similar to the spring season the radiation starts at 6 in the morning and ends at 20 in the evening. However, the dish-Stirlings do not start to deliver power from 8 in the morning to 18 in the afternoon, see Fig. 12. The accumulated hydrogen at the end of these two selected days are 493 and 449 kg respectively. With day 1 the hydrogen production increases by about 64% while this increase is about 50% with day 2. Again, promising results which indicates the potential of such plant even for lower climate with lower solar radiation then average.

Freshwater production for day 1 is about 7400 kg, while this value is about 7080 kg for the second day see Fig. 12. The plant suns on SOEC mode daytime (8 to 18) SOFC mode during night time (19
to 7). Both hydrogen and freshwater productions are lower than the case for spring days. The reason lies on the assumption of lower radiation for fall days compared to the spring days.

![Figure 11. Solar irradiance [kW/m²] and power produced from dish-Stirling [kW/m²] in comparison with the power demand for the assumed fall days.](image1)

a) Day 1  
b) Day 2

5.6 Winter days

Similar to the spring season two days are representing this season also, see Fig. 13. Again, the chosen second day has 5% lower solar radiation indicating two different days with different irradiations. However, these two winter days have a peak radiation that is significantly lower when compared to the summer day. The peak irradiations are 651 and 604 kW/m² respectively. Again solar radiation starts from 6 in the morning and ends at 20 in the afternoon, but the SOEC mode does not start until 9 in the morning which is one hour later the previous cases. The SOEC modes last until 17 which is also one later than the previous cases. For these two winter days the SOEC mode start at 399 and 370 for the chosen days. Again, the demand power is 500 kW continuously all day long.

Hydrogen production starts at 9 in the morning and ends at 17 in the evening for both winter days, see Fig. 14. This is two hours lower when compared to the previous cases. Hydrogen production is only 376 kg for day 1 and 336 kg for day 2. Also the amount of hydrogen production is considerably lower than the previous seasons. The interesting point is that the amount of hydrogen is still higher than 300 kg at the end of the day. This is tremendously exciting since the results indicate that if some days are very cloudy and the irradiation is thus much lower there exist some backup hydrogen to be used. However, one needs to simulate the plant against real data to discover the possibility of using the plant during entire year. The primary results in this study are encouraging.

The freshwater production is about 6975 kg for day 1 and 6690 kg for day 2 of the winter. Although, the freshwater production is much lower than the summer season but is still very high to indicating the possibility of using such plant in the future.
5.7 Discussions

The results obtained above are encouraging and indicate that detailed data for solar irradiation are needed to run the system on and evaluate plant performance. Such data shall also include cloudy days and other details that may affect the irradiation. However, the preliminary results show that such system can store renewable energies in fuel form and then use whenever needed. In this study, solar energy is stored but it also would be interesting to study wind energy also. Wind turbines can easily replace the dish-Stirling units to feed electricity for the system as well as cover the demand when wind is blowing. One can also combine wind turbines with dish units to cover the power demand and to run the electrolyzer.

6. Conclusions

A novel system is proposed to deliver electricity and freshwater from sun radiation at any time (day and night), even though there is no irradiation for a short period. The presented system uses a reversible solid oxide cells technology, dish-Stirling, parabolic trough solar collectors, and direct contact membrane distillations units.

The suggested plant is evaluated on a random days for Nordic European climate which has a duty to supply a constant demand of 500 kW, 24 h a day. The results indicate that, with a RSOC of 70 stacks with 200 cells, 175 units of 25 kW dish-Stirling and a 7 × 250 m of PTSC, the plant was not only able to meet the constant demand but was also able to increase the accumulated hydrogen for all days considered.
The present study consider one day in summer day and two days in spring, fall and winter. The accumulated hydrogen increased by 121% for the selected summer day, 93% and 77% for spring days, 64% and 50% for the fall days, 25% and 12% for the winter days.

The daily freshwater production is far more than 6500 liters per day during the year. Freshwater production is 8733 liters for the selected summer day, 8051 and 7722 liters for the spring days, 7407 and 7084 for the fall days, 6974 and 6691 liters for the winter days.

Nomenclature

A  Area
AC  Alternate Current
AP  Anode preheater
C  Compressor
CP  Cathode preheater
Cp  Heat capacity
C_R  Concentration ratio
D_d  Diameter
DC  Direct Current
DCMD  Direct Contact Membrane Distillation
DNA  Dynamic Network Analysis
DP  Relative pressure drops
E  Voltage
EC  Electrolyzer cell
EES  Electrical Energy Storage
F  Faraday’s constant : 96485.3365 C/mol
FC  Fuel Cell
f_loss  loss factor
f_s  Friction coefficient
G  Gibbs energy
g  Universal gravity constant : 9.81 m/s^2
Ġ  Mass velocity
H, eth  Enthalpy
h  Convection coefficient
HTF  Heat transfer fluid
HX  Heat Exchanger
H2  Hydrogen
i  Current
J  Current density
k  Conductivity
K_yta  Incidence angle modifier
L, l  Length
LEP  Liquid Entry Pressure
LHV  Low heating value
M  Molar mass
MD  Membrane Distillation
ṁ  Mass flow
N_cell  Number of cells per stack
N_stack  Number of Stacks
Ṅ  Molar flow
P  Power
p  pressure
p^0  Partial pressure
PF Feed pressure
PFm Membrane pressure on the feed side
PP Permeate pressure
PPm Membrane pressure on the permeate side
Pr Prandtl number
PTSC Parabolic Trough Solar Collector
PTSC-SG Parabolic Trough Solar Collector Steam Generator
PV Photovoltaic
Q Heat
R Universal gas constant: 8.314 J/molK
Re Reynold’s number
RSOFC Reversible Solid Oxide Fuel Cell
RSOC Reversible Solid Oxide Cell
S Direct sun radiation
S Section
SOEC Solid Oxide Electrolyze Cell
SOFC Solid Oxide Fuel Cell
SWP Sea water preheater
T Thickness
T Temperature
U Heat transfer coefficient
Ucc Combined heat loss transfer coefficient
UF Utilization Factor
x Vapor quality
v Velocity, specific volume
w Aperture

Greek letters
Δ Difference
Y Heat capacity ratio
Ω Molecular diameter of air
α Absorptance
δ Absolute roughness
ε Porosity
ε Emissivity
φ Angle of incidence
γ Intercept factor
η Efficiency
ϕ Specular reflectance
λ Mean free path
μ Dynamic viscosity
π Pi: 3.1416
ρ Density
σ Stefan-Boltzmann constant: \(5.678 \times 10^{-8}\) W/m²K⁴
τ Transmittance
ξ Compression ratio
ψ Surface tension
ζ Gas temperature ratio

Subscripts
absf Absorbed by the fluid
act Activation
amb Ambient
an Anode
as Anode limit
cath Cathode
ci Inner part of the cover
co Outer part of the cover
conc Concentration
cov Cover
cs Cathode limit
dens Density
eff Effective
elec Electrolyte
f Feed side
fm Fluid mean
G Gas
gen Generator
in Inlet
L Liquid, Loss
m Membrane
ohm Ohmic
opt Optimal
out Outlet
p Permeate side
r Reaction
rec Receiver
ri Inner part of the receiver
ro Outer part of the receiver
ROM Receiver Out (surface) Mean
s Isentropic
supp Support
w Wind
z Segment number
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