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Abstract

An integrated shape morphing and topology optimization approach based on the Deformable Simplicial Complex (DSC) methodology is developed to address Stokes and Navier-Stokes flow problems. The optimized geometry is interpreted by a set of piecewise linear curves embedded in a well-formed triangular mesh, resulting in a physically well-defined interface between fluid and impermeable regions. The shape evolution is realized by deforming the curves while maintaining a high-quality mesh through adaption of the mesh near the structural boundary, rather than performing a global remeshing. Topological changes are allowed through hole merging or splitting of islands. The finite element discretization used, provides smooth and stable optimized boundaries for simple energy dissipation objectives. However, for more advanced problems boundary oscillations are observed due to conflicts between objective function and minimum length-scale imposed by the meshing algorithm. A surface regularization scheme is introduced to circumvent this issue, which is specifically tailored for the DSC approach. In contrast to other filter-based regularization techniques, the scheme does not introduce additional control variables and at the same time it is based on rigorous sensitivity analysis. Several numerical examples are presented to demonstrate the applicability of the approach.
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1 | INTRODUCTION

The technique of numerical optimization has been applied to fluid flow problems for long. The demand originates from the aerospace industry, e.g. airfoil design, where a small shape modification leads to drag reduction and results in tremendous saving in energy and cost. Now it has become popular in a broad range of other application fields, e.g. from lab-on-a-chip devices to general fluid control systems such as pipes, fluid mixers, switches and valves.

Central to the shape optimization is the geometric parametrization. For a designer, the most intuitive way to perform shape optimization is still by modifying the parameters of a Computer Aided Geometric Design (CAGD) based representation, such as B-splines, NURBS and T-splines which facilitates a CAD to CAD model workflow. Physical simulation in this way can be decoupled from the geometric representation and hidden from designers. However, since a particular parameterization implies a reduced design space for optimization, a clever decision must be made in order to find the right balance between the
parameterization, the optimal solution space and the computational time, which in practice may not be an easy task. Another often used approach for shape optimization is to directly deform a computational grid, e.g. a finite element mesh, for which the grid not only represents the geometry but also is used for simulation. Given a certain level of discretization, one will have the most design freedom for shape optimization when all boundary nodes are assigned as design variables. However if the topological connectivity of a mesh is fixed, only a limited shape deformation can be achieved before the mesh gets severely distorted and the physical simulation aborts. A truly optimal shape can only be realized if the mesh is allowed to be adaptive and of high quality. Recently, the Deformable Simplicial Complex (DSC) method was developed to support large geometric deformation by explicitly moving the boundary nodes whilst maintaining a well-formed mesh through local mesh adaption. This method utilizes a simplicial complex (a triangular mesh in 2D and a tetrahedron mesh in 3D) to represent the geometry as well as to support finite element analysis. The elements are annotated as either solid or void while the target designable boundary is sandwiched in-between. As a result, this method can ensure a high quality mesh during large shape deformation by altering only the degenerated or badly shaped element near the interface during the shape evolution, rather than performing a global remeshing. The alteration is implemented in an efficient way based on a set of mesh-quality rules and local mesh operations such as smoothing, edge split, edge collapse and face removal. It possesses the advantages of using explicit boundary representation for yielding functionally optimized geometries with maximum design freedom (w.r.t. a given discretization). Previously, the DSC method has been applied to shape and topology optimization of structural compliance minimization problems as well as stress minimization. In this paper, it is further developed and applied to optimization of Stokes and Navier-Stokes flow problems, with support of hole splitting and merging. Although the proposed approach yields stable results for simple energy dissipation objectives, a new regularization scheme is proposed to control feature sizes and to ensure smoothed optimized designs for more advanced problems. The regularization scheme, which is particularly developed for the DSC framework, is different from existing methods that employ a designable parameter model and a physical geometry. Here, only one set of boundary nodes is considered that represents both the design variables and the actual geometry. The proposed regularization scheme is found effective in obtaining convergent results for certain Navier-Stokes flow problems (c.f. Section 6.3), when the considered design objective is particularly sensitive to local geometric changes.

The above discussion are mainly addressing design from a shape optimization perspective. However, enormous successes have been made on topology optimization for fluid flow, fluid-structure interaction and fluid based heat transfer problems. For density-based topology optimization approaches, interested readers are referred to some recent work as well as the references therein. In addition, the level set based topology optimization approach is another powerful tool for shape and topology optimization which has been applied to fluid problems. Common for most density and level-set based topology optimization approaches based on fixed background meshes is that resulting boundaries between fluid and solid are described by jagged edges and/or elements taking intermediate fluid properties through density interpolations or ersatz material properties. Although in general providing reliable results, such blurry boundary conditions may in some cases have troubles in capturing refined flow and boundary effects and hence, a number of level set based papers have considered explicit conformal structural meshing for accurate evaluation of the signed-distance function and for mechanical analysis. As an alternative to full remeshing, Maute and co-workers have just recently suggested accurate boundary modeling for fluid problems using a CutFEM approach. The DSC approach for topology and shape optimization of fluid problems suggested in this paper represents: an alternative way of imposing accurate boundary conditions; possibility for topological changes through merging and splitting of holes and including procedures for ensuring well-formed boundary conforming meshes. Ignoring its ability to perform topological changes, the method closely follows and yields similar results to classical shape optimization papers from the literature. However, together with the CutFEM approach, the presented methodology is so far unique in its ability to perform simultaneous shape and topology optimization of fluid problems.

The remainder of the paper is organized as follows. In Section 2, the Deformable Simplicial Complex methodology is briefly reviewed. Then, the details of the shape optimization problem and sensitivity analysis are given in Section 3 and 4, respectively. The optimization procedure is summarized in Section 5. Several benchmark examples are presented in Section 6. Besides, the new regularization scheme is also introduced and discussed. Conclusions are given afterwards.

2 DEFORMABLE SIMPLICIAL COMPLEX

The Deformable Simplicial Complex (DSC) is a method for deforming an explicit surface via mesh operations. Fig. 1 a) illustrates its application to 2D fluid flow problems. A domain of interest is first discretized using a triangular mesh, of which each
element belongs to either the solid or the fluid phase whilst the interface is sandwiched in-between. The interface is interpreted by a series of piecewise linear curves. Shape deformation is then enabled by moving the nodes on the interface from an old position \( w^{\text{old}} \) to a new position \( w^{\text{new}} \) along their normal directions. During a deformation process, local mesh adaption is performed near the interface to fix any degenerated elements. By doing so, a well-formed mesh is guaranteed during the shape updating process and thus a large deformation can be realized. This method has been previously applied to fluid simulation\(^{35}\) as well as shape-topology optimization for structural compliance minimization problems\(^{15,16}\). For the shape optimization, the design variable for each boundary node \( w_i \) is the length of deformation \( \tau_i \) in its outward normal direction:

\[
 w^{\text{new}}_i = w^{\text{old}}_i + \tau_i n_i.
\]

Note that during the DSC-based shape optimization, initial disconnected features, such as holes (for elastic problems) or islands (for fluid problems), can merge or disappear which corresponds to topological change. The opposite case of introducing new holes or islands is less likely to happen and must be aided through topological derivatives as e.g. done for elasticity in\(^{15}\).

### FIGURE 1
Explicit boundary representation and geometry update by the DSC method: the designable boundary (red color) is sandwiched between the fluid (blue color) and the solid (brown color) phase. (a) the boundary nodes move from \( w^{\text{old}} \) to \( w^{\text{new}} \) along their normal directions; (b) the reformed mesh.

### 3  |  OPTIMIZATION PROBLEM

#### 3.1  |  Governing equations

This paper assumes steady-state incompressible flow with low to moderate Reynolds numbers. The governing equations are given as:

\[
\begin{align*}
\text{Momentum equation} & : & \rho \frac{\partial u_i}{\partial x_j} - \sigma_{ij} - b_i = 0, & \text{in } \Omega, \\
\text{Incompressibility} & : & \frac{\partial u_i}{\partial x_j} = 0, & \text{in } \Omega, \\
\text{Boundary condition} & : & \sigma_{ij} n_j = t_i, & \text{on } \Gamma_t, \\
& : & u_i = u^*_i, & \text{on } \Gamma_u.
\end{align*}
\]

\( \rho \) is the fluid density, \( \sigma_{ij} \) the stress tensor, \( b_i \) the body force, \( u_i \) the fluid velocity, and \( t_i \) the traction force. The boundary \( \Gamma_t \) denotes the traction boundary, while \( \Gamma_u \) denotes the velocity boundary.
where \( \rho \) denotes the density of the fluid, \( u \) is the velocity, \( b \) is the body force, \( t \) is the traction, \( u^* \) is a prescribed velocity and subscripts \( i, j \) define the spatial directions, respectively. The stress tensor \( \sigma_{ij} \) is defined as:

\[
\sigma_{ij} = \mu\left(\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}\right) - \rho \delta_{ij},
\]

where \( \rho \) denotes pressure, \( \mu \) dynamic viscosity and \( \delta_{ij} \) stands for Kronecker’s delta defined as

\[
\delta_{ij} = \begin{cases} 
1, & \text{if } i = j \\
0, & \text{else}
\end{cases}
\]

The Galerkin weak forms of the above steady-state incompressible Navier-Stokes equations (1) are written as:

\[
R_1(u_i, p; v_i) = \int_\Omega v_i \left( \rho \frac{\partial u_i}{\partial x_j} u_j - \frac{\partial}{\partial x_j} \left( \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - p \delta_{ij} \right) - b_i \right) d\Omega = 0,
\]

where \( R \) is the residual, \( v_i \) and \( q \) are the admissible velocity and pressure test functions, respectively. The non-dimensional Reynolds number \( Re \) is used to characterize the fluid behavior:

\[
Re = \frac{\bar{u} L}{\mu},
\]

where \( \bar{u} \) and \( L \) are the reference velocity and length, respectively. Generally, a high or a low \( Re \) corresponds to a turbulent or a laminar flow, respectively. Note that by setting \( \rho = 0.0 \) in the above, the governing equations for Stokes flow are recovered. In such a flow problem, the velocity is small while the fluid viscosity is large. Hence, the nonlinear convection term \( \frac{\partial u_i}{\partial x_j} u_j \) is neglected and the resulting linear equation can be solved very efficiently.

### 3.2 Finite element formulation

The DSC discretization provides a well-formed and conforming mesh for finite element analysis. For the fluid simulation in the current work, the order of the finite element is chosen to be quadratic in velocities and piecewise constant for the pressure. A schematic illustration for such an element as well as the designable nodes\(^1\) is shown in Fig. 2. Such a velocity-pressure formulation is proven to be stable and adequate to simulate the fluid flow of small to moderate \( Re \) without relying on extra stabilization.\(^2\) After discretization, the finite element formulation is given as:

\[
\begin{bmatrix}
C(u) + K_{11} & K_{12} \\
K_{21} & 0
\end{bmatrix}
\begin{bmatrix}
u \\
p
\end{bmatrix} = \begin{bmatrix}
F \\
0
\end{bmatrix},
\]

where \( C(u) \) is the convection matrix, \( K_{11} \) is the viscosity matrix, \( K_{12} \) and \( K_{21} \) are the coupling matrix, \( u \) and \( p \) are the nodal velocity and pressure vectors, respectively, and \( F \) is the load vector. The corresponding element-wise contribution is denoted

\(^1\)A corner node is designable only if it becomes the boundary node.
with a subscript $e$, for which the individual terms are integrated as:

$$C^e(u) = \rho \int_{\Omega_e} \mathbf{N}_u^T \mathbf{D}^e \mathbf{B} \, du \, d\Omega,$$

$$K^e_{11} = \mu \int_{\Omega_e} \mathbf{B}^T \mathbf{T} \mathbf{B} \, d\Omega,$$

$$K^e_{12} = \int_{\Omega_e} \mathbf{B}^T \mathbf{T} \mathbf{N} \, d\Omega,$$

$$K^e_{21} = (K^e_{12})^T,$$

$$F^e = \int_{\Omega_e} \mathbf{N}_u^T \mathbf{f} \, d\Gamma,$$

where

$$\mathbf{N}_u = \begin{bmatrix} N_{u1}, & 0, & N_{u2}, & 0, & \ldots, & N_{u6}, & 0 \end{bmatrix},$$

$$\mathbf{N}_p = \begin{bmatrix} 1 \end{bmatrix},$$

$$\mathbf{D}_e = \begin{bmatrix} N_{u1}, u_c, & 0, & 0, & \ldots, & N_{u2}, u_c, & \ldots, & 0, & N_{u6}, u_c \end{bmatrix},$$

$$\mathbf{B}_u = \begin{bmatrix} \frac{\partial N_{u1}}{\partial x}, & 0, & 0, & \ldots, & \frac{\partial N_{u6}}{\partial x} \end{bmatrix},$$

$$\mathbf{T}_c = \begin{bmatrix} 1, & 0, & 0, & 0, & 0, & 1, & 0, & 0, & 0, & 0, & 0, & 1 \end{bmatrix},$$

$$\mathbf{T}_k = \begin{bmatrix} 2, & 0, & 0, & 0, & 0, & 1, & 1, & 0, & 0, & 1, & 0, & 1 \end{bmatrix},$$

$$\mathbf{T}_g = \begin{bmatrix} 1, & 0, & 0, & 0, & 0, & 1 \end{bmatrix},$$

where $\mathbf{N}$ is the shape function matrix, subscripts $u$ and $p$ denote the associated definition of velocity and pressure, respectively. Other matrices in Eqs. (9-10) are defined for matrix multiplication purposes. The non-linear Navier-Stokes equation (7) is solved by a hybrid solver based on a fixed-value iteration approach and a Newton-type solver.\[37\]

![FIGURE 2 Degree of freedom (DOF) for velocity and pressure and designable nodes in a triangular finite element.](image)
Provided that the design variable of the DSC is the domain variation vector $\tau$ of the boundary nodes, the shape derivative for a general objective functional $\Phi(u(\tau), p(\tau), \tau)$ is obtained by:

$$
\frac{d\Phi}{d\tau} = \frac{d\Phi}{d\tau} + \lambda^T \frac{dR}{d\tau}, \quad (11)
$$

where $R$ is the vector form of the residual after discretization:

$$
R = \begin{bmatrix} C(u) + K_{11}' & K_{12}' & [u] - [F] \end{bmatrix}. \quad (12)
$$

The adjoint vector $\lambda$, containing the adjoint variables for both velocity and pressure, is obtained by solving the following linear equation:

$$
\left( \frac{dR}{d\nu} \right)^T \lambda = \frac{d\Phi}{d\nu}, \quad (13)
$$

where $\nu = [u, p]^T$. The element-wise contributions are defined as:

$$
\left( \frac{dR}{d\nu} \right)^e = \begin{bmatrix} S_1^e + S_2^e + K_{11}' & K_{12}' \end{bmatrix}, \quad (15)
$$

$$
S_1^e = \rho \int_{\Omega_e} N_u^T D_u \nabla c B_u d\Omega, \quad (16)
$$

$$
S_2^e = \rho \int_{\Omega_e} N_u^T G_u N_u d\Omega,
$$

$$
G_u = \begin{bmatrix} \sum_{j=1}^{12} (B_u)_{1j} u_j & \sum_{j=1}^{12} (B_u)_{2j} u_j \\
\sum_{j=1}^{12} (B_u)_{3j} u_j & \sum_{j=1}^{12} (B_u)_{4j} u_j \end{bmatrix},
$$

and

$$
B_u = \begin{bmatrix} \frac{\partial N_{u1}}{\partial x}, 0, \frac{\partial N_{u1}}{\partial x}, 0, ..., \frac{\partial N_{u1}}{\partial x} \\
0, \frac{\partial N_{u1}}{\partial x}, \frac{\partial N_{u1}}{\partial x}, ..., 0, \frac{\partial N_{u1}}{\partial x} \\
\frac{\partial N_{u2}}{\partial y}, 0, \frac{\partial N_{u2}}{\partial y}, 0, ..., \frac{\partial N_{u2}}{\partial y} \\
0, \frac{\partial N_{u2}}{\partial y}, \frac{\partial N_{u2}}{\partial y}, ..., 0, \frac{\partial N_{u2}}{\partial y} \end{bmatrix}, \quad (17)
$$

$$
\left( \frac{dR}{d\tau} \right)^e = \frac{\partial}{\partial \tau} \begin{bmatrix} C^e(u) + K_{11}' & K_{12}' \end{bmatrix} \cdot \begin{bmatrix} [u]^e \\
0 \end{bmatrix}, \quad (18)
$$
\[
\frac{\partial}{\partial \tau} C^e(u) = \rho \int_{\Omega_p} N_a^T D_a^T T_e \frac{\partial B_u}{\partial \tau} J d\Omega + \rho \int_{\Omega_p} N_a^T D_a^T T_e B_u \frac{\partial J}{\partial \tau} d\Omega,
\]
\[
\frac{\partial}{\partial \tau} K_{e11} = \mu \int_{\Omega_p} \left( \frac{\partial B_u}{\partial \tau} \right)^T T_k B_u J d\Omega + \mu \int_{\Omega_p} B_u^T T_k \frac{\partial B_u}{\partial \tau} J d\Omega + \mu \int_{\Omega_p} B_u^T T_k B_u \frac{\partial J}{\partial \tau} d\Omega,
\]
\[
\frac{\partial}{\partial \tau} K_{e12} = \int_{\Omega_p} \left( \frac{\partial B_u}{\partial \tau} \right)^T T_k N_p J d\Omega + \int_{\Omega_p} B_u^T T_k N_p \frac{\partial J}{\partial \tau} d\Omega,
\]
\[
\frac{\partial}{\partial \tau} K_{e21} = \frac{\partial}{\partial \tau} (K_{e12}^T),
\]
where \(\Omega_p\) is the parent element in parametric coordinates and \(J\) is the Jacobian matrix.

5 | OPTIMIZATION PROCEDURE

The solution procedure for the presented optimization solution is summarized as:

**Step 1** Establish a DSC geometric FE model and setup optimization parameters.

**Step 2** Solve the primary problem Eq. (7).

**Step 3** Solve the adjoint problem Eq. (13).

**Step 4** Evaluate the shape gradients using Eq. (11).

**Step 5** Solve the optimization problem using the Method of Moving Asymptotes \(^{38}\).

**Step 6** Update the position of all designable nodes and perform local mesh adaption to guarantee mesh quality.

**Step 7** Repeat steps 2-7 until convergence.

Details regarding **Step 6** can be found in reference \(^{15}\).

6 | NUMERICAL EXAMPLES

6.1 | Football design problem under Stokes flow

The first example revisits a benchmark shape optimization problem of designing an optimized profile of minimum drag under Stokes flow \(^{39}\) Fig. 3(a) illustrates the problem setup, where an infinite flow with a density value \(\rho = 0.0\) enters a rectangular design domain from the left inlet with a uniform velocity of \(u_x = 1, u_y = 0\) and exits from the right edge with the same velocity. The top and bottom boundaries are non-penetrating slip walls imitating periodicity while the designable obstacle boundary is assumed to be no-slip. The optimization problem is to minimize the viscous dissipated energy subject to a volume constraint on

\(^{2}\)The units are non-dimensional for all the examples in this paper.
TABLE 1 Statistics of the football design example in Fig. 3

<table>
<thead>
<tr>
<th>Optimization Cases</th>
<th>Viscous energy dissipation</th>
<th>Volume ratio of impermeable regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial guess I</td>
<td>24.0</td>
<td>0.25</td>
</tr>
<tr>
<td>Optimized design I</td>
<td>5.1</td>
<td>0.10</td>
</tr>
<tr>
<td>Initial guess II</td>
<td>78.9</td>
<td>0.25</td>
</tr>
<tr>
<td>Optimized design II</td>
<td>5.1</td>
<td>0.10</td>
</tr>
<tr>
<td>Initial guess III</td>
<td>36.8</td>
<td>0.11</td>
</tr>
<tr>
<td>Optimized design III</td>
<td>5.1</td>
<td>0.10</td>
</tr>
</tbody>
</table>

the solid region:

\[
\max_{\tau} \Phi(\tau) = u^\top K_{11} u, \\
\text{s.t.} \quad \frac{V_f(\tau)}{V^*_f} - 1 \leq 0, \\
\begin{bmatrix}
K_{11} & K_{12} \\
K_{21} & 0
\end{bmatrix}
\begin{bmatrix}
u \\ p
\end{bmatrix} =
\begin{bmatrix}
F_f \\
0
\end{bmatrix}, \\
\tau_{\min} \leq \tau \leq \tau_{\max},
\tag{20}
\]

where \(V_f\) and \(V^*_f\) are the current and the target volume of fluid inside the design domain, respectively. \(\tau_{\min}\) and \(\tau_{\max}\) are the move limits of design variables. In the current example, the upper fluid volume ratio is set as \(V^*_f = 0.9 V_D\) where \(V_D = L^2\) is the total volume of the rectangular design domain. Other parameters are set as: \(L = 600\) and dynamic viscosity \(\mu = 1 \times 10^{-3}\).

Figs. 3(b-g) present three optimization cases, where (b-d) are the initial designs and (e-g) are the corresponding optimized results. The colors represent velocity magnitude. Although started with different topologies and discretizations, all three cases end up with the same geometry and equivalent performance. The data of the energy dissipation as well as the volume ratio are recorded in Table 1. In addition, the optimized design possesses two 90° angles at front and rear edges, which agree with the conclusions by Pironneau’s work. Fig. 4 depicts the optimization process for the five-obstacle initial guess, where the topological changes are clearly shown. First, the center obstacle disappears; then the remaining four merge two and two; and eventually, small mesh non-symmetries favour one obstacle instead of two and hence the design process converges to the well know global “football” minimum. This example demonstrates that the DSC approach is capable of generating explicit and optimized geometry through shape morphing as well as topological alteration. In addition, Fig. 5 shows the corresponding convergence curve, in which the jumps in the cost function (red solid line) are due to the topological changes. However, although different initial guesses shown above resulted in the same optimized solution, the problem is not convex and hence is generally dependent on the initial design. The optimized solution may hence be a local minimum as common for all other shape and topology optimization methods.

6.2 Fluid-channel design problem under Stokes and Navier-Stokes flow

The second example demonstrates the layout of a fluid channel subject to flows of different Reynolds numbers. Fig. 6(a) illustrates the problem definition, where a fluid enters the design domain (brown color) horizontally from the inlet at the top left corner and exits from the outlet modelled as an open boundary at the bottom right corner. The extended regions (white color) at the inlet and the outlet are non-design domains. A no-slip boundary condition is assumed for all the internal boundaries. The flow at the inlet has a parabolic velocity profile with zero velocity at both ends and the maximum \(u_{\max}\) in the middle. The dimensions of the domain are the same as in the previous example.

In order to obtain energy-efficient pipe designs, the same optimization problem as in the previous example that minimizes the dissipated energy s.t. a fluid volume constraint is first investigated. The upper volume limit of fluid inside the design domain is set to \(V^*_f = 0.27 V_D\), where \(V_D = L^2\) and \(L = 120\). Starting with an initial design as shown in Figs. 6(b-e), which contains a circular impermeable region and fluid with volume \(V_f = 0.42 V_D\) in the design domain, four different flow velocities are considered and the corresponding optimized designs are given in Figs. 6(f-i). Case I is for Stokes flow with \(\rho = 0.0\) and \(u_{\max} = 0.5\) and the
FIGURE 3  Shape optimization of a Stokes-flow problem: (a) problem definition (non-design domain in blue color) (b-g) each column presents the initial guess and the corresponding optimized design. The color is plotted for the magnitude of fluid velocity and the color scale is [0, 3]

optimized design in Fig. 6(f) shows a straight channel connecting the inlet and outlet, for which the energy dissipation is 1.49. For Case II to IV, the inertial effect of the fluid are considered by assuming the same density value $\rho = 1 \times 10^{-3}$ but with different flow velocities at the inlet. As the velocity is increased from (case II, $Re = 60$) $u_{\text{max}} = 0.5$ over (case III, $Re = 360$) $u_{\text{max}} = 3$ to (case IV, $Re = 600$) $u_{\text{max}} = 5$, the flow in the initial chamber bends with increasing curvature whilst the optimized geometries shown in 6(g-i) follow the same trend. The energy dissipation for the three designs are 1.57, 72.7 and 266 respectively.

The cross-evaluation of the optimized and the initial designs under different flow conditions are recorded in Tab. 2. Comparing the optimized Case I to IV, each pipe optimized for a particular flow condition behaves the best, i.e. has the least energy dissipation, compared to the others when evaluated at the same condition.

\[3\]The Reynolds numbers are calculated based on the reference length $L = 120$, the width of the inlet and $\bar{u} = u_{\text{max}}$. 
The optimized results are further used as the initial guesses for minimization of energy dissipation, this time without an active volume constraints. The optimization results and data are given in Fig. 7 and Tab. 3 respectively. For the case of Stokes flow shown in Fig. 7(a), the optimized chamber almost occupies the entire design domain and the volume ratio is 0.97. By increasing the velocity of the Navier-Stokes flow from $u_{\text{max}} = 0.5$ to $u_{\text{max}} = 5.0$, corresponding to the previous study, the channels shown in Figs. 7(b-d) become narrower. The performance of the optimized designs without volume constraints are better than all the designs considered in the previous study, as seen from Tab. 2 and Tab. 3.

This study reveals that for high-Re flow (Case IV), it is more energy efficient to pass through a narrow channel than a wide chamber, since the former prevents undesirable and strong flow recirculation as that appearing in the latter. Oppositely, low-Re flow (Case I) can pass through a chamber with almost no recirculation. It prefers a chamber-like design with less energy loss than a narrow channel due to smaller wall-friction.

### 6.3 Fluid switch design problem

A fluid-switch is a passive fluid control device, which is designed to divert different flows to desirable outputs by leveraging the inertia force. In this section, the proposed approach is applied to design such a device. The problem setup is inspired by an earlier work and is illustrated in Fig. 8 where two different flows with the same velocity but different densities are considered. The flows enter the inlet with a parabolic velocity profile, with maximum velocity 1. The two flows have densities of $\rho_1 = 1 \times 10^{-3}$
FIGURE 6 Fluid-channel design problem: (a) problem definition; (b–g) (from the left column to the right) the initial guess and the corresponding optimized design for (I) Stokes flow $u_{\text{max}} = 0.5$; (II) Navier-Stokes flow $\rho = 1 \times 10^{-3}, u_{\text{max}} = 0.5$; (III) Navier-Stokes flow $\rho = 1 \times 10^{-3}, u_{\text{max}} = 3$; (IV) Navier-Stokes flow $\rho = 1 \times 10^{-3}, u_{\text{max}} = 5$. Colors indicate fluid velocity magnitude and the color scales are (from the left column to the right) [0, 0.5], [0, 0.5], [0, 3.0] and [0, 5.0], respectively.

and $\rho_2 = 5 \times 10^{-5}$, respectively. They are referred to as the high- and low-$Re$ flow, respectively in the following discussion. The design goal here is to find an optimized geometry in the design domain (in brown color), which facilitates the high-$Re$ flow exiting through outlet 2 and the low-$Re$ flow through outlet 1. Both of the outlets are modeled as open boundary conditions. An
### TABLE 2 Cross-check for the fluid-channel problem in Fig. 6

<table>
<thead>
<tr>
<th>Viscous energy dissipation for Stokes flow, ( u_{\text{max}} = 0.5 )</th>
<th>Viscous energy dissipation for Navier-Stokes flow, ( u_{\text{max}} = 0.5 )</th>
<th>Viscous energy dissipation for Navier-Stokes flow, ( u_{\text{max}} = 3 )</th>
<th>Viscous energy dissipation for Navier-Stokes flow, ( u_{\text{max}} = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial design</td>
<td>1.4</td>
<td>1.7</td>
<td>158.5</td>
</tr>
<tr>
<td>Design I</td>
<td><strong>1.49</strong></td>
<td>1.61</td>
<td>95.4</td>
</tr>
<tr>
<td>Design II</td>
<td>1.51</td>
<td><strong>1.57</strong></td>
<td>81.3</td>
</tr>
<tr>
<td>Design III</td>
<td>1.63</td>
<td>1.66</td>
<td><strong>72.7</strong></td>
</tr>
<tr>
<td>Design IV</td>
<td>1.70</td>
<td>1.73</td>
<td>73.8</td>
</tr>
</tbody>
</table>

### FIGURE 7 Optimized designs without volume constraints: (I) Stokes flow \( u_{\text{max}} = 0.5 \); (II) Navier-Stokes flow \( \rho = 1 \times 10^{-3} \), \( u_{\text{max}} = 0.5 \); (III) Navier-Stokes flow \( \rho = 1 \times 10^{-3} \), \( u_{\text{max}} = 3 \). Colors indicate fluid velocity magnitude and the color scales are (from the left to the right) [0, 0.5], [0, 0.5], [0, 3.0] and [0, 5.0], respectively.

### TABLE 3 Statistics of the optimized pipe design in Fig. 7 (without volume constraints)

<table>
<thead>
<tr>
<th></th>
<th>Design I</th>
<th>Design II</th>
<th>Design III</th>
<th>Design IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viscous energy dissipation</td>
<td>0.75</td>
<td>0.96</td>
<td>62.0</td>
<td>239.7</td>
</tr>
<tr>
<td>Volume ratio of fluid in design domain</td>
<td>0.97</td>
<td>0.68</td>
<td>0.37</td>
<td>0.30</td>
</tr>
</tbody>
</table>

The optimization problem aiming at maximum the outflow at each exit, respectively, can be formulated as:

$$
\begin{align*}
\max_{\tau} : \quad & C(\tau) = \int_{\Gamma_h} \mathbf{u}_h \cdot \mathbf{n} \, d\Gamma + \int_{\Gamma_l} \mathbf{u}_l \cdot \mathbf{n} \, d\Gamma \\
\text{s.t.} : \quad & \frac{\mathbf{u}_h^T \mathbf{K}_{11} \mathbf{u}_h}{\alpha \Phi_0} - 1 \leq 0, \\
& \frac{\mathbf{V}(\tau)}{\mathbf{V}^*} - 1 \leq 0, \\
& [C(\mathbf{u}_h) + \mathbf{K}_{11}, \mathbf{K}_{12}] [\mathbf{u}_h, \mathbf{p}_h] = [\mathbf{F}_h], \\
& [C(\mathbf{u}_l) + \mathbf{K}_{11}, \mathbf{K}_{12}] [\mathbf{u}_l] = [\mathbf{F}_l].
\end{align*}
$$

(21)
where $u_h$ and $u_l$ denote the velocity of the high- and low-$Re$ flow cases, respectively. In the above formulation, the first constraint restricts the viscous energy dissipation for the high-$Re$ flow, where $\Phi_0$ denotes the viscous energy dissipation of the initial guess and $\alpha$ is an application dependent ratio. The second constraint is on the volume of the fluid region, which helps generate a pipe-like design\cite{50}. Other parameters are the same as the previous examples.

![Diagram](image)

**FIGURE 8** Problem definition of the fluid-switch design

Fig. 9 shows a reference fluid-switch design and the corresponding profiles of both high- and low-$Re$ flows. The magnitude of the fluid velocity and the flow direction are plotted in Figs. 9(a-d), respectively. The outward fluid velocity profiles at each outlet for different flow cases are plotted in Fig. 9(e). For the high–Re case (Load 1), flow recirculation is observed at the outlet and thus there is fluid both entering and exiting from the open boundary. The total amount of flow for each outlet is recorded in Table 4. For the reference switch, 65.4% of the high-$Re$ flow is diverted to outlet 2 and 76.1% of low-$Re$ flow exits from outlet 1. Before presenting the optimized designs for the fluid switch problem, a potential drawback of the DSC based shape and topology optimization framework appearing for more complex fluid design problems needs to be addressed.

### 6.3.1 Sharp features and the need for regularization

The fluid switch design problem is first optimized based on the initial guess shown in Fig. 9. The dissipation term $\alpha$ is set to $\alpha = 1.5$ and the upper volume fraction $V^+$ equals that of the reference design. Preliminary studies reveal a boundary instability issue as illustrated in Fig. 10, where a needle-like feature appears during the optimization process. The needle guides most of the incoming fluid of the high-$Re$ case to outlet 2 by inducing a strong recirculation near outlet 1 such that additional flow enters the domain from the open boundary outlet 1. Hence it further contributes to the objective value which can be seen quantified in Table 4. However, the needle feature is unstable as it will gradually become thinner and thinner until it eventually is removed by a DSC mesh update due to element degeneration. Since the needle is beneficial for directing the high-$Re$ flow to outlet 2, it will start to form again once it has been removed. Such feature loss and reappearing will keep repeating, resulting in a non-convergent optimization process.

Partly, the problem is due to a competition between the objective function and the minimum length-scale introduced by the DSC approach. However, more importantly, local flow features are not sufficiently accurately captured around a needle-like feature described by one finite element. Hence, as described so far, the DSC approach is unable to prevent mesh-related,

---

*The length of the arrows is not proportional to the magnitude of the velocity.*
6.3.2  Boundary smoothing

The use of filtering in shape optimization is known as an effective way to obtain meaningful results with controllable smoothness of the optimized geometries. It helps avoiding numerical deficiencies, such as jagged boundaries due to the approximation errors of the FE analysis. For the FE based shape optimization, where the exterior nodes of a computational grid are designable, one can employ consistent or inconsistent filtering schemes known from the literature. The former corresponds to algorithms where the design sensitivities are obtained by differentiating the design responses w.r.t. actual design variables via the chain rule. The latter refers to heuristic “sensitivity filtering” approaches, for which a smoothed version of the consistent sensitivity values are leveraged for shape deformation. Implementation of consistent filtering usually utilizes two separate meshes as in [13], where the nodes of a parent mesh are the design variables and a child mesh represents the actual geometry. The latter is based on filtering the nodal position of the parent mesh. As a result, the actual geometry has a smoothed boundary and a consistent sensitivity analysis can be carried out. Another approach is by using a convex-hull based parameterization as implemented in [12], where a consistent sensitivity w.r.t. the designable control points is derived via the chain rule. Apart from the consistent scheme, it is possible to only restrict the nodal update as an average of that of its neighbors [12]. However, it may lead to an inconsistent optimization and the optimality can hardly be verified. With the DSC method, considering the fact that the topology (element connectivity) of the mesh is continuously changing during the optimization process by local mesh adaption, it is impractical to have two separate meshes as in [13] or have an extra parameterization for the boundary nodes as in [12], because inversely calculating a parent mesh or a parameterization is non-trivial whenever the mesh changes. Hence, a new regularization scheme is proposed as follows, which operates only on one set of boundary nodes.

The new regularization scheme is based on applying a filtering matrix $M$ over the original DSC updating scheme Eq. [1]. The new node updating scheme is given as:

$$\tilde{w}_{\text{new}} = M \cdot w_{\text{new}} = M \cdot (\tilde{w}_{\text{old}} + \Delta \tilde{w}) ,$$  

(22)

where

$$\Delta \tilde{w}_i = \tau_i n_i .$$  

(23)

For node $i$, each item of $M_{ij} (j = 1 : n)$ in the filter matrix represents the filtering impact from its neighbor node $j$ whose value is defined according to its chord distance along the interface:

$$M_{ij} = \frac{\exp(-\text{dist}(x_j - x_i)^2/r^2)}{\sum_{j \in N_i} \exp(-\text{dist}(x_j - x_i)^2/r^2)} ,$$  

(24)

where $r$ is the radius of the filter and the set $N_i = \{x|\text{dist}(x - x_i) < r\}$ covers the region of interest for smoothing. Essentially, this scheme filters the nodal positions of a mesh rather than the nodal update, as shown in Fig. [11]. It has the same smoothing effect as the “shape filtering” proposed by [13] but differently, it operates only on one boundary curve which serves both as the design variable and representing the actual boundary.

With this filtering scheme, a consistent sensitivity analysis for a general functional $f(\tilde{w}_{\text{new}})$ w.r.t. the design variable $\tau_i$ is given as:

$$\left. \frac{df(\tilde{w}_{\text{new}})}{d\tau_i} \right|_{r=0} = \left. \frac{df(M \cdot \tilde{w}_{\text{old}} + M \cdot \Delta \tilde{w})}{d\Delta \tilde{w}_i} \right|_{r=0} \cdot \frac{d\Delta \tilde{w}_i}{d\tau_i} = \left. \frac{df(M \cdot \tilde{w}_{\text{old}} + M \cdot \Delta \tilde{w})}{d\tilde{w}_i} \right|_{r=0} \cdot n_i .$$  

(25)

The above equation implies that in order to perform sensitivity analysis for the regularized scheme in each design iteration, an intermediate shape defined by $w^* = M \cdot \tilde{w}_{\text{old}}$ (for $\tau = 0$) must be first formed and the associated design responses need to be evaluated. Invoking additional function evaluation at this intermediate shape is a drawback of the proposed scheme due to the extra computational cost. However, the proposed regularization scheme turns out to be suitable for DSC-based shape optimization and it is effective in yielding converged designs for more complex flow problems.

6.3.3  Optimization results with regularization

With the proposed regularization scheme, the fluid-switch optimization problem is solved with a dissipation term $\alpha = 1.5$ while the upper volume fraction $V^*$ is equal to that of the reference design. The optimized switch design I is shown in Fig. [12] which
### TABLE 4 Percentage of net flow exiting each outlet for different fluid switch designs

<table>
<thead>
<tr>
<th></th>
<th>High-(Re), outlet 1</th>
<th>High-(Re), outlet 2</th>
<th>Low-(Re), outlet 1</th>
<th>Low-(Re), outlet 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial guess</td>
<td>34.6%</td>
<td>65.4%</td>
<td>76.1%</td>
<td>23.9%</td>
</tr>
<tr>
<td>Switch design with sharp feature</td>
<td>0.0%</td>
<td>100%</td>
<td>89.0%</td>
<td>11.0%</td>
</tr>
<tr>
<td>Switch design I</td>
<td>2.0%</td>
<td>98.0%</td>
<td>92.7%</td>
<td>7.3%</td>
</tr>
<tr>
<td>Switch design II</td>
<td>7.3%</td>
<td>92.7%</td>
<td>91.0%</td>
<td>9.0%</td>
</tr>
</tbody>
</table>

exhibits a smooth boundary and a better performance than the reference design. Nearly 98.0% of the high-\(Re\) flow and 92.7% of low-\(Re\) flow are diverted to the desirable outlets, respectively. If the constraint on the energy dissipation is tightened to \(a = 1.0\), the second optimization result switch II shown in Fig. 13 comprises an enlarged channel. As a result, 92.7% of the high-\(Re\) flow and 91.0% of low-\(Re\) flow are guided to the desirable outlets, which is slightly worse than that of the design I. No boundary instability issues are observed in these two optimizations with the added regularization.

For the fluid switch design example, constraining the viscous dissipation energy turns out to be an indirect but effective approach to control the length scale for the fluid channel design. Without such a restriction employed, a extremely narrow channel can appear to guide more flow to outlet 2 for the high-\(Re\) load and thus further improve the objective value. However, it may cause computational difficulties since the fluid velocity and the local Reynolds number increase when the channel shrinks. Therefore, properly constraining the dissipation energy is important to ensure a meaningful channel design.

### 7 CONCLUSIONS

In this work, numerical shape optimization of 2D fluid-flow problems is advanced by employing the DSC method. Particularly, the developed methodology allows shape optimization combined with topological changes. Optimized geometries are obtained for problems of low to moderate Reynolds numbers. The solution offers great flexibility for flow channel design and related applications for shape optimization, as it can handle large boundary deformations efficiently. Particularly, the geometry in an explicit format can facilitate subsequent CAD transfer to parametric models. For simple energy dissipation problems, obtained solutions appear to be stable without additional regularization. For more complex objective functions, a new regularization scheme is effective in suppressing sharp features and ensuring converged designs, at the cost of the need to introduce an intermediate geometry to be formed and an additional finite element analysis. Essentially, the boundary smoothing proposed in this paper regularizes the optimization problem and generally helps the DSC based shape optimization process converge in a more stable way than the original solution. It is hence generally advised to implement the regularization in order to alleviate oscillations in the convergence and improve it if the optimization problem is sensitive to boundary changes. Indeed, a lot of work has been done for shape optimization of fluids in the past and new on-going efforts are devoted to xFEM and cutFEM methods that try to avoid remeshing. The approach presented here shows that local mesh adaption can be effective in obtaining clear and optimized shape of fluids. Future work will consider the extension to 3D. Although surely non-trivial, the extension seems straightforward and can be built on already developed 3D code for the elasticity problem.
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FIGURE 9 Initial switch design: (a,c) high $Re$ flow; (b,d) high $Re$ flow; (e) fluid velocity in Y-direction at the outlets (Load 1, high $Re$ flow; Load 2, low $Re$ flow). The color scale for the magnitude of fluid velocity is $[0.0, 1.63]$. 
FIGURE 10 An intermediate switch design without using regularization: (a) flow velocity; (b) flow direction. The color scale for the magnitude of fluid velocity is the same as that in Fig. 9.

FIGURE 11 DSC update with regularization: the final boundary $\tilde{w}^{\text{new}}$ is smoothed after each update.
FIGURE 12 Optimized switch design I with a relaxed constraint ($\alpha = 1.5$) on the flow dissipation under high the Re flow: (a,c) high $Re$ flow; (b,d) high $Re$ flow; (e) fluid velocity in Y-direction at the outlets (Load 1, high $Re$ flow; Load 2, low $Re$ flow). The color scale for the magnitude of fluid velocity is the same as that in Fig. 9.
FIGURE 13 Optimized switch design II with a tight constraint ($\alpha = 1.0$) on the flow dissipation under high the $Re$ flow: (a,c) high $Re$ flow; (b,d) high $Re$ flow; (e) fluid velocity in $Y$-direction at the outlets (Load 1, high $Re$ flow; Load 2, low $Re$ flow). The color scale for the magnitude of fluid velocity is the same as that in Fig. 9.