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Abstract 

The work described in this thesis concerns accurate dimensional measurements per-

formed in a production environment with particular focus on injection moulded polymer 

parts. The work has encompassed the development of probing solutions to be implement-

ed with the new method of Dynamic Length Metrology (DLM) introduced by DTU Me-

chanical Engineering. 

 

A state of the art review on the topic of accurate dimensional measurement outside a 

temperature and humidity controlled metrology laboratory (directly in production envi-

ronment) has been carried out, with particular focus on traceability and measurement 

uncertainty of length measurement technologies and temperature sensors. 

 

Experimental investigations on non-conventional probing systems have been per-

formed with focus on assessing the uncertainty in DLM applications. The uncertainty 

contribution of the probing force of contact measurements is studied in devices with pas-

sive and active force application system. A cutting-edge interferometric system with wide 

absolute measurement range is investigated as an alternative to contact devices. Infrared 

thermography is studied as a valid non-contact system for measuring non-uniform tem-

perature fields; measurements from a thermal imager are compared with reference meas-

urements performed using a RTD contact sensor. 

 

Methods for the concurrent acquisition of data for dimensions, temperature, forces, 

humidity, etc. over time, dynamically, have been investigated, and probing solutions de-

veloped. Probing solutions involve both the measurement operation as well as the data 

analysis. An innovative solution for elastic deformation compensation is proposed using a 

measuring device with active force control. The effect of temperature is investigated on 

polymer parts replicating the thermal conditions after injection moulding. The compensa-

tion of thermal effects is implemented through the definition of an apparent coefficient of 

thermal expansion from the analysis of length and temperature information. A study on 

the optimal measuring time, regarding starting time and measurement period, is per-

formed. A highly non-uniform temperature field on the workpiece allows the study of the 

influence of the sensor location on the measurement results. The investigations on hygro-

scopic swelling involve study on polymer parts in saturated conditions to verify the rela-

tionship between moisture absorption, dimensional expansion and ambient relative hu-
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midity. Subsequently the focus is moved on the transient state typical of the post-

production period of injection moulded parts. A strategy for compensation of hygroscopic 

swelling is then proposed. 

 

An optical solution using a vision system with integrated 2d reference grid has been 

proposed to provide fast and traceable length measurement. The integration of the refer-

ence artefact in the measuring system provides direct traceability with uncertainties ideal-

ly independent from the measured dimension. The methodology involves image pro-

cessing with edge detection routines which have been studied and optimized using an 

artefact with ideal edges. The solution is then validated on an industrial polymer part. 

A novel method based on digital image correlation (DIC) has been proposed for pro-

ducing transient displacement data. The influence on the accuracy of different computa-

tional choices and of the surface appearance of the measured workpiece has been assessed 

using a industrial ABS part. The benefits of the method applied to DLM measurements 

have been verified. 

 

Finally an industrial POM part produced by injection moulding has been investigated 

in an industrial environment using the DLM method. Dimensional instabilities due to 

temperature, moisture absorption and residual stresses are analysed in a preliminary 

study. A set of probing strategies to consider the abovementioned factors has been devel-

oped and validated with a comparison between DLM prediction and reference measure-

ments carried out under controlled conditions in a metrology laboratory. 
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Resume 

Arbejdet beskrevet i denne afhandling vedrører højpræcision dimensionsmålinger ud-

ført i et produktionsmiljø med særlig fokus på sprøjtestøbte polymerdele. Arbejdet har 

omfattet udviklingen af en metode til taktil opmåling, der skal implementeres med den 

nye metode ”Dynamic Length Metrology” (DLM), der introduceres af DTU Mekanik. 

 

En gennemgang af nyeste teknologi vedrørende højpræcision dimensionsmålinger 

uden et temperatur- og fugtighedskontrolleret metrologi laboratorium (direkte i produkti-

onsmiljø) er blevet udført, med særlig fokus på sporbarhed og måleusikkerhed af længde 

opmåling og temperaturfølere. 

 

Eksperimentelle undersøgelser af ikke-konventionelle taktile måle metoder er blevet 

udført med fokus på at vurdere usikkerheden i DLM applikationer. Usikkerhedsbidraget 

fra kontaktkraften ved taktil opmåling studeres i systemer med passiv og aktiv kraftpå-

virkning. Et banebrydende interferometrisk system med bredt absolut måleområde under-

søges som et alternativ til taktil opmåling. Infrarød termografi studeres som et gyldigt 

ikke-kontakt system til måling af ikke-ensartede temperaturfelter; målinger fra et termisk 

billede sammenlignes med referencemålinger udført ved hjælp af en RTD kontaktføler. 

 

Metoder til dynamisk indsamling af data omkring dimensioner, temperatur, kræfter, 

fugtighed osv. er blevet undersøgt, og den taktile måleteknik er blevet udviklet. Taktile 

måleteknikker involverer både selve måleoperationen såvel som dataanalysen. En innova-

tiv løsning til elastisk deformationskompensation er foreslået ved hjælp af en måleanord-

ning med aktiv kraftstyring. Temperatureffekten på polymerdele undersøges, ved at de 

termiske tilstande efter sprøjtestøbning efterlignes. Kompensationen for den termiske 

virkning gennemføres ved at definere en tilsyneladende termisk ekspansionskoefficient 

fra analysen af længde- og temperaturinformation. En undersøgelse af den optimale måle-

tid vedrørende starttid og måleperiode udføres. Et meget uensartet temperaturfelt på em-

net gør det muligt at undersøge hvordan placeringen af sensoren influerer måleresultatet. 

Undersøgelserne vedrørende hygroskopisk hævelse indebærer undersøgelse af polymer-

dele i mættede forhold for at verificere forholdet mellem fugtabsorption, dimensional 

ekspansion og ambient relative luftfugtighed. Derefter flyttes fokus til den transiente til-

stand, der er typisk for postproduktionsperioden af sprøjtestøbte emner. Der foreslås der-

efter en strategi for kompensation for hygroskopisk hævelse. 
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En optisk løsning, der anvender et visionssystem med integreret 2d-referencegitter, er 

blevet foreslået for at tilvejebringe hurtig og sporbar længdemåling. Integrationen af refe-

rencegenstanden i målesystemet giver direkte sporbarhed med usikkerheder, der er ideelt 

uafhængige af den målte dimension. Metoden indebærer billedbehandling med kantdetek-

teringsrutiner, som er blevet undersøgt og optimeret ved hjælp af en artefakt med ideelle 

kanter. Den optiske løsning er herefter valideret på et industriel polymeremne. 

En ny metode baseret på ”Digital Image Correlation” (DIC) er blevet foreslået til 

fremstilling af transient forskydningsdata. Indflydelsen på nøjagtigheden af forskellige 

beregningsmæssige valg og overfladen af det målte emne er blevet vurderet ved anven-

delse af et industrielt ABS-emne. Fordelene ved metoden anvendt til DLM målinger er 

blevet verificeret. 

 

Endelig er et industrielt POM-emne fremstillet ved sprøjtestøbning blevet undersøgt i 

et industrielt miljø ved anvendelse af DLM-metoden. Dimensionelle ustabiliteter på 

grund af temperatur, fugtabsorption og restspændinger analyseres i en indledende under-

søgelse. Et sæt taktile opmålings strategier er blevet udviklet med henblik på førnævnte 

faktorer og valideret med en sammenligning mellem DLM-forudsigelse og referencemå-

linger udført under kontrollerede betingelser i et metrologi laboratorium. 
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Introduction and objectives 

 Industrial needs and background 1.1

Modern manufacturing constantly faces new challenges to maintain competitiveness 

and to accommodate the market needs. In the case of mass production, manufacturing 

technologies must guarantee fast and high output volumes and at the same time limit the 

scrap rate to minimize costs. 

Material traditionally used for precision components, such as steel and brass, have 

been replaced in many cases by dimensionally less stable materials such as polymers, 

both for functionality reasons, polymers are lighter than metals, and for manufacturing 

reasons, they are faster and cheaper to produce. Polymer parts are to a great degree pro-

duced by injection moulding. This process is characterized by low process variation and 

high production rates therefore it is very suitable for mass production of precision com-

ponents. Examples of precision components made with injection moulding are medical 

devices, gears and pumps. 

Geometrical tolerances are often reduced to ensure reliable final products. Conse-

quently, measuring equipment used to assess product conformity must guarantee lower 

and lower measurement uncertainties in order to meet the general rule of thumb in me-

trology where the measuring uncertainty should be one tenth of the tolerance.  

The role of metrology in the modern industrial context is crucial for maintaining high 

quality and reducing scrap rate. Metrology is a necessary tool for acquiring information 

and transferring knowledge at any step of the product life-cycle from the product devel-

opment to the final production [1]. Figure 1.1 illustrates the central role of metrology as 

the link between design, manufacture and function of a product [2]. 

Despite the established importance of metrology in manufacturing the benefits of the 

implementation of metrology in production are not easily noticeable. Benefits include 

improvement in the development of product and process, improvements of the production 

process with in line measurements and closed-loop control and improvement of the prod-

uct functionality through a better characterization [3]. 
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Nevertheless the costs related to metrological facilities are easily accounted causing 

companies to reconsider investments for metrology. Thus the reduction of metrology 

related costs is crucial both to limit the unitary costs of a single product and to ensure an 

adequate diffusion of metrology in the manufacturing field. 

 

 

 

Figure 1.1 Central role of metrology in modern manufacturing [2]. 

 

 

Metrology dedicated to production can be divided into two main categories depending 

on the location of the measurement activity. The first category consists of production 

floor measurement performed on the premises of the production line. These types of 

measurements are typically fast and simple, such as a two point length or diameter, often 

performed with manual instruments (Figure 1.2). The main advantage of this category is 

that, in the instance of an out-of-tolerance production, the process can be quickly adjusted 

to restore conformity. On the other hand measurements performed in such conditions, i.e. 

non-controlled environment, presence of contaminants, untrained operator, lead to less 

accurate results. Whenever higher accuracies are required, for instance in the case of veri-

fication of tight tolerances, the measurements must be performed in a dedicated metrolo-

gy facility. In this second category the part to be measured must be transferred to a con-

trolled environment and stored for the time necessary to guarantee complete acclimatiza-

tion, namely the state where the part reaches a uniform condition of equilibrium with the 

ambient. It is common practice to wait for one day (24 hours) before performing the 

measurement. Controlled environment facilities usually consist of metrology laboratories 

where temperature and often humidity are kept stable within narrow ranges. ISO standard 

1[4] fixes the reference temperature at 20 °C and divides the metrology laboratory in 

classes according to the ambient temperature interval. Typically in industrial facilities the 

temperature is kept slightly higher than 20 °C and within an interval of ±1-2 °C for the 

comfort of the operators. Reference value for relative humidity is usually 50 % [5] and a 

typical variation interval is ±15 %. Metrology laboratories are generally cleaner than the 

production floor limiting the effect of contaminants. Moreover, in metrology laboratories, 

only qualified operators perform the measurements reducing the contribution of the oper-
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ator to the final measurement uncertainty Figure 1.2 c. Hence a metrology laboratory 

allows achieving more accurate measurement with the disadvantage of costs and overall 

measuring time, Table 1.1. 

 

 

Table 1.1: Difference between shop floor and laboratory metrology. 

Measurement in production floor Measurements in metrology laboratory 

Fast and simple measurements 

Fast response for process control 

Untrained operator 

Non controlled ambient conditions 

Presence of contaminants 

Both simple and complex measurements 

Need for acclimatization time 

Trained operator 

Controlled conditions 

High level of cleanness 

 

 

To accommodate the need of reducing metrology costs, dimensional and quality con-

trol is more and more assigned to production floor measurements. Besides, measurements 

in production provide outcomes in an immediate period of time after the production pro-

cess allowing faster process control than measurements in dedicated metrology facilities. 

On the other hand production floor measurements face a higher uncertainty due to the 

environment conditions, which affect to a greater degree relatively less stable materials, 

such as polymers. As opposed to metals and ceramic materials, polymers have poor di-

mensional stability, particularly immediately after production, since they are highly af-

fected by environmental conditions and are subjected to time dependent deformations 

attributable to residual conditions from the production process. They therefore require a 

further stabilization time to assimilate these time dependent post-production instabilities 

as well as an acclimatization time. All in all, moving dimensional and quality control 

means developing new measurement systems and methodology able to provide the neces-

sary information to control the production within the given tolerances. 

Speeding up the control validation of the production (avoiding stabilization and accli-

matization time) also means measuring the parts in unstable state when they are still in-

fluenced by the production process conditions, e.g. for injection moulding: higher tem-

perature than ambient, low moisture content, residual stresses. Measurements at this stage 

must also address these influence factors. Traditionally, measurements at non-standard 

conditions make use of systematic error compensation exploiting generic material proper-

ties from data sheets or material properties parameters obtained in additional specific 

tests, not directly performed on the produced parts. 
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a) b) c) 

Figure 1.2 Dimensional metrology can be performed with: a) hand tools ;b) fixtures with gauges [6]; c) 

CMM. 

 

 

The production control and validation is achieved by different technologies (contact or 

non-contact) and measurement set-ups. Coordinate Measuring Machines (CMMs) are 

among the most flexible measuring systems. CMM producers are developing measuring 

solutions specifically meant for shop floor application. These solutions exploit complex 

compensation of thermal effects and vibration insulation. Ad-hoc measurement systems 

are also used when a simple measurand is the production validation parameter. A dedicat-

ed fixture allows simplifying and speeding up the measurement process and at the same 

time keeping the uncertainty and the cost to a minimum. 

A new trend in industry is to implement new technology for increase communications 

and data exchange (Industry 4.0). Similarly in dimensional metrology the research is fo-

cused on improving the result of a measurement by benefitting from information obtained 

with different technologies. This methodology, referred to as data fusion [7], can go from 

the combination of 2 different measurement systems e.g. contact and non-contact in order 

to get the precision of the contact method and the amount of data from non-contact meth-

od or the quantification of the dimensional behaviour of machines during the measure-

ment process. Additional information on the influence parameters at an earlier stage of 

the measurement process would provide accurate information for the validation process. 

A new method, named Dynamic Length Metrology, for achieving a higher degree of in-

formation from a measurement is introduced below. 

 Dynamic Length Metrology 1.2

To address the industrial need for cost reduction and early-stage measurement a new 

measuring methodology called Dynamic Length Metrology (DLM) was conceived by 

DTU [8] [9]. The concept of a DLM measuring unit is depicted in Figure 1.3. In contrast 

to conventional metrology, DLM consists of dimensional measurements under non-

constant conditions when the measuring workpiece is not yet stabilized and acclimatized.. 

Dimensions and all the quantities affecting them are measured concurrently and over time 
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(dynamically). In Figure 1.3 the length of the workpiece is supposed to be affected by 

mechanical stresses (contact force), temperature and humidity (moisture uptake). Tracea-

bility of the measurement is established comparing the measurement of a workpiece to 

the measurement of a reference calibrated artefact. The use of a temperature invariant 

metrology frame and calibrated workpiece is a fundamental aspect of a DLM platform as 

it ensures traceable and accurate measurements even in non-constant and non-standard 

temperature states. The DLM measuring procedure can be divided into three consecutive 

steps. Initially the length sensor is zeroed using the calibrated workpiece, successively the 

required measurements of length and influence factors are concurrently performed. Final-

ly, by applying analytical and numerical calculations, the dimensional instabilities can be 

identified, as well as condition-specific material properties, and the dimensions at any 

conditions can be predicted (Figure 1.4). The DLM measuring concept relies only on 

information acquired during the measurement and does not require previous knowledge 

about the material behaviour. It can be implemented alone or in a hybrid measuring sys-

tem which takes advantage of both DLM and conventional metrology. Table 1.2 com-

pares the requirements for conventional metrology and DLM. The concept of DLM can 

be implemented at different levels in the industrial measuring process: 

 stand-alone unit including sensors and software for use in the production; 

 solution of sensors and software for use with a measuring fixture in the produc-

tion; 

 solution of sensors and software for use with a Coordinate Measuring Machine 

(CMM) or another Coordinate Measuring System (CMS) in the production. 

 

 

 

Figure 1.3 Main elements composing a DLM system: metrology frame and calibrated workpiece ensure 

traceability. 
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Table 1.2: Main requirements in conventional metrology and Dynamic Length Metrology [8]. 

Conventional metrology Dynamic Length Metrology 

Costly temperature controlled facilities 

Long waiting time for part acclimatiza-

tion 

Separate part material characterization 

Directly in production environment 

Reference and multi-sensoring system 

Analytical and numerical modelling 

 

 

 

Figure 1.4 Dynamic Length Metrology: the length at reference condition L0 is estimated from measured 

quantities L in production through the identification of different influence contributors dLi. 

 

 

 The Accurate Manufacture project 1.3

This PhD thesis incorporates work performed as part of the Accurate Manufacture 

project (ACM). The project concerned the development of the innovative concept of 

DLM in collaboration with Danish industries. The goal of the project has been to achieve 

narrow uncertainties for dimensional measurements on parts made of metal as well as less 

stable material, such as polymers, when measured directly in production environment. 

Uncertainties lower than 1 µm for metal parts and lower than 5 µm for polymer parts 

have been selected as target uncertainties. Production environment is considered as an 

environment where temperature and humidity are not controlled and fluctuate from 15 to 

35 °C for temperature and 15 to 70 % for relative humidity. The project focused on parts 
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with dimensions smaller than 250 mm. The project was divided into four working areas 

(Figure 1.5):  

1. A metrological analysis of a selected measuring process for a given part tak-

ing all relevant influence factors and uncertainties into account. 

2. Development of a system for traceably measure over time local displacements 

fields, forces and temperatures on the part in 1. 

3. A modelling tool to predict the thermo-mechanical conditions over time of the 

part in 1, as well as the related uncertainties, using input data from 2. 

4. A data acquisition and software platform which makes use of the results from 

the previous areas, integrated into a measuring unit and validated in a produc-

tion environment. 

This work encompasses working area 2 and to a lesser extent part working areas 1 and 

3. 

 

 

 

Figure 1.5 The Accurate Manufacture project. Four working areas are identified in the development of a 

Dynamic Length Metrology solution. 

 

 

Main partners of the project were two research groups at DTU Mekanik, with compe-

tence in dimensional metrology and simulation respectively, and Metrologic ApS, a Dan-

ish company specialized in quality management and metrology. The Accurate Manufac-

ture project running from May 2014 until March 2018, has received financial support 

from the Innovation Fund Denmark. 

 Task identification 1.4

The DLM concept is a new idea being developed for the first time during the Accurate 

Manufacture project. For establishing a solid guideline for DLM, a wide range of ques-

tions has to be addressed regarding sensoring and probing strategies. DLM requires 

measurements of dimensions and other quantities performed over time. The information 
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from the measurements has to be merged in a solid modelling to predict the dimensions at 

reference conditions. Issues regarding the number and the position of the sensors, the 

acquisition time and rate, and the data fusion strategy have to be solved. 

This thesis encompasses works on probing system selection and their implementation, 

considering contact sensors as well as optical systems, data acquisition, signal condition-

ing, positioning, fixing and articulation of probes. Dimensional instability due to thermal 

effects, moisture uptake, viscoelastic creep and shrinkage are investigated, and uncertain-

ty models for simple and complex parts are developed. The research work has included 

the following main tasks:  

 A thorough review of the state of the art concerning sensoring techniques and 

probing strategies for displacement, forces and temperatures distributions and 

other factors affecting the dimensional measurement uncertainty, traceability of 

sensors and dimensional measurements, and uncertainty models has been carried 

out to produce a base line for the project.  

 A second task has comprised possible methods for the simultaneous acquisition 

over time of necessary data from measuring equipment and components for dy-

namic length measurement. This part includes the study of several types of sen-

sors and the evaluation of the uncertainty connected to probing and signals. 

 Probing solutions have been investigated to determine distributions of displace-

ments, forces and temperatures (among other influence parameters) with particu-

lar focus on accessibility and traceability. Several probing systems have been 

studied, including optical sensors and infrared thermography. Data acquisition 

and signal conditioning to achieve low uncertainty have been investigated along 

with probing strategies for optimum data extraction. 

 Probing systems and fixtures have been also investigated for measurements on 

industrial parts. The higher complexity of measurements on such objects requires 

additional investigations and the consideration of multidimensional models (3D 

models). Uncertainty budgets and estimations have been developed for an indus-

trial case as a final result of the project. 

 Thesis outline 1.5

The structure of this thesis addresses the tasks identified above as follows. 

A broad insight on the subject of industrial dimensional metrology is introduced in 

chapter 2. Contact and optical methods for dimensional measurements are described as 

well as an introduction to factors influencing dimensional measurements. Advantages and 

disadvantages of each measuring method are outlined to draw a framework for the selec-

tion of the most suitable technologies to apply in DLM 

A selection of probing systems and sensors is presented in chapter 3. Contact and non-

contact solutions for dimensional measurements and temperature measurements are in-

vestigated to assess the applicability to a DLM solution. 
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Probing strategies are presented in chapter 4. Issues such as the sampling time and 

frequency and the number of sensors necessary for achieving a target uncertainty are 

tackled in this chapter. The definition of an adequate measuring procedure requires the 

knowledge of the analytical/numerical model used for length prediction. In this chapter 

each influence factor is treated separately and for each of them guidelines for defining the 

measuring strategies are defined. 

In chapter 5 two solutions for measuring surface displacement and absolute dimen-

sions are introduced. These solutions were conceived and developed during the project. A 

laboratory set up is used to validate the methods for conventional and dynamic measure-

ments. 

An industrial case is presented in chapter 6. Knowledge obtained about probing strate-

gies is applied in measurements in production in a Danish company. Plastic products are 

measured just after moulding during a transitory state and dimensions at reference condi-

tions are predicted. Comparison with measurements under reference conditions has vali-

dated the approach. Uncertainties lower than 6 µm were obtained. 

The conclusive chapters summarize findings and outcomes of the thesis. In addition 

future work and suggestions for improvements are outlined. 
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  2

State of the art of accurate meas-

urements in production environ-

ment 

 Influence factors in dimensional metrology 2.1

The output of a dimensional measurement is always influenced by external factors, 

such as, e.g., temperature. It is therefore of fundamental importance to take all the influ-

ence factors into account when providing a measurement result. ISO 14253-2 , from the 

family of ISO standard dealing with Geometrical Product Specification (GPS) presents a 

broad list of factors influencing dimensional measurements (Figure 2.1) divided in cate-

gories including environment, measuring equipment and set up, and measurement object 

[10]. The following section focuses on the factors to consider during the development of a 

DLM methodology. In particular they consist of elements that change over time and af-

fect the dimensions during measurement of the workpiece in industrial environment. 

Many other relevant factors, such as surface texture, influence dimensional measurement 

contributing with static systematic effects and they are omitted in the discussion. 

Both the measured object and the measuring equipment can change their properties 

under different external conditions. While the dimensional instability of the workpiece 

represents the objective of the measurement procedure in DLM, the instabilities related to 

the equipment must be reduced, for instance using low expansion materials, or removed 

with a compensation routine. 

Among all quantities influencing length measurements in such conditions the most 

important are identified to be: 

 Temperature of the measuring object and equipment 
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 Ambient humidity and moisture content of measuring part 

 Stresses applied to the part differentiated in: 

o Residual stresses from previous production processes 

o Stresses induced by the measuring equipment. 

 

 

 

Figure 2.1 Influence factors in dimensional metrology according to ISO 14253-2 [10]. 

 

 

In a time-transient situation, the non-constant state of an object is influenced by its ini-

tial state and by the external environment, defined as boundary conditions, as illustrated 

in Figure 2.2. The state of the object, mainly consisting of the temperature field, the 

moisture absorbed and the stresses acting on the object directly influence the dimensional 

features of the object. Indirectly dimensions are therefore influenced also by boundary 

and initial conditions. The elements mentioned above contribute to change the dimen-

sions (expansion) and the shape (warping) of any object especially if made from less sta-

ble materials like polymers. The way they affect a specific object’s dimensions depends 

on both material properties and geometry of that object. Thus the relationship between 

external quantities and dimensions cannot be synthetized only by a material property 

coefficient, such as the coefficient of thermal expansion, but it must be described by a 

more comprehensive sensitivity coefficient, representing the extrinsic object’s behaviour. 
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Figure 2.2 Dimensional behaviour of a generic object under transient state. 

 

 

 Reference conditions 2.1.1

Conventionally in dimensional metrology temperature is considered the main influ-

ence factor and uncertainty contributor. ISO 1 [4] regulates the temperature conditions for 

dimensional and geometrical measurements. It defines the concept of reference tempera-

ture as “the temperature of an object, having a uniform temperature, specified in the defi-

nition of a geometrical or dimensional property” and the concept of standard reference 

temperature as the “internationally agreed-upon reference temperature”. The standard 

reference temperature is fixed at 20 °C and any measurement must be referred to that 

temperature value. The case where the reference temperature of a measurement is differ-

ent than the standard reference temperature of 20 °C is however allowed. 

In other metrology fields different standard reference conditions are defined also con-

sidering additional influence factors. In the case of measurement on polymer it is neces-

sary to regulate the ambient humidity as well as the temperature since polymer physical 

properties change with humidity and water absorption. Reference ambient condition for 

polymer testing are fixed to 23 °C for temperature and 50% for relative humidity [5]. 

GPS standards acknowledge the influence of humidity in dimensional measurements as a 

secondary factor, however they leave the eventual definition of the reference ambient 

humidity to the product designer without defining any standardized value [11]. It is rea-

sonable therefore to adopt the requirement regarding ambient humidity present in [5] also 

in dimensional measurements. 

When dealing with contact measurements ISO standards define the principle of per-

fectly rigid workpiece, that is a measuring object must always be considered with infinite 

stiffness and undeformed by external solicitations [11]. In a real application all workpiec-
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es are deformed by the measuring force, therefore to reach an infinite stiffness condition 

the elastic (or sometimes plastic) deformation must be compensated and the measuring 

force considered zero [10]. 

 Temperature 2.1.2

Every material, from metals to polymers, expands and shrinks with the change of tem-

perature making it the most influencial quantity in dimensional metrology. The influence 

of temperature on dimensions can be represented by the formula of thermal expansion: 

 20 20 20TL L L CTE T      2.1 

Where: 

 LT is the length of the object at the temperature T; 

 L20 is the length of the object at 20 °C; 

 CTE is the coefficient of linear thermal expansion; 

 T is the temperature of the object. 

This simple formula is massively used in dimensional metrology for compensating 

systematic errors and for estimating measuring uncertainties. 

In metrological application thermal expansion of fixture components and reference ar-

tefacts affects the measurement result and measurement uncertainty. The most used mate-

rial in metrology equipment is steel both for fixtures and for reference artefacts. However, 

when specific requirements must be fulfilled, such as low measurement uncertainty or 

possibility to work with wider temperature variations, other materials with lower CTE can 

be employed. Table 1.2 lists the values for the coefficient of thermal expansion for some 

materials employed in metrology. 

 Humidity 2.1.3

Humidity represents an issue mainly for polymers since they are prone to absorb wa-

ter. ISO standards regulate experimental procedure to define how polymers absorb water 

and define some quantities for comparing different materials, such as the water absorbed 

by a sample exposed to an atmosphere at 50% of relative humidity [12]. A generally ac-

ceptable acclimatization time necessary for a specimen to reach the equilibrium is about 

24 hours. The phenomenon of water absorption in polymers involves both thermodynam-

ic and kinetics aspects [13]. Diffusion in polymers can be described with a Fick law 

(equation 2.2) which correlates the penetrant flux J with the concentration gradient ∇C 

and the molecular diffusion coefficient. The latter is constant for low concentration levels 

and temperatures [14]. 
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  J D C  2.2 

The absorbed moisture is quantified with the water content C, as the weight variation 

due to the absorption dW referred to the total volume V or to the total weight W of the 

component [18], [19]: 





w

V

dW
C

W

dW
C

V

 2.3 

The absorption of water causes an obvious increase in the mass of the polymer part 

but also an increase of the dimensions and distortion, similarly to temperature. The quan-

tification of the hygroscopic swelling of a part can be treated similarly to the thermal 

expansion with the introduction of the coefficient of moisture expansion CME, often 

Table 2.1: CTE values for common materials used in metrology and engineering [15], [16], [17]. 

Type Material CTE /ppm/°C 

Metal Steel 10.2-17.2 

 Invar 36 (Ni-Fe alloy) 1.6 

 Cu alloys 16.2-20.5 

 Al alloys 21.5-23.6 

Ceramic Zirconia 9.6 

 Glass 3.3-9.0 

 Zerodur 0.05 

Polymer High density polyethylene HDPE 106-198 

 Polypropylene PP 146-180 

 Acrylonitrile butadiene styrene ABS 75-95 

 Polymethilmetacrilate PMMA 90-162 

 Polyoxymethylene POM 110-130 

 Polyether-ether-ketone PEEK 72-85 
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called also coefficient of hygroscopic swelling [19]. For a linear one dimensional analysis 

the expansion dL of a dimension L can be calculated as: 

 
    

 

dW
dL L CME

W
 2.4 

 

 

 

 

 Stresses 2.1.4

Measuring Force 

When dealing with contact measurements the force applied by the measurement in-

strument causes a deformation on the measuring object. Measurement instruments apply 

small contact forces usually in the order of tenths of a newton to compromise between the 

limitation of the deformations and the necessity of having an unambiguous contact be-

tween instrument and workpiece. 

The deformations occurring during the measurement are often elastic and recover after 

the contact is released. Since the stress field is locally confined the simple Hooke law is 

insufficient. The contact can be modelled using the Hertz contact mechanics theory. Ac-

cording to Hertz the local stress field and consequent deformation depends on the geome-

try of the bodies in contact besides the amplitude of the force and the elastic properties of 

the bodies. In geometrical metrology common types of contact consist of contact between 

a half-space and a sphere or a cylinder, where the half-space represents the measuring 

object with an approximated flat surface and the sphere (or the cylinder) the probing in-

strument. The contact between an elastic half-space and an ideally rigid sphere causes an 

indentation on the half-space equal to [20]: 

Table 2.2: Moisture absorption of some polymers measured according to ISO 62A [12], [17]. 

 Material %  

 High density polyethylene HDPE 0.01  

 Polypropylene PP 0.02  

 Acrylonitrile butadiene styrene ABS 0.1-0.3  

 Polymethilmetacrilate PMMA 0.3-0.4  

 Polyoxymethylene POM 0.2 – 0.28  

 Polyether-ether-ketone PEEK 0.1-0.3  
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Where: 

δ is the depth of indentation (deformation); 

 F is the contact force; 

 E is the Young modulus; 

 ν is the Poisson ratio; 

 ra is the radius of the sphere; 

Values of Young modulus for commonly used material are listed in Table 2.3. Poly-

mers usually have elasticity 30 to 100 times smaller than steel and metals. 

 

 

Table 2.3: Young modulus of common materials used in metrology and engineering [15], [17]. 

Type Material E /MPa 

Metal Steel 193-207 

 aluminium alloys 69-72 

 Copper alloys 97-150 

 Invar 36 141 

Ceramic and Glass Zirconia 205 

 Glass 70 

Polymer High density polyethylene HDPE 1.08 

 Polypropylene PP 1.14-1.55 

 Acrylonitrile butadiene styrene ABS 2.4-2.7 

 Polymethilmetacrilate PMMA 2.24-3.24 

 Polyoxymethylene POM 2.7 

 Polyether-ether-ketone PEEK 1.10 
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In contrast to metals, polymer components exhibit viscoelastic behaviour. A simple 

way to describe the viscoelastic characteristics is a model composed by elastic and vis-

cous element combined in parallel or serial way [21]. The deformation δ of elastic ele-

ments occurs instantaneously to the application of an external stress F (equations 2.6) 

while viscous elements deform in time according to and 2.7, where E represents the elas-

tic constant of the modular element. 

elastic element  F E  2.6 

viscous element 


 
d

F E
dt

 2.7 

This modular model allows the creation of simple or more complex models depending 

on the type of material and the particular application. As an example a model composed 

of two elastic elements and one viscous element is depicted in Figure 2.3 a. It explains 

the behaviour of a polymer component during a contact measurement: as soon as the con-

tact is engaged the pure elastic deformation occurs (element A) while the deformation of 

element B is restrained by element C. If the contact is held throughout time element C 

activates and the deformation of the progress with an exponential trend since the force is 

progressively absorbed by the deformation of element B. When the contact is released the 

element A recovers its deformation instantaneously while the element B forces the recov-

ery of the deformation of element C with a negative exponential trend because B is pro-

gressively unloading (Figure 2.3). 

 

 

 

 a) b)  

Figure 2.3 Three elements model of a viscoelastic material: a) schematic representation; b) mechanical 

behaviour under constant load. 
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Residual stresses relaxation 

Manufacturing processes often create stresses in the bulk material of a part that can 

remain embedded in the material even after production. In the case of metallic parts re-

sidual stresses, coming from example from a cold deformation process, cause problems 

especially regarding material strength but usually not regarding dimensional stability over 

time. Differently residual stresses present in polymer parts cause dimensional instabili-

ties, especially in the lapse of time following the production process. Due to the viscoe-

lastic behaviour typical of polymers, in this period the part deforms to reach an unstressed 

condition. The time necessary to achieve a stable condition varies depending on the am-

plitude of the stresses and on the mechanical properties of the part. In the case of injection 

moulding residual stresses are caused by the material flow and differential solidification 

in the cavity. An inhomogeneous cooling of the material inside the mould cavity creates 

strain-driven stresses in the solidified sections. Distortions due to residual stresses are a 

well-known issue in the polymer manufacturing industry [22]; in fact dimensional meas-

urements are usually performed days after the production occurs to ensure a stable condi-

tion. Thus to limit dimensional instability due to residual stresses the dimensional inspec-

tion must be consistently postponed. The minimization of residual stresses through pro-

cess optimization has been widely investigated with experimental work and simulations 

[23] as it represent a key issue in the production of precision components. 

 Contact sensors for dimensional measure-2.2

ments 

An overview of technologies used in industry for dimensional measurements is pre-

sented. This section focuses on contact measurement instruments while section 2.3 deals 

with optical technologies. 

The geometrical characteristics of a component can be defined and measured as the 

position and distance of the selected surface points in reference to a datum position. The 

measuring approach of contact devices consists of establishing contact between the prob-

ing element of the instrument and workpiece and measuring the probe position. Accord-

ing to the number of axes in which contact sensors operate (measured movements of the 

probing device), they can be classified as one, two or three dimensional systems [24]. 

Table 2.4 presents a short list of measurement devices grouped according to number of 

working dimensions and type of measuring technique. 

Contact sensors can be divided into absolute and relative measurement methods. A 

comparative approach is necessary when dealing with relative measurement techniques. 

The measurement result is obtained as a difference of readings between measurement on 

the workpiece and on a reference artefact with known dimension. Absolute measurement 

devices, such as callipers or CMMs do not require a reference artefact to produce an ab-

solute measurement result. Nonetheless the measurement procedure can be performed for 

both workpiece and reference artefact to improve the results accuracy. In absolute meas-
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uring systems the measurement accuracy is related to the maximum permissible error 

(MPE), which considers among other things linearity, resolution and axis errors (in case 

of CMMs); on the contrary by following a comparative procedure the uncertainty is relat-

ed to the calibration uncertainty of the reference artefact and the repeatability of the in-

strument [25]. A discussion of reference artefacts is presented in section 2.4. 

Several aspects influencing a contact length measurement arise from the analysis of 

the contact between probe tip and workpiece measurement. Surface texture and form 

error of the two bodies affect the position of the probe tip during the measurement. The 

size of the probe tip influences the measurement as well. Smaller probe tips can reach 

position corresponding to deeper valley on the surface texture. Another source of error is 

represented by the elastic deformation of the probe. In section 2.1 the focus is mainly on 

the workpiece. However for long stem probes or less stiff frames and fixture, elastic de-

formation and bending occur [24]. 

 

 

Table 2.4: Example of measurement systems based on measuring technique and dimensionality [2]. 

Measuring  

technique 
1D 2D 3D 

Contact 
Ruler, calliper, mi-

crometre, dial gauge 

stylus profilometer, 

roundness tester 
CMM, form tester 

Optical 

Laser point 

 triangulation. laser 

interferometer 

optical profilometer, 

video CMM 
optical scanner 

other ultrasonic probe AFM, SEM 
3D SEM, 

CT-scanner 

 

 

 1-D contact devices 2.2.1

Manual instruments 

Manual instruments are widely used in industry for performing simple and fast meas-

urements in production.  Callipers and micrometres offer absolute length measurements, 

while dial gauges are often used in comparator setup. Automatic acquisition allows the 

registration of the measurement for a direct estimation of conformity. Maximum permis-

sive errors for the most common manual instrument are listed in Table 2.5. 
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Table 2.5: MPE values of common manual instruments. 

 
Instrument 

MPE /µm 

(L in mm) 

 

 Vernier calliper 50+L/10  

 Vernier calliper (0.01 mm resolution) 30+L/20  

 Micrometre 4+L/50  

 Dial gauge (0.01 mm resolution) 10+L/100  

 

 

Electronic inductive probe 

Electronic inductive probes are instruments providing a relative displacement meas-

urement. They are widely used in dimensional metrology in similar application as dial 

gages. The working principle is described in Figure 2.4 a. The probe head is connected to 

a ferromagnetic core which slides inside a coil changing its inductance. The coils are 

connected to an half Wheatstone bridge in Half Bridge Transducers (HBT) circuit, which 

becomes a full bridge in the case of Linear Variable Differential Transducers (LVDT) 

[26].  

 

 

 

a) b) c) 

Figure 2.4 Electronic inductive probes: LVDT working principle [24], common inductive probe [26]; 

radial miniaturized probe [27]. 

 

 

They provide a continuous analogue output which is converted in digital signal typi-

cally with resolution of 1 µm or 0.1 µm. The usual maximum working range is ±0.2 mm 

when using the fine resolution. The output of inductive probes is referred to the electrical 

zero, which is a position located in the middle of the tip travel. Probes are characterized 
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by high linearity in the correspondence of the electrical zero which worsens at the ex-

tremity of the working range. Typical MPEs are 0.2+3·L
3
 µm, which can go as low as 

0.07+0.4·L µm (L being the electronic reading in mm). A spring connected to the probe 

head, or a pneumatic system, ensure the automatic application of a contact force. Depend-

ing on the probe model the force applied goes from a minimum of 0.09 N to 4 N [26]. 

The tip shape is usually spherical; nonetheless it can be interchanged with cylindrical, flat 

or sharp tips. Typically inductive probes come with a cylindrical shape and axial stroke. 

Other shapes are available to offer also radial strokes [26], [27]. 

Inductive probes are used in comparative applications on standard column stands, for 

example for measurements of height or diameters, or in fixtures (Figure 1.2b) for meas-

urements of more complex components, such as a crankshaft. The possibility of defining 

several set-ups gives flexibility to the inspection with probes which are usually used in 

inline production for fast inspection. For this reason, it is common to find the working 

temperature range and thermal drift in their technical specifications. 

Encoder based measurement devices 

Another method to measure the position of the probing element in a 1D device con-

sists of using encoder scales (Figure 2.5). Thermal expansion is a limiting factor for the 

accuracy of encoder based sensors, which can be limited by compensation or using a 

scale made of low CTE materials [28]. Glass encoder scales are employed for general 

applications, providing accuracies in the order of 1 µm, while high accuracy probes are 

equipped with Zerodur scales and can reach accuracies of 0.03 µm over a range of several 

millimetres. Differently from inductive probes, encoder based systems have a longer 

measuring range up to 100 mm [29]. The contact with the measuring object can be en-

gaged with a spring, a pneumatic system or an active linear motor. 

Linear actuators can be included in this last category. Specific models are equipped 

with a glass scale, with resolutions up to 0.1 µm [30]. The active control allows the im-

plementation and the direct measurement of an adjustable contact force. 

 

 

 

a) b) 

Figure 2.5 Length measurement with encoders: a) length gauges [29]; b) linear actuator. 
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 CMMs, probes and stylus 2.2.2

A coordinate measurement machine (CMM) is a 3D dimensional measurement device. 

The system is composed of a measuring probe connected to three moving guideways 

oriented orthogonally to form a cartesian coordinate system. The moving axes are 

equipped with encoders to measure the absolute position of the measuring head. Several 

configurations of frame and guideways are available and are described in ISO 10360-1 

[31]. The most common configurations are the moving bridge and fixed bridge types [32]. 

Other types of coordinate measuring machine, namely articulated arm, are based on polar 

coordinate systems instead of Cartesian systems. CMMs can be grouped based on the 

working range achievable. Usual working ranges are in the order of 0.5-2 m, however 

large volume CMMs are available as well as micro and nano-CMMs [32]. 

The contact probe is generally composed by a stylus and a ruby sphere tip. The meas-

urement of the surface points of a workpiece is performed by touching the surface with 

the probe tip and measuring its position in respect to the absolute coordinate system. The 

measuring point position can be determined by correcting the measurement for the tip 

radius. The definition of a workpiece datum is necessary to convert the measurement of 

the position of the object surface points into dimensional measurement. The system can 

be operated manually or automatically after the definition of the working path. A com-

pletely rigid probe suits manual operations as the engagement of the contact has to be 

defined by the operator. Touch-trigger probes, instead, provide a Boolean signal when the 

contact with the workpiece occurs. A third type of probe is composed of measuring 

probes which can provide information on the contact force applied to the workpiece and 

on the position of the tip with respect to a fixed probe point. It is the case of complex 

probing systems, like the articulated head [24]. Non-contact probing techniques can be 

implemented as well as in the case of video probe or laser triangulation probes (see sec-

tion 2.3.3). CMMs can be employed in single point measurements or in scanning mode, 

where the measuring probe is moved while keeping contact with the workpiece for col-

lecting clouds of points. Simple geometries, like prism or cylinders, can be measured with 

single point measurement while complex shapes, like freeform surfaces, are usually 

measured in scanning mode [33]. Several sources of errors are present in CMMs meas-

urements, as depicted in Figure 2.6, and a single definition of measurement uncertainty is 

not achievable. The moving axes introduce 21 geometrical errors (7 for each moving 

axis) which can be identified and mapped with a calibration procedure. ISO 10360 series 

define acceptance and reverification tests considering these geometrical errors [31]. Other 

sources of errors are related to the probing system, such as elastic deformations, pretravel 

of trigger and measuring probes and tip radius definition [24]. The spherical tip can be 

qualified, to determine radius and geometrical errors, by measuring a high quality sphere 

[32]. Thermal inputs are also relevant in case of measurements in non-standard condi-

tions. Modern CMMs implements temperature measurements for thermal error compen-

sation [34], [35]. Other sources of errors are introduced by the specific measuring strategy 

[36]. ISO 15530-3 defines a procedure using calibrated artefact for the estimation of 

measurement accuracy considering the contribution of measuring procedure and work-

piece [25]. 
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Figure 2.6 Error sources of CMM measurements [37]. 

 

 

 Optical sensors for dimensional measure-2.3

ments 

Optical methods for dimensional metrology exploit different properties of visible light 

for measuring and scanning objects of dimensions from the nanometer scale (i.e. confocal 

microscopes) to several meters scale (i.e. fringe projection scanners). In industrial me-

trology and quality inspection they are replacing traditional contact methods whenever 

possible. Compared to contact systems they can acquire higher volumes of data in less 

time being suitable to measure complex and freeform shapes like turbine blades. Another 

advantage of optical measuring systems is the absence of contact with the sample to be 

measured, making them suitable for applications involving brittle and soft materials, such 

as a polymer. The absence of a touching probe increases the accessibility for small feature 

measurements. Nonetheless limitations occur when the light path is hindered, like in the 

case of deep holes or undercuts. A strong limitation of optical methods consists in the 

sensitivity to the surface appearance. The accuracy of the measurement can be influenced 

by the colour, reflectivity and transparency of the object surface. In many cases the sur-

face texture prevents the use of specific techniques as in the case of rough surfaces not 

suitable for laser interferometer measurements. In other cases the measurements can be 

reliably performed after a surface treatment such as paint spraying or target application as 

in the case of photogrammetry. The measurement is influenced also by the characteristic 
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of the ambient conditions, such as air temperature and humidity and presence of dust, as 

they change the condition in which the light is propagated and transmitted. 

Despite the fact that optical methods, as techniques exploiting visible light to meas-

urement, are commonly considered non-contact measurement methods, in some particular 

cases light is used together with a touching probe to measure displacements. It is the case 

of touching probes (similar to inductive probes) where the displacement can be assessed 

with an linear optical encoder or an interferometric measurement [38]. Another hybrid 

system consists in CMM equipped with an opto-tactile fibre probe [39]. 

Visible light is a narrow interval on the electromagnetic field. Thus in a broader sense 

any other system using a generic electromagnetic wave can be considered as an optical 

measuring system. For example computer tomography scanners use x-rays to measure 

components and assemblies. In this review however these systems are not considered 

The optical systems can be categorized according different characteristics. A first dis-

tinction can be made according to the working principle of the system and more precisely 

to the light property exploited by the system. Four main systems can be identified (see 

Figure 2.7): 

 Intensity based sensor. 

 Triangulation systems: their working principle is based on the geometrical nature 

of light, linear propagation and reflection and refraction laws. 

 Interferometric systems: the wave characteristic of light is exploited to create 

constructive and destructive interference. 

 Time of flight: the constant propagation speed is used to measure length. 

 

 

 

Figure 2.7 Summary of optical metrology techniques, according to different working principle (modified 

from [40]). 

 

 

Another possible subdivision is based on the measuring range and resolution of the 

optical systems: 

 Micro-nano scale (sub-millimetre scale) 

 Meso scale 

 Large scale. 

Optical 

systems

Intensity based

Triangulation

Interferometry

Time of flight
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Laser point/line probes
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Phase shifting scanners
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Conoscopic holography

Fiber optic sensor

Vision systems

White light interferometry
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All microscopes can be classified in the micro scale. Some optical CMM can measure 

small features as well. Triangulation systems belong to the meso-large scale. Considering 

that the resolution and measuring range often depend on the types of lenses used it is easy 

to understand how a technique can be easily implemented to measure small as well as big 

objects. Portable scanners using photogrammetry have few limitations in the measuring 

range since each measurement is composed by several pictures of a portion of the meas-

uring object. Time of flight is used to measure large distances. 

A particular group of optical technics consists in vision systems. They can be defined 

as the systems that use a picture to extract dimensional information. Their working prin-

ciple is based on the triangulation. Photogrammetry systems and some optical CMMs 

belong to this category.  

In the following chapter the most used optical systems for dimensional measurements 

are reviewed with a particular attention for the meso and micro scale. For such a reason 

time of flight systems are not considered and microscopy is partially introduced. In the 

final section the applicability to DLM is discussed. 

 Intensity based sensors 2.3.1

This type of sensors consists simply in a source of light and a detector. When the light 

source is projected towards a surface of an object it is partially reflected into the detector. 

The intensity of the reflected light depends on the distance between sensor and surface. 

These sensors use optical fibre to transmit the light. The transmitting and receiving fibres 

are bundled together in different layouts, see Figure 2.8. 

 

 

 

Figure 2.8 Bundle layout of optical fibres in intensity based sensors [41] 

 

 

Their main advantages are the limited cost and possibility to reach high acquisition 

rate. Their typical response is highly nonlinear and non-monotonic. An example is de-

picted in Figure 2.9. It can be divided in two zones, the near side and the far side. As they 

have different slopes the sensors show different resolutions if working in the different 

Concentric
(transmit. inside)
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(transmit. outside)

Transmitting fiber 
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zones.  For having an absolute distance measurement it is also necessary to perform a 

precalibration on every target to assess slope and amplitude of the response curve.  

As they rely on the reflected light of a surface these sensors are sensitive to the reflec-

tance and diffusivity of the specific target. The surrounding light conditions influence the 

measurement as well. Another influence factor is the angular slope of the measuring sur-

face. 

The working distance is in the order of few micrometres up to 50 mm. Typical resolu-

tions on the far side is around 1 µm and repeatability worse than 3 µm[41], [42]. 

 

 

 

Figure 2.9 Typical response to displacement variation of intensity based sensors [41]. 

 

 

 Interferometric systems 2.3.2

Several applications in the field of dimensional metrology and displacement meas-

urements are based on the interferometry principle. Interference fringes originate when 

two coherent light signals with different phase are superimposed. The basic components 

of an interferometric system are a monochromatic coherent light source, a series of mir-

rors and lenses, a target object or a reflector and a receiver. The light emitted by the 

source is split into two beams. One beam is used as reference and reaches the detector 

through a fixed length path. The other beam first reaches the measuring object and then it 

is reflected into the detector. Due to the coherence of the light when the two beams are 

recombined together at the detector they create interference fringes. When the path of the 

measuring beam changes, due to a movement of the target or a variation on the surface 

position, the relative phase of the two light beams changes, thus the interference fringes 

change as well. The signal arriving at the detector is therefore only a series of shadows 
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and light signals. When a 2d detector is used the interference fringes can be represented 

in a picture called interferogram. The pitch between two fringes corresponds to a differ-

ence in the light paths of a multiple of the wavelength. The length measurement, per-

formed by counting the fringes, is therefore a comparison between the wavelength of the 

light used and the quantity under investigation. The proper count of the number of fringes 

and the knowledge of the light wavelength is necessary to obtain an accurate measure-

ment. 

Interferometric systems can reach the highest accuracies among all length measuring 

systems. However their high accuracy is bonded to the knowledge of the refractive index 

of the transmission mean, i.e. air. Air refractive index is not constant and depends on 

temperature, pressure and humidity of air. It can be calculated with the Edler formula[43] 

to compensate the measurement for ambient conditions. This compensation could be not 

sufficient to achieve low uncertainties in the case of long beam path and in presence of 

strong air fluctuation. The uncertainty of the refractive index of air in fact represents a 

major contribution to the measurement uncertainty in non-laboratory conditions[38]. 

Despite their high nominal accuracy interferometric systems require costly and dedi-

cated hardware (light sources, lenses, electronic fringe counts) and specific environmental 

conditions that makes them not appealing to a wide range of users. 

As mentioned above coherent light must be used to obtain interference fringes. Coher-

ence is a property related to the light frequency bandwidth. Coherence length is defined 

as the opposite of the light bandwidth. Only if the difference of the travel path of two split 

beams is smaller than the coherence length then interference occurs. Coherent light is 

often associated with monochromatic light or narrow bandwidth light since its coherence 

length is long. However, also large bandwidth light, such as white light, can show inter-

ference effects. Another advantage of using monochromatic light is the resulting high 

contrast of the interferogram [44]. 

A broad range of measuring solutions exploits the interferometric principle. Laser in-

terferometry (mono or multi wavelength) is used to detect difference in height/distance 

(out of plane displacement) on a surface. White light interferometry is used in surface 

topography measurements. Speckle and holographic interferometers are used for detect-

ing deformations and vibrations (in plane and normal) of a surface[45]–[47].  

 

Laser interferometer 

Also known as classical interferometry [48] uses a monochromatic coherent light 

source to create the interference fringes. The first and most diffuse layout is the Michel-

son interferometer (see Figure 2.10). Several other layouts with the same working princi-

ple have been developed, like the Fizeau interferometer. These interferometric systems 

are used to measure displacements on optically smooth surfaces. Rough surfaces create 

speckles that predominate over the interference fringes, reducing the measurement accu-

racy or even making the fringes impossible to recognize. 
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Figure 2.10 Schematic representation of a Michelson interferometer [44]. 

 

 

Classical interferometers can measure the position of a single point when the laser 

light is concentrated in a small area. The detector receives only one amplitude signal as 

the average over the small area. This creates a low pass filter in scanning application, i.e. 

measurements of lenses. The light beam can also pass through divergent lenses to create a 

collimated extended beam. The measuring area becomes wider and an interferogram is 

received by the 2d detector. This is the case in gauge block calibration. 

The direct link to the fundamental definition of the length makes interferometry an 

important technology for traceable measurement. In fact it is widely exploited in calibra-

tion activity (gauge block calibration, laser tracker for machine tool calibrations). To 

obtain a traceable measurement a single wavelength light has to be used. For many light 

sources a frequency filter, i.e. an optical prism, has to be introduced in the light path. 

Other types of light sources, such as HeNe lasers, are widely used since their narrow 

bandwidth and high stability does not require filters. 

One disadvantage of classic interferometry is the ambiguity of the measurement. The 

displacement measurement can be unambiguous only if it is within the range of half of a 

wavelength, since the absolute fringe counting is limited to half of a pitch. As an example 

if a HeNe laser is used (wavelength of 633 nm) the unambiguity range is only 158 nm. 

For longer displacements the interferometric measurement suffers from the ambiguity 

problem and the knowledge of the relative position of each fringe in respect to a reference 

one is necessary to ensure proper measurement. In the case of heterodyne counting sys-

tem the reference fringe is the first fringe counted therefore the absolute measurement can 

be performed as long as the light beam is not interrupted. 

To overcome the weakness of the narrow unambiguous working space a multi-

wavelength system can be used. These systems are also referred to as absolute distance 

interferometers. They exploit the phenomena of the beat frequencies. If two waves with 

different but close wavelengths are superimposed a synthetic wave with a much longer 

wavelength arises. The interference fringes created from this synthetic light corresponds 

to a much longer displacement. Multi-wavelength interferometric systems use two or 
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more monochromatic diode light sources. Tunable diodes are used because of the possi-

bility to modify the wavelength according to the input current. The range of unambiguity 

can be enlarged to 0.5 mm. They can achieve sub-nanometer uncertainties in a range of 

10
2
 µm [44],[49]. 

A commercial example of multi-wavelength interferometer is represented by the Lu-

phosSmart probe, depicted in Figure 2.11 [50]. This system is composed by an electronic 

unit connected with optical fibres to a probe which contains the interferometer optics. The 

small size of the probe and the fibre connection make it easy to move and rotate. Thus it 

can be used in scanning systems such as a profilometer and roundness tester. In scanning 

mode it can reach measurement uncertainties of 50 nm (at 3 σ level). 

 

 

 

Figure 2.11 Luphos smart probe [50]. 

 

 

Calibration of gauge blocks has already been mentioned as laser interferometry appli-

cation. Particular attention is paid to calibrate the laser source to ensure traceability. Mi-

chelson and Fizeau interferometers are equally used. The gauge block to be measured is 

wrung to a flat surface with similar characteristics to the block surface to minimize phase 

shifts. The length of the gauge block is defined as the orthogonal distance between a point 

on the top surface of the block and the reference bottom plane. It is done by measuring 

the shift of the fringes on the plate and on the block, see Figure 2.12. To remove the am-

biguity of the measurement the gauge blocks are premeasured with a contact probe to 

roughly assess the length thus the position of the reference fringe. Thermal stability of the 

measurand (gauge block and platen) and of the measuring system is ensured by measur-

ing the temperature at several points and performing the measurement in an insulated 

cabinet. Uncertainty contributors come from the light wavelength (calibration of laser, 

refractive index of air), the geometry of the interferometer (alignment), the gauge block 

(temperature, thermal expansion coefficient, phase shift measurement) [16]. 
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a) b) 

Figure 2.12 Gauge block calibration: a) NPL interferometer layout; b)Fringe counting method [16]. 

 

 

Another application of classical interferometry regards calibration and testing of ma-

chine tools, CMMs and guideways. The moving part, e.g. the machine tool spindle, is 

equipped with a retroreflector while the laser and the beam splitter are fixed. With a sin-

gle beam setup it is possible to measure the distance between the retroreflector and the 

beam splitter. With a two beam setup the angular movements due to straightness of the 

guideways are detected [51], [52]. 

Laser trackers [53] and laser tracers [54] are widely used in large scale metrology and 

machine testing. They are a polar coordinate system composed of an interferometer 

linked to two rotational axes. The interferometer rotates around a reference sphere and 

measures the distance between a spherical retroreflector and the reference sphere. The 

rotation is measured separately by two angle sensors [55]. 

Laser interferometry is also used as an integrated measuring system in x-y stages. 

They are widely used in high precision positioning systems, such as ultraprecision CMMs 

[56]. Contact gauging probes can be equipped with an interferometric measuring system 

instead of the usual inductive system [52]. 

Conoscopic holography 

Conoscopic holography exploits the properties of double refraction of uniaxial crys-

tals. The working principle is depicted in Figure 2.13. A monochromatic laser light is 

reflected from a surface into the detecting device. It is firstly composed by a polarizer that 

creates two rays with orthogonal polarization. These two rays propagate through a uniaxi-

al crystal oriented in the same direction of the optical axis. The propagation speeds of the 

two rays result differently because of the different polarization, i.e. orientation respect to 

the crystal axis. A circular analyser (another polarizer) brings back the two beams at the 

same polarization. The phase shift occurred in the crystal causes the formation of inter-

ference fringes on a detector positioned after the second polarizer. The distance between 
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the fringes is proportional to the distance between the sensor and the measuring surface 

[38], [57].  

 

 

 

Figure 2.13 Conoscopic holography working principle [38] 

 

 

Conoscopic holography can be used in single point distance measurements or imple-

mented in a 3D scanner. Steep surfaces can be measured up to 85° of tilt angle. Typical 

ranges for these sensors are from 0.5 mm to 180 mm having measuring accuracies respec-

tively of 2 and 100 µm [58]. 

 Triangulation systems 2.3.3

Triangulation systems differ from interferometric systems by exploiting the geomet-

rical behaviour of light and the triangulation principle. They can be divided in active and 

passive systems. Active triangulation systems include in the measuring device a light 

projector that can be as simple as a single point laser (laser triangulation systems) or a 

more complicated structured light projector, like a fringe projector. Passive methods do 

not require a specific illumination system. They are widely used in industry due to the 

low costs and high versatility. The most used technologies in industry are: 

 Focus techniques 

 Laser scanners[59][60][61] 

 Structured light scanners [38][62] 

 Photogrammetry systems [63][64][65][66] 

 Digital image correlation systems (DIC) [67][68][69] 

 Other vision systems. 

All of these triangulation systems are composed by: 

 An acquisition device: most of the time consisting of a photographic or industrial 

camera, such as DSLR (Digital single-lens reflex) camera, or simply by a photo-

sensitive chip, e.g. a charge-coupled device CCD. The main features are the di-
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mension of the chip, measured in pixels, and the colours (monochromatic or 3 

colour channels). Stereo vision systems use two or more cameras. 

 A system of lenses: a proper combination of lenses is required to have a good 

trade-off between magnification (i.e. resolution) and field of view. Other charac-

teristics such as depth of view and focal length are important as well.  

 A lighting system: as mentioned above the lighting system can be represented by 

a simple series of white lights (e.g. ring light [65]) to guarantee a uniform illumi-

nation of the measuring part, or it can be a more sophisticated structured light 

projector. In the case of photogrammetry and DIC system white light projectors 

(diffusive or coaxial) are sufficient. 

 A post processing software or algorithm: several algorithms are used to extract 

dimensional information from the acquired pictures.  

The camera and the lens unit introduce in the acquired pictures an inevitable distortion 

(such as barrel distortion). It is fundamental therefore to perform a calibration of the sys-

tem to quantify this distortion (usually represented by a polynomial surface) and imple-

ment compensation in the post processing algorithm. Usually a square grid is used as 

reference for defining the lens distortions [70][71][72]. 

All triangulation methods suffer from the problem of spatial coherence interaction 

when a light spot is reflected and scattered from a rough surface. This interaction creates 

a speckle noise at the detector and an error in the definition of the mean point of the light 

spot. The amplitude of this error is proportional to the working distance of the measuring 

system [48]. The lateral maximum resolution achievable by geometrical optical systems 

is limited to a value higher than half of the wavelength used for illumination due to dif-

fraction phenomena. For a visible light illumination (wavelength of 400-800 nm) the lat-

eral resolution cannot be lower than 200 nm. 

The matter of the traceability of optical systems is still a discussed topic in literature. 

Several artefacts have been developed to transfer traceability. In [73] a review of artefacts 

is presented. 

Active triangulation system 

Point and line sensor 

Point and line sensors belong to the active triangulation sensors class. Due to the low 

cost and fast measurement rate (up to 10
5
 Hz) they are widely used in industry and in in-

line measurements [38], [41]. Their working principle is depicted in Figure 2.14. The 

sensor is composed of a collimated light source (diode) and a detector unit displaced at a 

fixed angle from the light source. The light emitted by the source is reflected by the 

measuring surface into the detector. The position of the light spot in the detector is pro-

portional to the distance from the surface. The geometric construction of these sensors 

imposes a minimum and a maximum sensing distance. While point sensors detect the 

position of a single spot on the surface, line sensors, also called light sectioning, detect 

the coordinates of a line on the surface from the deformed reflection of a straight laser 

line. 
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a) b) 

Figure 2.14 Laser triangulation sensors: a) point sensor [38], b) line sensor [74]. 

 

 

Point and line sensor measurements are highly influenced by the surface appearance 

being measured. A first error source consists in the speckle noise already mentioned in 

the section above. Volume scattering, occurring for measurements on polymers, and in-

homogeneous surface texture introduce an error in the measurements. Smooth and trans-

parent surfaces cannot be measured due to the low diffusive reflected light. Moreover 

orientation and curvature of the surface deform the laser spot received by the detector. 

Another limitation regards inevitable shading, caused by the non-aligned source of light 

and detector, and the impossibility to measure deep and narrow features [38], [41], [74]. 

Many commercial triangulation laser sensors are available on the market. They are de-

signed for general or specific application, such as high frequency measurements, meas-

urement of shiny or matt surfaces. Typical measuring ranges go from 2 mm to 1000 mm 

and typical repeatability goes from 0.2 µm upwards, depending on the range [75], [76]. 

Triangulation sensors can be used in a static application as a distance sensor for 1D 

and 2D or they can be implemented in a scanning system, such as a on a machine 

tool/CMM, a robot arm or a simple linear stage, for 3D scanning measurements. 

Laser scanners and structured light scanners 

This category of optical sensors is composed of active triangulation devices capable of 

measuring 3D shapes. Stereo-vision, i.e. a vision system composed of two cameras, is 

often used in 3D scanners for detecting 3D surfaces from a single position. 

Laser scanners, such as the 3Shape scanner [61] (Figure 2.15 a), are composed of a 

laser that illuminates the surface of an object and a stereo vision system able to detect the 

position of the illuminated spot. By controlled movement of the light source and of the 

object it is possible to illuminate the whole surface. 

Differently structured light scanners project onto the object surface an extensive struc-

tured light. The detector registers at once the whole field of view for a 3D reconstruction 

without the need for any movement (Figure 2.15 b). The projected patterns can consist of 
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speckle patterns, lines, grids, sine grids or more complex coded light. Two main ap-

proaches can be identified for structured light scanners. In the first approach the projected 

light is used only to create a homologous point on the object surface to be used in the 

triangulation reconstruction from the image of the stereo-vision system, as in photo-

grammetry. The second approach instead estimates the position of the surface points as 

function of the deformation of the light pattern projected on the surface. This method 

requires only a single camera, but several coded lights have to be generated by a comput-

er controlled LCD projector. Different type of coded light can be used in structured light 

sensors, such as a single-frequency sine pattern with different phases (phase shifting 

technique) or binary grey coded light [33], [74]. The complete scan of complex objects 

may require the measurement from several orientations to avoid shaded areas not being 

recognized. 

 

 

 

a) b) 

Figure 2.15 3D optical metrology: laser scanner [61] and structured light scanner [62]. 

 

 

Focus techniques 

Focus techniques are a class of geometric optical sensors that exploit the concept of 

in-focus and out-of-focus imaging. In particular these techniques measure the distance of 

the surface from the sensor in the direction of the axis of the optics. Four main types of 

focus technique are identified, namely: 

 Chromatic confocal sensors 

 Confocal microscopy [48], [77] 

 Focus variation microscopy[48] 

 Autofocus sensors [38], [44]. 

Chromatic confocal sensors 

They are also called polychromatic confocal sensors or chromatic white light sensors. 

These sensors use a highly broadband or multi-wavelength light source and exploit the 
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property of chromatism, typical of almost all optical components. Chromatism refers to 

the creation of different focal planes for different wavelengths (Figure 2.16). This creates 

a chromatic dispersion of light along the optical axis. In a confocal configuration there-

fore the light arriving at the detector has a specific wavelength that has the focal plane 

coincident to the surface plane. Using a decoding device like a spectrometer it is possible 

to measure the axial position of the surface. The great advantage of these sensors is that 

they do not require a scanning movement along the optical axis as for the confocal scan-

ning microscopy. They also offer the advantage of being insensitive to ambient light and 

to work both on reflective or diffusive surfaces, even though low reflective surfaces can-

not achieve high signal to noise ratio. The resolution of the sensors is linked to the ampli-

tude of the chromatic dispersion, from 0.015 µm to 0.25 µm. The measuring range goes 

from 0.5 µm to 5µm [41], [48], [77]. 

Chromatic confocal sensors can be used in a surface topography measurement or as 

distance sensors in length measurement applications. Commercial systems usually consist 

of an optoelectronic controller (composed of light source, beam splitter and a spectrome-

ter) linked to the optical probe (optical head) with an optical fibre. Multisensor CMMs are 

often equipped with a chromatic confocal sensor [48]. 

 

 

 

Figure 2.16 Working principle of chromatic confocal sensors [78]. 

 

 

Photogrammetry 

Photogrammetry is a particular vision method in which several pictures are matched 

together to generate a 3D model of the object.  Historically photogrammetry has been 

used in non-industrial applications, such as geology and civil engineering. Nowadays it is 

widespread as well in manufacturing engineering especially in the field of large scale 
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metrology [55]. Recent works have documented the possibility to apply photogrammetry 

also to small scale metrology [63], [79]–[81] and microscopy [82]. Several other applica-

tions regard process monitoring [83], medical applications (body and facial scanners[70], 

[84]), material testing[64], cultural heritage[85]. 

Photogrammetry applications can be separated according to different features [86] 

such as: 

 Distance between the object and the camera sensor: from satellite photogramme-

try to close range photogrammetry (distance less than 300 m). 

 Number of pictures used in the reconstruction: stereo photogrammetry (two pic-

tures), multipicture photogrammetry. 

 Offline - online measurements: in offline systems the image acquisition stage is 

decoupled from the processing; one camera is sufficient for tacking several pic-

tures. Online systems require a synchronized stereo or multi camera layout; they 

are suitable for dynamic measurements, such as robot trajectory tracking. Online 

systems are generally more precise than offline systems [66]. 

Photogrammetry systems consist of dedicated hardware and software or, alternatively, 

of off-the-shelf components coupled with dedicated software. The first group consists of 

stereo photogrammetry or multi-camera scanners. The second group is composed of sys-

tems often self-made by the consumer employing DSLR cameras and commercial/open 

source software. Dedicated hardware is more expensive but better performing and gives 

several advantages such as the possibility to run online measurements (fast and synchro-

nized photo acquisition). Thanks to their stable structure they require less frequent cali-

brations. In some cases they are equipped with light projectors, such as fringe projectors, 

to help the model reconstruction. Self-made systems are considerably cheaper but they 

rely on the software algorithm for calibration and error compensation. Calibration proce-

dures must be performed frequently to have a beneficial error compensation, especially 

considering thermal instability of the camera system[87].These systems gained popularity 

in recent years thanks to the increasing performances of commercial digital camera and 

the increasing of computational power of modern computers. 

An advantage of photogrammetry is the possibility, to some extent, of measuring large 

and small objects with the same technique. In fact the calculation algorithm is independ-

ent of the size of the object in the picture. Considering the case of a photogrammetry sys-

tem using a DSLR camera, the same camera equipped with different lenses with different 

magnification can be used for scanning objects of different size. The downscaling process 

however creates some issues especially regarding the camera calibration of lenses with 

different characteristics [80]. 

Calibration 

When using general purpose cameras and lenses, the distortions on the image due to 

lenses defects must be identified and compensated using a camera calibration procedure. 

This step gives a series of parameters for reducing the radial and decentring 

distortions [71]. It is generally performed by acquisition of pictures of a grid, a chess-

board or a matrix of dots and a comparison of pictures and real object (Figure 2.17). 
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When more precise measurements are required a more complex 3 dimensional artefacts 

can be used for lens calibration [70]. 

 

 

 

a) b) c) 

Figure 2.17 Artefacts used for camera calibration: a) grid [72], b) dot matrix [88], c) 3d artefact [70]. 

 

 

Measurement procedure 

The procedure to create a virtual model of the object under measurement starts with 

the acquisition of several images of the object from different angles. At least two pictures 

are necessary (stereo photogrammetry), however several pictures are needed to ensure a 

certain level of redundancy especially when the surface of a complex object has to be 

scanned [89]. The total scanning and reconstruction time depends on the application. It 

can be negligible as in the case of online stereo photogrammetry, or as long as several 

minutes [63]. The total measuring time increases with the accuracy required since the 

number of necessary pictures increases (both scanning and reconstruction time increase). 

The images are then merged together through a bundle adjustment algorithm. The al-

gorithm simultaneously estimates the optimal parameters of position and orientation of 

the camera for each picture through a minimization of a cost function [90]. 

For a successful bundle adjustment and reconstruction of the 3D model some distinc-

tive control points must be available in the camera field of view. They can consist in dis-

tinct features the object surface. Artificial markers or projected light can be used as well 

as control points. They are preferred to natural object features since they provide a sub-

stantial improvement in the accuracy [55]. The surface appearance of the workpiece is 

crucial for obtaining low measurement uncertainties when markers are avoided. In some 

cases it might be necessary to treat the part with special paints to obtain a cooperative 

surface for a better measurement uncertainty [63]. 

Alternatively to markers and structured light some reference objects or scales can be 

placed in the field of view of the scanner. If a calibrated object is chosen, such as a grid a 

scale or a sphere, it also helps to establish a traceable measurement. The issue of the sur-

face appearance is however still a problem. 
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Large scale metrology 

As mentioned before, photogrammetry is widely used in large scale metrology appli-

cations. The availability of portable scanners makes it possible to measure an object, or 

portion of an object, of any dimensions. As it is the most developed application in indus-

trial metrology many commercial solutions are available. 

Although using the same principle of image based measurement, several different 

measuring methods can be found [66]: 

 Single point measurements: the position of a single point on the surface of the ob-

ject is measured using a hand touching probe with coded markers. The system 

can detect position and orientation of the probe using several cameras. 

 Multi-point measurements: the scanner detects the position of coded targets 

placed on the object. This method is used in dynamic measurements, for instance 

for robot movement tracking. 

 Surface scanning measurements: The whole surface of the object is detected dur-

ing the measurements. Cooperative surface and proper lighting are two necessary 

features. 

Commercial scanners often combine photogrammetry measurements with phase shift 

measurements using fringe projection light, as in the case of the ATOS Triple Scan [55]. 

Small objects 

When dealing with small size object (less than 0.5 m) photogrammetry is employed as 

a surface scanning system. Commercial scanners with a relatively large field of view, 

such as the Atos Triple Scan, can be used for measuring small objects. Long measuring 

distance and not-optimized resolution are however expected. Many efforts are addressed 

to develop scanning systems employing DSLR cameras and dedicated software. 

Galantucci et al. developed several scanners using only commercial photographic 

cameras (Figure 2.18).  

 

 

 

 a) b)  

Figure 2.18 Photogrammetry scanners using a DSLR camera and a) translation movements [91] b) rotation 

movements [63]. 
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A typology of scanners has been developed for measuring small objects with sub-

millimetre surface features. They employ a single camera and a movement system, trans-

lation or rotation for measuring objects smaller than 50 mm [65], [91]. Measurements 

with precision better than 5 µm have been documented [65]. 

Digital image correlation DIC 

Digital image correlation is a technic used to detect surface strain and displacements 

of a specimen. It is widely used and accepted as non-contact measuring method in me-

chanical testing. It is a valid alternative to other optical techniques such as interferometric 

or holographic techniques since it requires less sophisticated hardware and lower envi-

ronmental requirements [67]. Typical applications are related to experimental solid me-

chanics, such as measurements of strain field of a loaded specimen and measurement of 

the mechanical properties like Young modulus; it can be used in thermomechanical appli-

cations, such as measurements of the coefficient of thermal expansion or measurements 

of thermal strain [69]. DIC is not widespread in the field of dimensional metrology; how-

ever it represents a valid technique in the specific application of dynamic length metrolo-

gy where the dimensions of a part are changing through time. 

The method of DIC consists of a comparison of a picture of the surface of the sample 

at the initial reference state with a picture of the same detail at the final state. The exper-

imental setup is very simple since it requires only a camera and a light source besides the 

specimen and a computer for the image processing (Figure 2.19). The imaging system 

can consist of a digital camera as well as a microscope (optical, SEM, AFM) or a ther-

mocamera. 

 

 

 

Figure 2.19 Experimental set up for DIC [67]. 

 

 

DIC can be used to detect in plane 2D displacement or 3D displacements. The first 

case requires only a single camera oriented orthogonally to the surface to be measured. 

Despite its simplicity the system has to ensure that the distance between the camera sen-

sor and the surface remains constant to avoid changes in the magnification of the pictures. 

To meet this requirement the sample surface must be flat and parallel to the sensor plane. 

Moreover the out of plane displacements must be minimized. To reduce the influence of 

the out of plane displacements the camera can be equipped with a series of telecentric 
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lenses or can be placed far from the measuring object to make the incoming light beams 

as parallel as possible [92]. 

Digital image correlation can detect 3D displacement fields as well when a stereovi-

sion system composed by at least two cameras is used. Exploiting the stereovision proper-

ties the system is also able to detect the out of plane displacements. The higher geomet-

rical freedom is ensured however by a more complex system and by a longer computation 

time. 

The surface of the sample must have some distinctive features. The quality of the sur-

face patterns plays a fundamental role on the effectiveness of the DIC. Ideally the surface 

pattern must be random, isotropic and with a high density of features. Random speckle 

patterns represent therefore the optimal pattern type. In a few cases speckles already ap-

pear on the sample surface [93]. However in most cases the speckles must be created 

artificially using a coherent light source to create interferometric laser speckles or spray-

ing the surface with a black and white paint. Other types of surface features can be ac-

cepted with a consequent loss of performance. Periodic features may compromise the 

results of the correlation process because of their similarity over a shift of a period. Direc-

tional features instead are suitable for measure displacement in the direction orthogonal to 

the features. 

The accuracy of the DIC method depends on different aspects of the measuring pro-

cess. A first source of errors can come from the experimental setup. The alignment be-

tween camera and sample is an important factor to consider when 2D-DIC is implement-

ed. As mentioned before the sample should be parallel to the camera sensor. Misalign-

ment of less than 5° give errors lower than 0.01 pixels [67]. Also the out of plane dis-

placement must be limited. Errors can come from distorted images caused by imperfec-

tions in lenses and camera sensors. When low-cost hardware is used it is important to 

perform a camera calibration procedure to determine and compensate the picture distor-

tion. Self-heating of the camera may induce a variation of the distance sensor-sample and 

could create a not negligible error [95]. The quality of the specimen surface is another 

important factor to consider in improving the quality of the DIC method. It has already 

been mentioned how the surface patterns interact in the displacement method. The quality 

of the surface pattern is influenced by features such as the dimension and density of the 

speckles and the contrast between bright and dark spots. Another important category of 

errors is related to the image processing. First of all the subset size must be chosen ade-

quately and mostly based on the dimension of the speckle pattern. Bigger subsets contain 

more features and therefore are less sensitive to noise and lead to more accurate results. 

On the other hand adopting a small subset increases the spatial resolution of the resulting 

displacement field [96]. Moreover the accuracy of DIC can be increased by choosing 

normalized correlation criteria and more precise subpixel registration methods. 

Optical CMM and articulated arm 

Traditionally coordinate measuring machines and articulated arms are equipped with 

contact probes. They are well established in the field of industrial metrology due to the 

high versatility and high accuracy achievable. Optical probes have been introduced in the 

CMM systems to fulfil the requirement of high scanning speed, high density of measuring 
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points and need to measure flexible and small parts. The uncertainty however increases 

for measurement performed using an optical probe. Different types of optical measuring 

devices can be integrated into CMMs. The most common are video probes, triangulation 

probes, autofocus systems and conoscopic holography [33] (Figure 2.20). 

 

 

 

Figure 2.20 Optical CMMs: a) multisensory CMM [98]; b) laser scanner probe [33]; c) opto-tactile fibre 

probe [39]; d) multisensory CMM application [99]. 

 

 

Video probes are composed by a digital camera and adequate microscope optics and 

illumination. Usual magnification factor stands between 2x and 20x with consequent 

resolution up to 0.5 µm per pixel. Subpixel image processing helps to achieve an effective 

resolution several times higher. Telecentric lenses are used to ensure the same magnifica-

tion for all the features in the depth of focus of the system. Video probes are usually 

equipped with three types of illumination: coaxial top light, diffusive top light (ring light) 

and back light. The combined use of the three lights allows for bright field, dark field and 

mixed measurement conditions. The measurement consists of the detection of the edges 

in the field of view of the camera. The measurement accuracy is therefore influenced by 

the performed digital image processing aside from the measuring hardware (camera, op-

tics distortion, CMM movements, and illumination) and the measuring object [38]. Accu-

a) b)

c) d)



State of the art of accurate measurements in production environment 43 

 

 

racy of 10-20 µm can be achieved by video probes under general working condi-

tions [97]. 

Laser scanners, autofocus, chromatic confocal sensors and conoscopic holography can 

be used as distance sensor (point sensor), line sensor or area sensor. Major CMM produc-

ers offer optical scanning probes as an alternative to contact probes. 

An opto-tactile fibre probe has been designed by PTB and Werth Messtechnik GmbH 

for measurements of micro features, such as micro holes in conventional CMM. The 

working principle is depicted Figure 2.20 c. The probe is composed of a micro sphere 

supported by an optical fibre stylus. The sphere is illuminated with light travelling 

through the fibre and its position can be detected by a measuring microscope. The diame-

ter of the sphere can be as small as 0.25 µm. The high radial flexibility of the fibre stylus 

allows the measurement with a probing force in the order of µN. The measurement uncer-

tainties are in the range of 0.2-0.3 µm 

Multisensor CMMs combine several measuring devices, usually a contact probe a vid-

eo probe and a distance sensor, in a common coordinate system to exploit the benefits of 

the different technologies [38]. 

 Applicability to DLM 2.3.4

The requirements for the application of an optical system in Dynamic Length Metrol-

ogy can be summarized as: 

 Suitability to shop floor application. In this sense the optical system has to be ro-

bust, not affected by vibration and ambient condition changes. 

 The system must be easy to use and user-friendly to avoid the necessity of a spe-

cially trained operator. 

 Limited costs of the optical system are important in order to offer an attractive al-

ternative product to the industry. 

 The possibility to be integrated in a more multisensory measuring device. There-

fore the size of the optical system must be limited and the connection to a sensor 

net must be easy. The use of off the shelf components might be useful to simplify 

the multisensory network development. 

 A resolution in the order of 0.1 µm and a measuring accuracy below 1 µm to be a 

valid alternative to contact probes, especially inductive probes. 

 Relatively fast acquisition and processing rates to allow length measurement in a 

dynamic range. 

 Suitability to measure polymer parts. 

Table 2.6 compares the various measuring techniques described in the chapter accord-

ing to the DLM requirements. Interferometric systems have the best performance regard-

ing accuracy. However their performances are sensitive to the ambient conditions and 

therefore they are not suitable for shop floor applications. Laser scanners, structured light 

scanners and photogrammetric systems are sturdy technologies meant for industrial appli-

cations. The measuring procedure however is quite long considering the scanning phase 

and the post processing. Moreover as standalone systems they can not be easily combined 

in a multisensory measurement station. Similar considerations can be done for CMMs. 
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Photogrammetric systems have the advantage that they can be designed by the users with 

the possibility to develop particular integrated photogrammetric systems. Point and line 

laser sensors on the other hand are cheap and flexible devices but they lack in measure-

ment accuracy especially when measuring polymer parts. Chromatic confocal sensors 

seem a valid alternative besides the high costs of the optoelectronic controller. Digital 

image correlation and in general digital image processing result in a cheap, fast and easy 

to integrate in a multisensory device.  

 

 

 

Note: 

 ++ Very suitable for DLM 

 +  Suitable for DLM 

 - Unsuitable for DLM 

 -- Very unsuitable for DLM 

Table 2.6: Applicability of optical technologies to DLM. 
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Intensity based sensors ++ -- + + ++ + 

Laser interferometry + ++ - - -- + 

Conoscopic holography + + - + -- + 

Chromatic confocal sensors ++ ++ + + - + 

Point/line laser sensor ++ - + + ++ - 

Laser scanner - - + + +/- - 

Structured light scanner - - - + - - 

Photogrammetry - + - + ++ - 

Digital image correlation ++ - + + ++ + 

Optical CMMs + + - + -- + 
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 Reference artefacts 2.4

Reference calibrated artefacts are used in dimensional metrology in calibration and 

acceptance tests. They represent a fundamental link in the traceability chain. Traceability 

is defined as the property of a measurement result whereby the result can be related to a 

reference through a documented unbroken chain of calibrations, each contributing to the 

measurement uncertainty [100]. A calibration procedure for a specific measurement, such 

as in the case of task specific CMM measurements, consists of the measurement of the 

calibrated artefact using the same equipment and similar procedure as in the measurement 

of the workpiece [25]. Hence reference artefacts have to resemble as much as possible the 

geometrical characteristics of the measuring workpiece. Reference artefacts have to pro-

vide documented traceability, namely through a calibration certificate, without introduc-

ing further measurement errors and uncertainties due to form errors and surface texture. 

Gauge blocks are widely used as reference artefacts and they comply with the abovemen-

tioned requirement. In fact the surfaces involved in the calibration are polished with lim-

ited flatness deviation [16], [101]. Material used for gauge blocks are usually steel, ce-

ramic (Zirconia) and material with low thermal expansion (such as Zerodur). In the case 

of freeform parts with complex geometries like turbine blades, the reference artefact can 

be composed by an assembly of components with simple geometries (cylinders, spheres) 

to resemble the curvature of the workpiece [102]. Reference objects must be dimensional-

ly stable over time to limit the variations occurring between two consecutive recalibra-

tions. Another important requirement in the case of reference artefact for contact meas-

urements is a high hardness to avoid scratches or plastic deformations due to repetitive 

probing. Invar represents an alternative to steel as material for reference artefacts to be 

employed in industrial conditions due to its low thermal expansion. Nonetheless its high-

er sensitivity to corrosion and oxidation reduces its stability over time. Other types of 

reference object that can be used in contact metrology are step gauges, spheres, ball bars 

and holeplates. An important aspect when choosing or designing the proper reference 

artefact is its dimension compared to the measuring object. The working range of the 

measuring sensor must ensure that it covers both reference and measuring objects. For 

instance in the case of a measuring device based on inductive probe, with limiting range 

of ±0.2 mm, the reference artefact has often to be specially designed. 

Artefacts for optical measurements have to comply with different requirements. Di-

mensional stability is still a requirement however hardness and geometrical errors become 

less important. The surface appearance plays a central role in optical artefacts as the 

measurement depends on the interaction between surface and light (both in active and 

passive measuring methods). When dealing with 2D measuring methods the reference 

artefacts are often composed by scales, grids or patterns deposited on a glass plate [103]. 

In this case the edges of the different shapes must be sharp and with limited burrs. 
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 Metrology frame and structure 2.5

The frame and the structural components holding measuring probe and measuring ob-

ject play an important role in the overall measurement accuracy of an instrument especial-

ly in the case of application in non-constant and non-reference temperature conditions. 

Two main elements, in particular, are to be considered in the development of a measuring 

instrument: the metrology frame and the positioning fixture. 

The metrology frame consists of a series of elements connecting probe and measuring 

object and which constitute the metrology loop , defined as an imaginary continuous line 

passing through solid components of the measuring instrument (frame and sensor) and 

determining the position of the measuring object with respect to the probe (Figure 2.21) 

[104].  

 

 

 

Figure 2.21. Structure of a roundness tester. The metrology loop is highlighted with a red dashed line [104]. 

 

 

The stability of the metrology loop is an important aspect to consider in the design 

phase for ensuring high accuracy measuring results. Thermo-elastic properties influence 

the deformation and distortions of the structure.  The design of the metrology frame can 

follow different approaches. A first one is the limitation of thermal deformation by choos-

ing low thermal expansion materials. This approach is however limited by the higher 

costs of these materials and can be applied only to structures with limited dimensions. 

Moreover it is an effective approach only in case of uniform temperature fields. Tempera-

ture gradients arise in transient conditions and are influenced by the thermal conductivity 

and the thermal inertia of the frame elements. For high thermal inertia and low conductiv-

ity components temperature gradients are maximized. Distortions due to these differential 

temperature distributions create high amplitude errors and are often not easy to predict. 

[35]. A design approach consists of using materials with high thermal conductivity, such 
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as aluminium, to reduce temperature gradients and consequently machine distortions 

[105]. The choice of the proper frame material is therefore not a straightforward decision 

[106]. Other solutions optimize the design shape of the frame to limit deformations or 

temperature gradients. Symmetric and closed shapes, such as full bridge, are less affected 

by temperature than open shape, i.e. cantilever beam. In accurate measuring systems the 

structure used to obtain information about the position of the measuring sensor is decou-

pled from the structural frame and constitutes an independent component of the measur-

ing system. It is therefore possible to design it using more stable and expensive material 

(Invar, Zerodur). Using kinematic coupling it is possible to mechanically and thermally 

disengage the metrology frame from the main structure [107]–[109]. 

Numerical simulation can be used to understand the thermal deformation of the system 

structure under different thermal conditions and together with temperature measurements 

can provide an on-line compensation model for thermal deformations [34], [110], [111]. 

The positioning fixture is a series of components that supports the measuring object 

and provides an unambiguous location with fixed points. The eventual clamping of the 

part can be effectuated with elastic elements (springs), friction elements (vice), pneumatic 

systems (vacuum) or simply by passive forces, such as gravity. Fixtures (and more gener-

ally measuring equipment) can be designed for a single workpiece or for multi-workpiece 

measurements; this last case comprises batch and assembly measurement systems [112]. 

Positioning fixtures can be designed for a specific component or can be composed by 

modular elements that can be combined to accommodate workpieces with different shape 

and dimensions [113], [114]. The unambiguous location, where the position in the space, 

three coordinates and the three rotations are uniquely defined, can be achieved with six 

fixed points without over constraining the measuring object. For prismatic parts the 3-2-1 

principle is often used: three mutual orthogonal planes representing a local reference sys-

tem are defined by three, two and one points respectively. Cylindrical workpieces are 

often supported by a V-block which represents four fixed points and define the orienta-

tion of the cylinder axis. Two further fixed points define the axial displacement and the 

axial rotation of the part [115]. Some measuring systems, like optical scanners, do not 

require the exact positioning of the workpiece that have a floating positioning. Repeata-

bility of the positioning is influenced by the geometrical errors and surface texture of both 

fixture and measuring object. To assess the repeatability and reproducibility of the posi-

tioning fixture, considering also the influence of the operator and of different workpieces, 

industrial practice suggests application of a Gauge Repeatability and Reproducibility 

(GRR) analysis [116]. 

 Temperature sensors 2.6

The interest in measuring temperature in dimensional metrology is linked to the need 

of limiting the effect of thermal expansion on measuring object and equipment. An im-

portant distinction has to be made between contact and remote sensing since they involve 

different aspects and problematics. Both contact and non-contact technologies are suitable 
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for surface temperature measurements hence in the case of non-uniform temperature con-

ditions, such as in the case of DLM, modelling and simulation are important tools for 

assessing the temperature in relevant locations of a part. 

 Contact sensors 2.6.1

These are usually composed of three main elements: a sensing element, terminals to 

connect the sensing element to the external electronic circuit and a shield to protect and 

support the sensing element [117]. Contact sensors always detect their own temperature 

[118]. Establishing a connection with the interest body leads to a change in their tempera-

ture that reaches a value constituting an approximation of the temperature to be measured. 

Thus the thermal coupling between these two bodies has a major influence in the meas-

urement accuracy. More specifically the heat transfer coefficient must be maximized to 

ensure a proper coupling. The thermal inertia of the sensor, considered as the product of 

mass and specific heat, has to be limited to reduce the sensor reaction time in the case of 

dynamic measurements and to limit the load effect consisting of a disturbance in the tem-

perature field due to heat flow from object to sensor [119]. In a realistic case temperature 

sensors are also thermally coupled with other objects, for example the terminal wires and 

air, introducing a further error source [117]. The sensing element has to be isolated to 

limit the heat flow towards external bodies. Figure 2.22 represents the realistic case 

where a sensor is connected to an object to measure its temperature TB. The measurement 

can be performed after an initial period where the sensor temperature changes to reach the 

object temperature. Due to heat dissipation towards external bodies the sensor can never 

reach the object temperature. A disturbance is visible in the object temperature when the 

sensor is connected [117]. Another important aspect that affects the uncertainty of the 

measurement is the isolation from electromagnetic noise. In the case of sensors based on 

electrical principles, such as resistance sensors, their output is sensitive to electromagnet-

ic interference and all the components must be protected, especially when they extend for 

a long distance. Electromagnetic noise picked up by wires can be limited using twisted or 

coaxial cable and grounded shields [120]. The wires are usually isolated and protected 

from external elements, like humidity, using polymeric (Teflon, polyvinyl chloride PVC) 

or composite (fibreglass) materials. The most used contact sensors in dimensional me-

trology consist of resistance temperature detectors, thermistors and thermocouples. 
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Figure 2.22 Temperature profiles during dynamic temperature measurement: TB=object temperature, 

T1=measured temperature [117]. 

 

 

Resistance temperature detectors 

Resistance temperature detectors, or RTD, are metallic elements where the electrical 

resistance changes with the temperature. They are among the most frequently used tem-

perature sensor due to their high accuracy, linearity and long term stability. The most 

common material used of the sensing element is platinum due to its highly linear re-

sistance variation as function of temperature; other materials used are copper, nickel and 

tungsten. Platinum made RTD are often called platinum resistance thermometer, PRT, or 

platinum thermometers followed by their nominal resistance value, for example PT100. 

Reference temperature are usually 10, 100, 500, 1000 Ω. In a range of temperature from 0 

to 850 °C the resistance of PRTs can be expressed as [121]: 

2

0 (1 )     Tr r a T b T  2.8 

Where: 

 rT is the resistance at the temperature T; 

 r0 is the resistance at 0 °C; 

 a = 3.9083·10
-3

 °C
-1

; 

 b = -5.775·10
-7

 °C
-2

. 

The sensing element can be composed by a coiled wire or by a thin film that is sup-

ported and protected by an element made of different materials, depending on the applica-

tion [120]. They are divided into four tolerance classes (AA, A, B, C) depending on the 

tolerance on the measured temperature [121]. The measurement of the variation in the 

resistance is performed using a Wheatstone bridge circuit and then converted to a temper-

ature value. The use of a three and four wire bridge type helps for removing the influence 

of the resistance of the lead wires which represent the most significant error in resistance 

thermometry. To measure the resistance of RTDs the sensing element must be powered 

with electrical current creating self-heating and introducing interference in the tempera-

ture field. To limit self-heating the current is limited, usually lower than 1 mA for a 

PT100. 
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Thermistor 

Thermistors are elements similar to RTD where the resistance changes are related to 

temperature variations. However they are made with non-metallic material, such as ce-

ramic (metal oxide) and semiconductor materials. Their response to temperature is highly 

nonlinear and can be both positive (positive temperature coefficient PTC) or negative 

(negative temperature coefficient NTC) depending on the material of the sensing element. 

The high sensitivity allows reducing the size of the sensor and consequently its thermal 

inertia. Similarly to RTDs they are affected by self-heating issues. 

 

 

 

Figure 2.23 Thermistors (NTC,PTC) response compared to RTDs [117]. 

 

 

Thermocouple 

Thermocouples, also called thermoelectric sensors, exploit the thermoelectric property 

called Seebeck effect. When two conductive elements of different materials are connected 

at two points to create a closed circuit and the two junctions are exposed to different tem-

peratures a differential voltage generates between the junctions causing the flow of cur-

rent. The voltage produced is proportional to the difference in temperature of the two 

junctions. Thermocouples are composed by two conducting wires of different materials 

connected at one end and connected to a voltage meter on the other Figure 2.24. The 

connection to the voltage meter must be at a uniform temperature; it is often referred as 

cold junction or reference junction. It must stay at a constant temperature to ensure that 

the voltage measured is directly proportional to the measurement junction temperature. In 

modern systems the temperature of the cold junction is not fixed, nevertheless it is meas-

ured with an absolute temperature sensor (i.e. RTD) and its influence compensated [117]. 

Thermocouples are classified according to the materials of the two wires; the most used 

types are listed in Table 2.7. They are divided into three tolerance classes (Class 1,2 and 

3) [122].Thermocouples are the most diffused temperature sensors [120] due to the sim-

plicity, reliability and costs. They are less stable than RTDs but they have a wider meas-

uring range, useful especially for process control application. 
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a) 

 

b) 

Figure 2.24 Thermocouples: a) basic measuring circuit; b) type of junctions [120]. 

 

 

Table 2.7: Types of thermocouples [118]. 

Type Materials Max. temperature 

°C 

Sensitivity at 20 °C 

/µmV/°C 

B Pt 30% Rh / Pt 6% Rh 1700 0 

E Ni-Cr alloy / Cu-Ni alloy 870 60.5 

J Fe / Cu-Ni alloy 760 51.5 

K Ni-Cr alloy / Ni-Al alloy 1260 40.3 

N  Ni-Cr alloy / Ni-Si alloy 1300 26.6 

R Pt 13% Rh / Pt 1400 5.9 

S Pt 10% Rh / Pt 1400 5.9 

T Cu / Cu-Ni alloy  370 40.3 
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 Infrared sensors 2.6.2

All bodies at temperatures above absolute zero absorb and emit electromagnetic radia-

tion. For an ideal body, referred as blackbody, the incident radiation is completely ab-

sorbed and emitted. For a real body the incident radiation is partially absorbed, reflected 

and transmitted. The radiation emitted by a real body can be related to the ideal case with 

the parameter of emissivity ε: 

( )

( )
 

B

M T

M T
 2.9 

Where: 

 M is the radiant emittance of a generic body at the temperature T; 

 M
B
 is the radiant emittance of a blackbody at the temperature T. 

The emissivity represents also the percentage of the incident radiance that is absorbed. 

Similarly the concept of transmissivity τ and reflectivity ρ can be introduced as the per-

centage of radiation transmitted and reflected. Emissivity, transmissivity and reflectivity 

are always lower than 1, while their sum is always equal to 1, as they represent a portion 

of the total incident radiation. Emitted radiations of non-ideal bodies depend on the body 

features like material and surface appearance, on the entity of the radiation, wavelength 

and direction of radiation. Thus for a defined body emissivity can assume different defini-

tions depending on the considered wavelength and direction. For practical engineering 

applications the hemispherical total emissivity is considered. The entity of the thermal 

radiation of a blackbody, intensity and wavelength, depends on the temperature of the 

body according to Planck’s law. For a generic body the emitted radiance at the absolute 

temperature T is: 

4   M T  2.10 

Where: 

 σ is the Stefan-Boltzmann constant, equal to 5.67051×10
-8

 Wm
-2

K
-4

; 

 ε is the hemispherical total emissivity. 

Hence a directly traceable temperature measurement can be created correlating the ra-

diance of a body to its temperature using thermodynamic laws. Nevertheless the meas-

urement must consider correction due to reflected and absorbed radiation (proportional to 

1-ε) and other error source [118], [120].  

Below 500 °C all radiations are in the infrared spectrum thus the measurement of tem-

perature using radiation is referred to as infrared measurement. Calibration of infrared 

sensors is performed using high emissivity reference objects which are considered as 

blackbody. These artefacts are constructed with materials with high emissivity (often it is 

sufficient to use coatings) and with particular geometries to trap incident radiations. 

Infrared temperature detectors can be divided in two main groups: photon (or quan-

tum) detectors and thermal detectors. Photon detectors are composed of elements, such as 

photodiodes or photoconductors, which create an electrical voltage when excited with 

electromagnetic radiation. Elements of thermal detectors have properties sensitive to tem-
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perature; initially the electromagnetic radiation is converted into thermal energy that 

changes temperature and properties of the sensor elements, i.e. as resistance in a bolome-

ter. In single spot sensors the detector is composed of a single sensing element while in 

thermal cameras an array of elements is placed in the focal plane of the lenses [123]. An-

other important element of infrared sensors is represented by the lenses; they define the 

field of view and the working distance of the system. A relevant parameter used to de-

scribe the performance of an infrared measurement system is the noise equivalent tem-

perature difference (NETD) that is defined as the temperature difference between ambient 

and object that generates a signal level equal to the noise. It represents the resolution of 

the detector [124]. Other quantities relevant to define the sensor are wavelength band 

range, temperature range, field of view and spatial resolution in the case of array detec-

tors. Most thermal cameras nowadays are equipped with micro bolometer arrays. They 

are cheaper than photon sensors yet they have a slower response, lower sensitivity and 

strong dependency on the temperature of the detector. Photon detectors are used for more 

challenging applications since they have smaller NETD and higher acquisition frequency. 

Photon detectors must be cooled to reduce the signal noise while the temperature of ther-

mal detectors must be stabilized [123]. 

The total radiance Pm of an opaque target object measured by an infrared sensor can be 

described as: 

     1     m t bM M T M T  2.11 

Where 

 ε is the emissivity of the target object; 

 M(Tt), M(Tb) refers to the radiance emitted from the target and the background re-

spectively. 

The temperature of the target body can then be extracted knowing the other quantities 

and the relationship between measured radiance and temperature. 

Infrared temperature measurements rely on the knowledge of the emissivity of the 

measuring body. Accurate measurements of emissivity are performed with radiometers 

and are also capable of detecting the influence of wavelength and directionality [125], 

[126]. Thermal cameras however detect radiations within a defined wavelength band. 

Therefore objects are considered as grey bodies that are defined as objects having con-

stant emission for the entire wavelength band of interest. Hence for practical applications 

the hemispherical total emissivity is of interest and can be estimated directly with an in-

frared temperature sensor. Three techniques can be exploited [127]. The first one requires 

the use of a well-known emissivity coating or tape to put on a partial area of the measur-

ing object that must be at a different temperature than the background. If the temperature 

of the object is homogenous the target emissivity εt can be estimated as: 
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 


 


t b
t r

r b

M M

M M
 2.12 

Where 

 ε is the emissivity; 

 M is the total radiance measured with the infrared sensor; 

 t, r, b refers to the target, reference and background respectively. 

The second method requires the use of a reference temperature measurement, for in-

stance performed with a contact sensor. The target emissivity is: 

t b
t

c b

T T

T T






 2.13 

Where Tc is the temperature measured with the reference sensor. 

If the target object is at the same temperature as the background the emissivity estima-

tion is not possible since the emitted radiation can not be properly separated from the 

reflected one. 

A third method requires the target to be at two different temperatures levels. The esti-

mated emissivity is: 

1 2

1 2

t t
t

c c

T T

T T






 2.14 

Where 

 Tt1 and Tt1 are the temperatures measured with the infrared sensors for the two 

thermal conditions; 

 Tc1 and Tc1 are the reference temperatures for the two thermal conditions. 

Typical applications of infrared thermography (using thermal camera) are in civil en-

gineering as building diagnostics [128], in material science for detecting defects in non-

destructive testing and to measure temperature fields during material testing and in gen-

eral applications to detect failure in components [129]. All these applications require a 

relative temperature measurement, since they are mostly focused on temperature differ-

ences in the target component. Other applications requiring absolute temperature meas-

urements are in metal cutting [130] and material testing [131]. In a DLM application an 

absolute temperature measurement is necessary and can be achieved with thermography 

accepting an increase of the measurement uncertainty. 

A complete and yet simplified model describing an infrared temperature measurement 

is depicted in Figure 2.25. Two main sources of errors can be identified, namely internal 

and external errors. The first class includes all the errors due to the measuring instrument 

such as detector sensitivity, noise, resolution error, drift, lens distortion, non-uniformity 

of the detector (especially in the case of thermal cameras). To cope with non-uniformity 

and drift thermal cameras have an internal calibration system known as non-uniformity 

correction, or NUC [123], [132]. External errors include the uncertainty on the emissivity 

of the target object, effect of the radiation emitted by the surroundings and reflected by 
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the target and radiation absorbed and emitted by the atmosphere. Absorption is mainly 

caused by molecules of water, carbon dioxide and ozone [124]. The surroundings can be 

considered as a blackbody at the ambient temperature. Another source of error is repre-

sented by the detector radiance that is reflected either by the atmosphere or by the target 

object. Depending on the detector temperature a warmer or colder reflection is visible at 

the detector output. This effect is also known as Narcissus effect [123]. The most influent 

source is represented by the uncertainty of the object emissivity that results in being dom-

inant over the influence of ambient temperature and humidity and distance between ob-

ject and detector [133], [134]. 

 

 

 

ε = emissivity 

T = temperature 

M = blackbody radiance 

TT = band transmittance 

Figure 2.25 Infrared temperature measurement: radiation model [124]. 

 

 

 Conclusion 2.7

The topic of dimensional measurements in production environment is initially dis-

cussed. 

The influence factors that affect dimensional stability and dimensional measurements 

are presented. A comprehensive list of these factors is already available in ISO 14253-2. 

The focus of the discussion is however oriented on quantities that cause workpiece di-

mensional instability in the post production period more than the one causing constant 

systematic variations. The focus is oriented to instabilities affecting polymers. Three main 

categories of contributions are defined, namely temperature, humidity and stress driven 

instability. Temperature causes thermal expansion of any components, which can be 

quantified with the thermal expansion coefficient. As the measuring equipment is also 

influenced by temperature a systematic variation on the measured length value which 
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does not correspond to an actual change in the workpiece dimension can arise. The hu-

midity effect, more specifically the swelling due to moisture absorption, is problematic 

typical of polymers. It can be described similarly as the thermal expansion with a coeffi-

cient of moisture expansion. In equilibrium conditions the moisture uptake is proportional 

to the ambient humidity and consequently the hygroscopic swelling is a function of ambi-

ent conditions. For pure elastic materials the effect of force causes a static elastic defor-

mation. In the case of viscoelastic materials, like polymers, probing forces also causes 

time dependent creep. Post production shrinkage due to residual stress relaxation is once 

more an instability affecting viscoelastic materials. It is typical of polymer parts produced 

by injection moulding. In case of more stable materials (metals and ceramics) only ther-

mal effects and elastic deformations due to probing force are to be considered. 

A state of the art on technologies for dimensional metrology is discussed. Sensors for 

dimensional measurements are categorized in two main groups: contact and optical sen-

sors. All dimensional sensors, and specifically contact sensors, can be classified accord-

ing to the number of working dimensions as they can measure 1, 2, 3 dimensional quanti-

ties. Manual one-dimensional sensors are often used in industrial context due to the lim-

ited cost and versatility. The accuracy is however limited to tens of microns and is largely 

affected by the operator. Another diffused category of one-dimensional sensors is repre-

sented by inductive probes. They can be implemented in single point measurements or in 

more complex fixtures for measuring several dimensions in a single component. The 

MPE of these devices can be as low as 0.4 µm. As an alternative to inductive probes en-

coder-based sensors offer larger working ranges with slightly lower accuracies. CMM are 

considered three-dimensional measuring devices. They can perform a vast range of meas-

uring tasks with different type of probes. General values of measuring accuracies can be 

estimated with calibration and reverification procedures; however task specific uncertain-

ty can be calculated to consider the effect of the measuring procedure. 

The main advantage of optical sensors is the absence of contact with the workpiece. 

On the other hand optical measurements are affected by the surface appearance of the 

workpiece. The different techniques can be subdivided according to the working princi-

ple. Intensity based sensors record the distance from a reflecting plane comparing it with 

the intensity of the light reflected. Interferometric systems usually provide distance meas-

urements with the highest accuracy. They are directly traceable as they rely on wave 

properties of light. The disadvantage of having a narrow absolute measuring range can be 

solved introducing a multi wavelength system. Triangulation systems are very frequently 

used in industry. This class encompasses techniques such as focus techniques, laser scan-

ners, structured light scanners and photogrammetry systems. Triangulation systems can 

consist of independent measuring devices, such as laser scanners, or as sensors to be in-

cluded in a more complex device. Optical CMMs in fact are often equipped with different 

triangulation sensors, such as autofocus or laser point sensors. Image processing, such as 

digital image correlation, is included in triangulation technique category as a dimensional 

measurement of displacement or absolute length which can be performed by analysing 

picture acquired with a vision probe or a camera. The comparison of optical techniques 

features with the requirements for DLM reveal that the main limitation is represented by 

the acquisition time and costs, especially of standalone technologies. 
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Reference artefacts are a necessary tool to transfer traceability. To limit the uncertain-

ty of the traceability chain ideal objects should be selected as reference objects. In the 

case of contact measurements low roughness and low form error artefacts are required 

while for optical measurements it is important to ensure a collaborative surface on the 

artefacts. 

Metrology frame and positioning fixtures are important components of a measuring 

device. Metrology frame ensures the correct definition of relative position of the measur-

ing object referred to the probing system. The crucial aspect of metrology frame is the 

thermal stability, which can be achieved with low thermal expansion materials or with 

particular designs to have a predictable temperature field, coupled with compensation 

systems. Positioning fixture ensures support and an unambiguous workpiece location. 

The 6-points principle allows achieving uniquely defined positioning. GRR is a diffuse 

methodology to analyse repeatability and reproducibility of the positioning fixture. 

The measurement of temperature is a crucial aspect of a DLM system. This type of 

sensor can be divided in contact and non-contact sensors.  Contact sensors exploit the 

property of certain material to produce an electrical output that can be related to tempera-

ture variations. They must have a limited thermal inertia to reduce the load effect when 

they are applied to the surface to measure and to ensure a fast response. Resistance tem-

perature detectors (RTDs), often made of platinum, change their resistance when subject-

ed to temperature variations; they have a highly linear response and they produce a stable 

and accurate temperature measurement. Thermistors are made with non-metallic materi-

als. The working principle is similar to RTDs; yet they do not reach high level of linearity 

and accuracy. The working principle of thermocouples is based on the Seebeck effect. 

They performance is less efficient than RTDs but they offer a higher measuring range and 

they are generally cheaper. Non-contact temperature measurements are based on the 

measurement of the infrared radiance produced by an object. It is a traceable technique 

since it can be related directly to thermodynamic constants. Nonetheless infrared meas-

urements are largely affected by many error sources. The uncertainty on the emissivity 

value of the object is one of the principal contributors to the measurement uncertainty. 

The principal contributors are the uncertainty on the material emissivity, which can be 

measured with a comparison procedure against a reference surface at the same tempera-

ture of with a reference contact temperature measurement. Other contributors are repre-

sented by the radiations not directly related to the object emission, due to reflection and 

absorption. Infrared measurement devices can consist of single spot measurement sensors 

(pyrometer) or thermal imagers. 
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  3

Experimental investigation on 

probing systems for DLM 

The application of DLM in dimensional measurements introduces new challenges for 

the probing systems involved. The time variant state requires the simultaneous and fast 

measurements of different quantities, such as length and temperature. Moreover without 

previous knowledge of material properties the measurement device has to provide a series 

of information to extract these properties. For example in the case of contact dimensional 

measurement, the length at the reference condition of zero contact force can be found 

with a traditional static compensation of the elastic deformation or with a extrapolation of 

dynamic measurement performed applying a variable probing force. The dynamic non-

uniform thermal state requires measurements of temperature directly on the workpiece 

and potentially in multiple locations which can be performed with a single thermal im-

ager. Hence unconventional probing systems must be examined to assess the applicability 

to DLM. 

 A measuring device with active force con-3.1

trol 

The contact displacement sensor selected is a commercial linear actuator equipped 

with an encoder for a feedback control of the position. The system has been tested using 

reference artefacts and the uncertainty has been assessed using a statistical method com-

pliant to the “Guide to the expression of Uncertainty in Measurement” (GUM) [135]. The 

main contributions to the uncertainty were identified using the Procedure for Uncertainty 

Management (PUMa method) described by ISO 14253-2 [10]. These statistical tools have 

already been effectively employed in uncertainty estimations of measuring equipment 
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[82], [136]. The study aims to the determination of the metrological characteristics of the 

measuring device (described in detail in section below). Random and systematic effects 

are investigated under different conditions (measuring force and position of the actuator 

stem). The use of statistical tools allows for the separation of random and systematic con-

tributions of the measurement errors. 

 Measuring process 3.1.1

Measuring system 

The linear actuator is produced by SMAC Corporation (US). The main characteristics 

are listed in Table 3.1. The specific model has been selected as its encoder resolution and 

small probing force make it a valid alternative to inductive probes. The system is provid-

ed with a linear encoder, with a glass measuring scale, to feed a closed loop control. Thus 

it can move controlling the force, the position, the speed or the acceleration of the stem. A 

built in instruction package allows it to be used as a contact displacement sensor (the stem 

moves slowly and stops as soon as the contact with an object is detected). 

 

 

Table 3.1: Nominal characteristics of the actuator under calibration (from catalogue). 

 Dimensions / mm 70×55×25  

 Stroke / mm 10  

 Voltage supply / V 24  

 Maximum current / A 1.6  

 Encoder resolution / µm 0.1  

 Nominal force / N 3  

 

 

The reference artefacts consist of grade 0 steel gauge blocks (ISO 3650 [101]) and are 

used as reference object to be measured. The blocks are wrung together to cover 8 mm 

stroke with steps of 1 mm. The coefficient of thermal expansion (CTE) of the blocks is 

11.5 ppm/°C, as reported in the calibration certificate. 

Metrology frame: the main frame consists of a main plate and supports made in Invar, 

with a CTE equal to 1.6 ppm/°C. The actuator is fixed on the plate by means of two 

clamps. The gauge block is placed on a flat surface and the correct position on the plane 

is ensured by a three point contact. 
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Definition of the measuring task 

The output signal of the system consists of the encoder counts. It can be transformed 

into length units applying a multiplicative factor to be defined from the measurements. 

The contact force applied during the measurement is controlled by measuring the cur-

rent consumption of the actuator. This force has been varied from 0 N to 3 N. The stand-

ard uncertainty of the force measurements is evaluated to be 0.015 N, from a preliminary 

investigation using a calibrated load cell.  

The experiments are performed in a metrology laboratory with a controlled ambient 

temperature. Even if the temperature of the measuring system is not directly measured, a 

reasonable temperature range may be defined based on previous measurements.  

The measurand is defined as the encoder output (i.e. the position of the actuator stem 

measured by the internal encoder) when the tip of the stem is in contact with the reference 

object.  

The measuring setup is represented in a simplified form in Figure 3.1. 

 

 

 

Figure 3.1 The measuring setup for actuator calibration (e.c. = encoder counts, dblock = dimension of gauge 

block). 

 

 

From the particular orientation of the reference system, the smaller the gauge block 

under measurement the greater the output of the encoder. When performing the data anal-

ysis, the raw data values are rescaled as follows: 

 The values are transformed from encoder counts into millimetres             

(1 e.c. = 10
-4

 mm). 

 The values are then shifted of a constant value to make the output relative to 

the bigger gauge block to coincide to zero. Consequently, all the values are 

nominally positive and represent a relative variation of the encoder output. 

Experimental procedure 

The calibration procedure consists of measuring the length of gauge blocks of 9 dif-

ferent dimensions (from 20 mm to 12 mm, with a step of 1 mm) with 8 different contact 

forces (nominally 0.17 N, 0.33 N, 0.50 N, 0.66 N, 0.83 N, 1.00 N, 2.00 N, 3.00 N). 
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The test is performed in the following way: 

1 The gauge block is positioned. 

2 The actuator is programmed to measure the gauge block with each of the dif-

ferent force levels. 

3 The gauge block is repositioned and step 2 is repeated. Step 3 is repeated 3 

times. 

4 The gauge block is replaced with another one of different dimension and steps 

2 and 3 are repeated. 

5 The whole procedure is repeated another time for a total of 6 repeated meas-

urements for each combination of gauge block and measuring force. 

Definition of the mathematical model 

The mathematical model for the measured length L may be expressed by three addi-

tive terms, i.e.: 

  scale force gaugeL L L L  3.1 

where Lscale is the component of the measured length taking into account the thermal 

expansion of the glass measuring scale, ΔLforce is the deformation due to the contact force 

and ΔLgauge is the thermal expansion of the measured gauge blocks.  

The first term of the mathematical model (LScale) may be expressed as follows: 

   0 1 20         scale scaleL er er CTE T  3.2 

where er is the raw encoder output, er0 is the reference for zeroing the encoder output, 

α is the transformation factor (from encoder counts to millimetres), CTEscale is the thermal 

expansion coefficient of the glass measuring scale and T is the temperature of the whole 

system. Considering now directly the lengths of the blocks, equation 3.2 becomes: 

   20 1 20       scale block scaleL L L CTE T  3.3 

where L20 is the length of the 20 mm gauge block used to zeroing and Lblock is the 

length of the measured block. Since some measured lengths are obtained by wringing two 

blocks of lengths L1 and L2, equation 3.3 becomes: 

   20 1 2 1 20            scale scaleL L L L CTE T  3.4 

The second term of the mathematical model (ΔLforce) may be expressed with equation 

2.5 in agreement to Hertz formulas in case of contact between a rigid sphere and a plane.  

The third term of the mathematical model (ΔLgauge) may be expressed as follows:  

 1 20gauge block blockL L CTE T         3.5 

where CTEblock is the thermal expansion coefficient of the blocks, and Lblock and T are 

defined above. When the measured length is obtained by wringing two blocks of lengths 

L1 and L2, equation 3.3 becomes: 
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   1 2 1 20gauge blockL L L CTE T          3.6 

So, according to equation 3.1, i.e. putting together the three additive terms of the 

mathematical model, it results: 

   
 

   

2

32 2

3

20 1 2 1

2

1 2

3 1
1 20

4

1 20

  
                

   

       

scale

block

L L L L CTE T F

ra E

L L CTE T

 3.7 

This complete model allows a thorough comparison among the effects of all the fac-

tors affecting the uncertainty of the measured length L.  

 A priori uncertainty evaluation 3.1.2

The uncertainty of the measured length L was evaluated before performing the measure-

ments in order to identify the most significant factors. This is called a priori uncertainty 

evaluation.  

Estimating the a priori contributions 

In order to have an a priori estimate of the measured length L and its uncertainty, an 

estimate of the values of the independent variables of the mathematical model, shown in 

equation 3.7, and their variabilities is required. According to GUM [135], the latter con-

tributions may be evaluated as variability ranges (Type B evaluation) when standard un-

certainties, obtained from repeated observations (Type A evaluation), are not available. 

By way of example, the working condition with a measured length L of approximately 6 

mm and a nominal contact force of 0.17 N is considered. Table 3.2 shows the estimated 

values of the independent variables. The nominal lengths of gauge blocks L1, L2 and L20 

are reported in the calibration certificate, as well as the value of the thermal expansion 

coefficient CTEblock. Instead, the value of the thermal expansion coefficient CTEscale is 

taken from literature, since it is not available from the technical specifications of the 

encoder. The temperature of the whole system T is estimated based on the prior 

experience. The Poisson ratio ν is taken from literature, as well as the Young modulus E. 

The radius of the probe tip ra is given in the technical specifications of the actuator, while 

F is the nominal value of the contact force. 

Table 3.3 shows the estimated variability of the independent variables. Only the vari-

ability of contact force F is known a priori as standard uncertainty (Type A evaluation). 

For the other independent variables, the variability range is exploited (Type B evalua-

tion). By assuming rectangular distributions of width equal to the range, the correspond-

ing variances may be calculated for each contribution by dividing the square of the range 

by the factor 12, as indicated by GUM. Then, the standard uncertainties are, of course, 

obtained by taking the square root of the corresponding variances. 

The ranges for the lengths of the gauge blocks L1, L2 and L20 are derived from the limit 

deviations given in ISO 3650. As shown in the next session, these contributions are criti-
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cal for the overall uncertainty of the measured length L, therefore grade 0 gauge blocks 

were adopted. In ISO 3650, the limit deviations are defined per length intervals, i.e. 

[0.5 mm, 10 mm], (10 mm, 25 mm], and so on. The measurement resolution of the en-

coder which also influences the length measurements has, however, a negligible effect. 

 

 

Table 3.2: Estimated values of the independent variables of the actuator model. 

 Variable Value  

 L20 / mm 20.0003  

 L1 / mm 9.0003  

 L2 / mm 5.0000  

 CTEscale / ppm/°C
-1

 8.0  

 T / °C 21  

 ν 0.30  

 ra / mm 1.50  

 E / N∙mm
-2

 2.05×10
5
  

 F / N 0.17  

 CTEblock / ppm/°C
-1

 11.5  

 

 

Instead, the effect of measurement repeatability is certainly significant, but it cannot 

be evaluated a priori. The range for the thermal expansion coefficient CTEblock is given in 

the calibration certificate. Instead, the range for the thermal expansion coefficient CTEscale 

is taken from literature, being not available from the technical specifications. The range 

for the temperature T is estimated basing on the prior experience. The ranges for the Pois-

son ratio ν and Young modulus E are taken from literature. The range for the radius of the 

probe tip ra is given in the technical specifications of the actuator. Finally, for the contact 

force F the standard uncertainty is known from preliminary investigations by means of a 

load cell. 

Uncertainty table 

The uncertainty evaluation according to GUM and PUMa methods  may be properly 

organized in a tabular format, with reference to EA-4/02 M [137]. A small modification 

from this format has been introduced by substituting standard deviations with variances 
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[138] thus managing additive quantities which can be compared more easily. Table 3.3 

shows the individual contributions to variance of output quantity L for the working 

condition considered in the section above (i.e. measured length L of approximately 6 mm 

and nominal contact force of 0.17 N). 

 

 

Table 3.3: Estimated variability of the independent variables of the actuator model. The variability range is 

given for Type B evaluations, while the standard uncertainty is given for Type A evaluations. 

 
Variable Range 

Standard 

uncertainty 

 

 L20 / μm 0.28   

 L1 / μm 0.24   

 L2 / μm 0.24   

 CTEscale / ppm/°C
-1

 2.0   

 T / °C 1   

 ν 0.04   

 ra / mm 0.1   

 E / N∙mm
-2

 2.10×10
4
   

 F / N  0.015  

 CTEblock / ppm/°C
-1

 2.0   

 

 

Symbols of independent variables appearing in the mathematical model and their 

values are written down in column xj. Entries in column u(xj) are the standard 

uncertainties for each contribution, while values in column dfj represent the relevant 

degrees of freedom, which are set to 100 in absence of specific information. Coefficients 

of sensitivity cj may be evaluated either by partial derivation, or numerically, and 

eventually contributions uj
2
(L) of variance of dependent variable L can be calculated. By 

taking into account all this information, it is possible to get the expanded uncertainty 

U(L). 

By examining the values of the column uj
2
(L) in Table 3.4, the weights of the different 

uncertainty contributions are determined.  The ranges for the lengths of the gauge blocks 

L1, L2 and L20 are the major contributions. Indeed, passing from the adopted grade 0 

gauge blocks to grade 2 gauge blocks, the expanded uncertainty (at 95% confidence 
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level) increases from 0.28 µm to 1.0 µm. Instead, the expanded uncertainty does not 

change significantly when considering other combinations of contact force and measured 

length. 

 

 

Table 3.4: Uncertainty table for the length L (expressed in millimetres) measured with the actuator for a 

specific working condition. 

xj 

u(xj) cj uj
2
(L) dfj uj

4
(L)/ dfj 

Symbol Value 

L20 20.0003 8.1×10
-5

 1.0 6.5×10
-9

 100 4.3×10
-19

 

L1 9.0003 6.9×10
-5

 -1.0 4.8×10
-9

 100 2.3×10
-19

 

L2 5.0000 6.9×10
-5

 -1.0 4.8×10
-9

 100 2.3×10
-19

 

CTEscale 8.0×10
-6

 5.8×10
-7

 6.0 1.2×10
-11

 100 1.4×10
-24

 

T 21 5.8×10
-1

 -1.1×10
-4

 4.3×10
-9

 100 1.8×10
-19

 

ν 0.30 1.2×10
-2

 2.6×10
-5

 9.2×10
-14

 100 8.5×10
-29

 

ra 1.50 2.9×10
-2

 1.3×10
-5

 1.5×10
-13

 100 2.2×10
-28

 

E 2.05×10
5
 6.1×10

3
 1.9×10

-10
 1.4×10

-12
 100 1.9×10

-26
 

F 0.17 1.5×10
-2

 -2.3×10
-4

 1.2×10
-11

 100 1.5×10
-24

 

CTEblock 1.15×10
-5

 5.8×10
-7

 -1.4×10
1
 6.5×10

-11
 100 4.3×10

-23
 

L 5.9999  u²(L) 2.0×10
-8

 Σ 1.1×10
-18

 

   u(L) 1.4×10
-4

 dfL 392 

   p 95%   

   tp(dfL) 2.0   

   U(L) 2.8×10
-4
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 A posteriori uncertainty evaluation 3.1.3

The experimental data are composed of 72 series of 12 data points for every combina-

tion of gauge block and measuring force. Their values represent the raw output of the 

encoder. Given the experimental data, it is possible to obtain an a posteriori estimate of 

measurement uncertainty. 

Firstly the Chauvenet criterion is used to identify suspected outliers (i.e. measurement 

accidents). The method is applied within each single series in order to consider only the 

variability relevant to each set of measuring conditions. The method considers the residu-

als of each repetition from the average value of all repetitions. Outliers are then replaced 

by the median value of the series. 

Experimental data are then rescaled according to Section 2.2, the transformation factor 

being 10
-4

 mm/count. The shift is defined as the average of all measurements for the 

20 mm gauge block. Systematic effects linked to rescaling are identified and compensated 

later in the analysis. The differences between measured values and the reference value 

(i.e. residuals R) are calculated for each data point. For each series the average and the 

standard deviation of the residuals are calculated and used in the subsequent analysis. 

Before evaluating measurement uncertainty, systematic effects are corrected [135]. 

The influence of measuring force is calculated as elastic deformation according to equa-

tion 2.5.The calculated values (listed in Table 3.5) are then subtracted from residuals R. 

 

 

Table 3.5: Systematic effects (deformation) due to measuring force. 

 Nominal Force / N Deformation / µm  

 0.17 0.06  

 0.33 0.09  

 0.50 0.12  

 0.66 0.15  

 0.83 0.17  

 1.00 0.19  

 2.00 0.31  

 3.00 0.41  

 

 

Box-plots in Figure 3.2show the scatter of the residuals corrected for the force effect 

(Rcorr,F) as a function of measuring length, underlining a clear trend. The latter represents 
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the metrological characteristic of the actuator, showing a sensitivity error with a negligi-

ble nonlinearity. 

 

 

 

Figure 3.2 Box-plots of residuals Rcorr,F vs. measuring length. 

 

 

Therefore, linear regression between nominal measuring length and residuals is per-

formed to quantify the influence of length, according to the model: 

,corr F L LR a L b    3.8 

where L is the nominal measuring length, aL and bL are the coefficients of the model. 

Residuals corrected from the systematic influence of the measuring length (Rcorr,FL) are 

calculated as: 

 , ,corr F L corr F L LR R a L b     3.9 

According to GUM, the correction of the sensitivity error results should have, in the 

worst case, a standard uncertainty of about 0.06 µm. Box-plots of residuals corrected for 

systematic effects of measuring length and force (Rcorr,FL) are shown in Fig. 3. 

 

 

  

a) b) 

Figure 3.3 Box-plots of residuals Rcorr,FL vs. measuring length (a) and measuring force (b). 
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Residuals Rcorr,FL appear to be almost unaffected by the two factors considered. This is 

confirmed by the normal probability plot, shown in Fig. 4, which does not highlight sub-

stantial discrepancies from normality. So, the standard deviation of the residuals Rcorr,FL, 

is equal to 0.17 µm, is taken as measurement repeatability. Combining the latter contribu-

tion with the standard uncertainty relevant to the previous correction (equation 3.9) and 

the standard uncertainty relevant to all the factors considered in the a priori evaluation 

(Table 3.4), a combined standard uncertainty equal to 0.23 µm is obtained. In this way, 

the a posteriori estimate of expanded uncertainty (at 95% confidence level) of measured 

length L is 0.46 µm. 

 

 

 

Figure 3.4 Normal probability plot for residuals Rcorr,FL. 

 

 

 Multi-wavelength interferometer 3.2

The commercial interferometer produced by Luphos GmbH is a multi-wavelength in-

terferometric system capable of absolute measurements with accuracies lower than 

0.05 µm (3σ) [50]. It can be employed as profilometer, roundness tester or simple dis-

placement probe. As an optical technique it provides measurements without thermome-

chanical interaction with the workpiece. On the other hand the measurement accuracy is 

influenced by the surface texture of the target and can get as high as 1 µm for rough sur-

faces [139]. Hence an adequate application to exploit the potential of the instrument is 

length measurement with sub-micrometre accuracy on low roughness parts, such as 

ground or polished metal parts. In the next section the applicability as length measure-

ment device is tested on step gauges with step height of the order of 1 µm and 100 µm. 

 Procedure description 3.2.1

The tests consist of repeated measurements of two calibrated step gauges. The step 

gauges consist of a set of gauge blocks wrung on an optical flat. The artefacts are com-

posed as follow: 
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 Step gauge 1 (SG1):  

o 3 gauge blocks with nominal length of 1.3, 1.5, 1.6 mm 

o Step heights achievable: 100, 200, 300 µm 

o Grade 0 (ISO3650) with calibration certificate 

 Step gauge 2 (SG2):  

o 5 gauge blocks with nominal length of 1.010, 1.007, 1.003, 1.010 

o Step height achievable: 3, 4, 7, 10 µm 

o Grade 1 (ISO3560) without calibration certificate 

The first and the last steps have nominally the same height to help during the data pro-

cessing for removing the profile orientation. In SG1 these areas are represented by the 

optical flat, while in SG2 they consist of two gauge block of the same nominal height. 

The measurements of the step height are performed in a scan mode (Figure 3.5): the 

interferometric beam is positioned approximately in the middle area of the gauge blocks 

and it is moved across the artefact (x direction). The height (z direction) is measured con-

tinuously every 10 µm of step in x direction. The scan cycle (forth and back) is repeated 

15 times consecutively, thus a total of 30 replicated measurements are available. The tests 

are performed in an uncontrolled temperature room, however the temperature is assumed 

constant during the scanning process. 

 

 

 

 

 Data analysis 3.2.2

Each single profile (of the step gauge) measurement must be processed as follows to 

estimate the amplitude of the step heights: 

 The main orientation of the profile (coming from a non-perfect horizontal align-

ment of the sample) can be removed by subtracting the linear trend calculated 

from the interpolation of the first and last segment (Figure 3.6). 

 

Figure 3.5 Step gauge measurement with a MWLI system. 

Z

X

Interferometer

Step gauge
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 The height of the steps is estimated in a central position of the gauge blocks. It is 

calculated as the average z coordinate of 20 consecutive data points (Figure 3.7). 

This averaging reduces the influence of the noise. 

 The difference between the heights is calculated and compared with the reference 

value from the calibration certificate for the gauge block. 

 

 

 

Figure 3.6 Levelling of main orientation of MWLI measurement. 

 

 

Figure 3.7 Data processing: definition of measuring point on the step gauge. 
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 Uncertainty budget and discussion 3.2.3

A measurement uncertainty is estimated according to ISO 14253-2.The ambient tem-

perature is fixed equal to 25±3 °C. It is not directly measured; instead its value is estimat-

ed with a large variation limit. The systematic error due to the non-standard thermal con-

dition is corrected according to equation 2.1 to compare the measurement with the cali-

bration certificates. The measurement uncertainty is estimated for the repeated measure-

ment of the single artefact considering as main contributors: 

 uncertainty related to the calibration certificate of the gauge blocks; 

 uncertainty related of the instrument (MPE); 

 uncertainty on the coefficient of thermal expansion of the step gauges; 

 uncertainty on the temperature; 

 uncertainty related to the noise, as standard deviation of the height value calculat-

ed on the centre of the block (average over 9 data consecutive points); 

 uncertainty related to the procedure, i.e. repeatability of the measurement, as 

standard deviation of the average over 30 repetitions. 

An example of uncertainty budget for the larger step height is depicted in Table 3.6. 

 

 

Table 3.6: Uncertainty budget of step gauge measurement with MWLI according to [10]. 

Contributor Eval-

uation 

type 

df 

Variation limit 

Length 

variation 

/µm 

Distribu-

tion 

divisor 

Standard 

uncertain-

ty /µm 

uref1 
Reference 

step block 1 
B 

 
0.02 µm 0.02 1.7 0.0118 

uref2 
Reference 

step block 2 
B 

  
0.045 µm 0.045 1.7 0.0265 

MPE Instrument B  0.001 µm 0.001 1.7 0.0006 

uCTE CTE B  1.00 ppm/°C 0.0075 1.7 0.0044 

utemp Temperature B  3 °C 0.0104 1.4 0.0074 

un Noise A 9 0.0019 µm 0.0019 1 0.0019 

up Procedure A 30 0.0004 µm 0.0004 1 0.0004 

uc combined uncertainty /µm 0.0303 

U expanded uncertainty (k=2) /µm 0.0606 
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The comparison between the measured values Lm of SG1 and the reference values Lref 

shows a residual bias with a visible linear behaviour. After the correction of this linear 

component the results Lm,c are improved and become consistent with the calibration certif-

icate (Figure 3.8). The measured step heights of SG2 do not show the same linear trend 

and are in agreement with ISO 3650 nominal values (Figure 3.9). 

 

 

 

a) b) 

Figure 3.8 Comparison of measurement results with reference lengths for SG1 before (a) and after (b) com-

pensation of systematic linear trend (error bars represent the expanded uncertainty). 

 

 

Figure 3.9 Comparison of measurement results with reference lengths for SG2 (error bars represent the 

expanded uncertainty). 

 

 

The main contributor to the measurement uncertainty is represented by the uncertainty 

on the reference value of the step gauges. Other contributors, for instance related to the 

diffractive index of air, are ignored as the beam path is considered sufficiently short. Ex-

panded uncertainties in the order of 0.06 µm and 0.2 µm are achieved for Grade 0 and 

Grade 1 artefacts respectively. For rougher surfaces the measurement uncertainty is ex-

pected to increase up to 1 µm.  
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 Infrared temperature sensors 3.3

Temperature measurements with infrared techniques represent a convenient alternative 

if a contact sensor cannot be installed on the measured part. Moreover using a thermal 

imager a complex temperature field measurement can be obtained. In section 2.6.2 it has 

already been mentioned how the measurements are connected to the knowledge of the 

emissivity of the target and the surrounding conditions. 

The tests presented below concern: 

 accuracy estimation on high emissivity parts (matt black); 

 testing the suitability for temperature field calculation. 

 Accuracy of temperature measurement 3.3.1

The test deals with the comparison of the temperatures measured with a thermal im-

ager and with contact sensors with the purpose of evaluating the measurement uncertainty 

for a specific measuring condition (indoor climate, distance from the target, type of tar-

get) as it is believed to be lower than the generic uncertainty state by the producer. The 

experimental setup (see Figure 3.10) is composed of a thermal camera positioned verti-

cally over an aluminium heating plate. The plate contains a retroactive heating circuit, 

with two resistors and a thermocouple. The surface is ideally divided in four quadrants 

with one target area each. The radiation emitted by the camera is partially detected by the 

sensor as they are reflected by the surface orthogonally aligned to the camera. Hence the 

targets are positioned in a peripheral position to avoid biased measurements. Three areas 

consist of elements with high emissivity, namely a black matt label and the backing mate-

rial of two contact temperature sensors. The fourth is used to acquire the temperature 

from the bare metallic surface. 

 

 

 

a) b) 

Figure 3.10 Experimental set up for infrared temperature measurements: a) thermal camera position; b) 

heating plate with targets. 
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The thermocamera characteristics are listed in Table 1.2. The measuring software 

provides direct temperature measurements through a correction of the radiation energy 

from the influence of factors like ambient and sensor temperature. In the software routine 

any object in the field of view of the camera can be selected and its emissivity adjusted. 

The contact sensors consist of two RTD sensors (PT100) with a measurement uncertainty 

of 0.02 °C. 

 

 

Table 3.7: Thermal camera characteristics. 

Optical resolution 160×200 pixels 

Spectral range 7.5÷13 µm 

System accuracy ±2 °C 

Resolution 0.1 °C 

Temperature range 0÷250 °C 

 

 

Procedure 
The test is performed in a laboratory at constant temperature. Great care has been tak-

en to reduce the infrared radiations originating in the surroundings, especially by lighting 

and operators. Initially the emissivity of each target must be adjusted in the camera soft-

ware. Therefore the heating plate is warmed up to a temperature of 30 °C. Four measur-

ing areas are selected on the field of view of the camera to match the position of the two 

sensors, the black label and the metallic area, and their average temperature is acquired 

by the camera. As the temperature reaches a stable value the emissivity on the different 

areas is adjusted to match the output of the thermocamera with the one coming from the 

contact sensors. Fluctuations and noise in the infrared signal reduce the accuracy in the 

determination of the emissivity. 

A warm body considered as an ideal black body causes an underestimation of the ex-

tracted temperature since the emissivity is overestimated. Nevertheless, in the case of the 

black matt label the temperature measured with the camera always results higher than the 

one measured, even using the maximum value of emissivity. In the case of the metallic 

surface the emissivity is fixed at a minimum value. 

A complete cycle of heating up and cooling (from 20 to 30 °C) is performed and tem-

perature is measured both with the thermocamera and by the contact sensors. The signals 

are then directly compared since they refer to the same location. Even though they do not 

relate to a contact measurement the temperature information of the black label and the 

metallic surface are useful information for the analysis of the camera behaviour. 
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The temperature of the heating plate cannot be considered uniform even if aluminium 

ensures high heat conductivity. To cope with the influence of the position on the plate 

four complete cycles are performed interchanging the location of the measured elements. 

Results 

As an example the results for one cycle for infrared and contact measurements are 

shown in Figure 3.11. The metallic surface leads to a noisy and unreliable signal. A prac-

tical solution is the application of a coating or a tape to change the surface appearance 

without modifying the thermal properties of the component, similar to the experimental 

case with a black matt label. It is however not suitable for the task of production quality 

control. The differences between infrared measurements and contact measurement for the 

two areas involving the RTD sensors are depicted in Figure 3.12 showing compatibility 

within an interval of ±0.5 °C. The initial section of Figure 3.12 is ignored since it refers 

to the warm up phase characterized with fast temperature changes and non-uniform tem-

perature fields. 

 

 

 

a) b) 

Figure 3.11 Measured temperatures on heating plate: a) with thermocamera, area 1=metallic surface, 

area 2=black matt label, area 3= contact sensor RTD 1, area 4= contact sensor RTD 2; b) with contact 

sensors. 

 

 

Figure 3.12 Difference between infrared and contact temperature measurements of the heating plate: ΔT1 

refers to RTD 1 while ΔT2 to RTD 2. 

20

24

28

32

0 50 100 150

T
em

p
er

a
tu

re
 /
 C

time /min

area 1 area 2 area 3 area 4

20

24

28

32

0 50 100 150

T
em

p
er

a
tu

re
 /
 C

time /min

RTD 1 RTD 2

-2

-1

0

1

2

0 30 60 90 120 150 180

S
ig

n
a

l 
d

if
fe

r
en

ce
 /
 C

Time /min

ΔT1 ΔT2



Experimental investigation on probing systems for DLM 77 

 

 

 Temperature field on polymeric parts 3.3.2

One main advantage of thermal cameras is the possibility to obtain in one single shot 

the temperature in different locations of a part. This feature is exploited in the measure-

ments of the temperature field of polymer parts during a cooling phase. The selected part 

is made in ABS and presents a prismatic hollow shape. It is warmed up on a heating de-

vice and then positioned on a metallic support in front of the camera. Repeated measure-

ments are performed with different orientations of the component. The temperature field 

estimated from the infrared measurements reveals useful information both regarding the 

distortions involved during the cooling phase and the extent of the transfer in different 

locations. 

A quantitative analysis is performed comparing the temperature in three selected loca-

tions on the part (Figure 3.13). The temperature profile is decreasing towards the support 

plane where the temperature undergoes a more drastic drop in the first period of cooling. 

 

 

 

Figure 3.13 Infrared temperature measurements: temperature profiles in three locations for three different 

orientations of an ABS workpiece during cooling. 

20

30

40

50

0 5 10 15 20 25

T
em

p
er

a
tu

re
 /
 C

time /min

T1 T2 T3

20

30

40

50

0 5 10 15 20 25

T
em

p
er

a
tu

re
 /
 C

time /min

T1 T2 T3

20

30

40

50

0 5 10 15 20 25

T
em

p
er

a
tu

re
 /
 C

time /min

T1 T2 T3

a)

b)

c)



78 Experimental investigation on probing systems for DLM 

 

 

Figure 3.14 shows the output of the thermal camera for the three orientations selected 

for three time instants during the test. A qualitative analysis of the temperature fields 

reveals that: 

 The temperature gradient in the part appears very steep in the area in contact with 

the support due to the large heat exchanged by conduction through solids than the 

one transmitted by air convection. 

 The drop in temperature in the contact area is almost instantaneous while it is 

slower in the rest of the component. After one minute the temperature drops 

about 15 °C in all sections of the component and after two minutes the drop is 

higher than 20 °C. 

 If the boundary conditions are symmetrical (position 2 and 3) the temperature 

field is inclined to be symmetric as well. 

Outcome of such an analysis are useful in different stages of a DLM measurement. In 

the first place the thermocamera can be installed in the multisensory measuring device to 

give direct inputs to the extrapolation of the length at reference condition. It can also be 

implemented in a design stage where it is necessary to develop the proper sensoring strat-

egy, i.e. the position of the temperature sensors, and as tool for validation of finite ele-

ment model simulations. 

 

 

 

Figure 3.14 Infrared temperature measurements: temperature fields of an ABS workpiece during cooling 

positioned at different orientations.  
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 Conclusions on thermal camera 3.3.3

The introduction of a thermal camera in DLM applications leads to potential benefits 

though with many limitations. It represents a convenient non-contact method that does 

not require any sensor installation and is suitable for measurements in multiple locations. 

It can also be used to measure several components at the same time, such as workpiece 

and equipment. However it is suitable only of high emissivity materials hence excluding 

all machined metallic parts, unless the surface appearance is previously modified with 

paint or tape. It is also sensitive to the surrounding radiations. The measuring device can 

be placed in a shielded cabinet to exclude any external radiation source; nevertheless the 

infrared measurement is sensitive also to radiation emitted by the camera itself and by 

any other equipment at the environment temperature. The measurement accuracy is high-

er compared to conventional RTD or thermocouple. Finally the high costs must be men-

tioned as a downside of thermal cameras. A cheaper alternative to thermal cameras are 

pyrometers. They work using the identical measuring principle, thus with same ad-

vantages and disadvantages, but they provide a single point measurement.  

 Conclusion 3.4

To comply with the description of dynamic length metrology the elastic deformation 

has to be compensated using only knowledge from direct measurements on the work-

piece. A solution is represented by a contact sensor with controllable contact force. A 

linear industrial actuator featuring a position and force control loop is identified as suita-

ble equipment for performing this particular task. The measuring accuracy of length 

measurement with variable contact force is estimated using a test rig and gauge blocks as 

reference artefacts. The uncertainty budget follows the guideline of the GUM, hence in-

put factors are initially defined and a mathematical model is introduced to describe the 

system and to define the sensitivity of the input factors. A measuring expanded uncertain-

ty of 0.5 µm has been documented. 

Multi-wavelength interferometric systems have been recently introduced on the mar-

ket as probing devices for profilometers. A commercial MWLI is tested using a metallic 

step gauge to assess the applicability in high accurate DLM application. Two sets of step 

gauges, with step height intervals of 100 µm and 3 µm are used during the test. After a 

short data processing, necessary to level the measured profiles, a measurement uncertain-

ty of 0.06 µm is estimated for a grade 0 gauge block artefact. The main uncertainty con-

tributor is represented by the uncertainty of the gauge block reference length while re-

peatability and noise of the interferometric measurement are limited. Nonetheless for 

rougher surfaces (machined and ground) a more substantial influence of the instrument is 

expected. 

Infrared temperature measurements are not widespread in dimensional metrology ap-

plication as contact measurements. Although they provide less accurate measurement the 

use of thermal imager allows the measurement of complex temperature fields. Therefore 

they cover the needs of a DLM system to cope with non-uniform temperature state. The 
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measurement accuracy of a commercial thermocamera is investigated on a heated metal-

lic plate. Infrared measurements are compared with reference contact measurements per-

formed with RTD sensors positioned in the field of view of the thermal imager. Several 

regions with different emissivity are considered using labels on the metallic surface. 

Measurements on bare metallic surface lead to noisy and unreliable results. The use of 

high emissivity labels improves the accuracy which is still not comparable with the one 

from contact measurements. A discrepancy of 0.5 °C between contact and infrared meas-

urements is documented in a range of temperatures from 12 to 2 °C from ambient tem-

perature. Even though infrared sensors provide low measurement accuracy they still can 

be used to obtain an estimation of the temperature field of the workpiece under investiga-

tion. A polymer part has been monitored during a cooling phase providing a satisfactory 

estimation of the temperature field useful for the definition of more specific measuring 

strategies. 
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  4

Probing strategies for DLM 

 The need for novel probing strategies 4.1

The innovative DLM approach requires the study and the development of novel prob-

ing strategies as it differs in many aspects from standard dimensional metrology. The 

strategies to be developed require the implementation of measurements of several quanti-

ties and the proper fusion of the gathered data. Figure 4.1depicts a schematic DLM 

measuring system for a cylindrical metallic component, representing a common industrial 

case, such as the measurement of a shaft or a ring. Displacements of workpiece and tem-

perature variations are simultaneously measured in time. The length at reference condi-

tion and the apparent material properties are calculated with analytical and numerical 

tool. 

The absolute length measurement is ensured by the comparison between the length 

sensor (probe) readings of workpiece and reference artefact, which should be followed by 

a traceable calibration certificate.  

The measuring methodology followed by DLM is represented in Figure 4.2. The final 

length at reference condition is estimated after a sequence of calculations using infor-

mation from dynamic measurements of length and other relevant quantities. Numerical 

simulations, such as finite element model (FEM) simulations, can be implemented to 

support the calculations. At a first step, the DLM method provides condition specific 

material properties, defined as apparent properties. Hence the development of probing 

strategies concerns the definition the measuring quantities necessary for the length predic-

tion, the selection of the proper measuring parameters, including measuring time, sam-

pling rate and resolution of the equipment, and the formulation of an efficient prediction 

algorithm. 
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Figure 4.1 Schematic DLM measuring system showing the main elements of the method. 

 

Figure 4.2 DLM method: from dimensional measurements to length prediction. 
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The concept of apparent material properties is introduced to describe the sensitivity of 

a dimension on an external parameter during a time transient stabilization period (Figure 

4.3). A distinction from the traditional definition of material properties is necessary since 

the measurements performed in DLM refer to specific geometries and are performed with 

a non-standardized procedure. Apparent properties must therefore be referred to a particu-

lar combination of measured dimension, workpiece geometry and material, measuring 

conditions (e.g. temperature field) and measuring strategy. Although apparent properties 

appear to assume arbitrary values, they can be used as a comparison parameter between 

different measuring strategies and they provide an indication on the success of the meas-

urement. 

 

 

 

 

Different approaches must be developed for measuring components made of metal and 

ceramic material or polymer. Metals and ceramics are generally influenced only by tem-

perature and the probing force effect is often neglected due to the high stiffness of these 

materials and relatively low contact forces: a deformation of 0.2 µm occurs during the 

 

Figure 4.3 Comparison between conventional and apparent coefficient of thermal expansion. Conventional 

CTE is calculated from measurements of a standardized specimen under stationary condition. Apparent CTE 

is defined for a specific part of any shape and for specific measurement procedure in transitory condition. 
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measurement of a steel component with a probe with 3 mm spherical tip applying a force 

of 0.6 N. In the case of polymers many other sources of dimensional instability arise, 

such as moisture uptake and residual stresses. On the other hand in conventional metrolo-

gy applications, metal parts are often measured with sub-micrometre accuracy which 

becomes some micrometres in the case of polymer parts. To provide a suitable replace-

ment for conventional metrology the target uncertainty for DLM measurements should 

resemble the one already obtainable with traditional methods; hence measurements on 

metal parts must provide a lower uncertainty than the case of polymer parts. 

The implementation of a DLM measuring system requires the presence of time variant 

quantities. It is therefore important to consider in the definition of the probing strategy the 

magnitude of the influence on dimensional stability but also the variation rate of these 

quantities. For rapid variations a manual arrangement of the measurement, e.g. manual 

positioning and alignment, is inconvenient since a short delay causes a major change in 

the workpiece condition. In such situations an elaborate automated system is advisable. 

Moreover measurements of fast variant quantities require the introduction of a more 

complex model to cope with the dynamics of the measuring system, such as the sensors’ 

response time. Slow changes can instead be easily measured even with manual operations 

but require long measuring times to obtain a signal with a sufficient amplitude, in respect 

to the noise, to be useful for the prediction algorithm. Short measuring time is necessary 

for the competitiveness of DLM therefore slow changes may not be suitable for dynamic 

measurements and must be considered as systematic effects as in traditional metrology. 

Another aspect to consider is the superposition of several influence factors. The length 

variation must be related to the variation of these factors. If they have similar variation 

rates they affect the part dimensions in parallel and it is then challenging to separate their 

effects in an efficient way. Instead, if their variations happen with different speeds it is 

possible to consider them separately, as they are combined in series and one factor be-

comes influent when the effect of the other has already ceased. 

The outcome of the probing strategy development is the definition of the three main 

elements of a DLM measuring system, namely the workpiece and measuring structure 

(positioning fixture and metrology frame), the FEM simulations and the sensory ele-

ments. The designs of these three elements are closely connected and each of them influ-

ences the other two (Figure 4.4). The strategy development starts from the description of 

the measuring task that specifies the workpiece and the dimension to be determined. 

While the workpiece properties are fixed, its state, e.g. the temperature field, depends on 

the positioning fixture. The sensory system has to be defined accordingly to the work-

piece state and properties. FEM simulations are developed for the specific workpiece and 

fixture system and must be tailored to the type of information collected by the sensors. 

Figure 4.4 describes a bidirectional connection among the elements of a DLM system as 

variations in one of them have to be followed by adjustments in the others. The develop-

ment of appropriate probing strategies is therefore an iterative procedure. 

A set of general guidelines is sought through several experimental works both dealing 

with investigations on (apparent) material properties, to gain experience on the behaviour 

of workpieces under different conditions, and with investigation into different measuring 

strategies. In the experimental work the influence of relevant quantities (chapter 2) are 
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treated separately to isolate their influence on dimensions and the resulting outcomes 

merged together in the formulation of the measuring guidelines. The chapter focuses es-

pecially on measurements of polymer parts. 

 

 

 

 

 Effect of forces 4.2

In contact dimensional measurements the probe exerts a force on the workpiece caus-

ing an elastic deformation localized in the contact area. Deformations occur in both 

workpiece and measuring devices, as in the case of long stem probes in CMMs [24]. It is 

conventional practice to compensate this systematic effect using information about the 

geometry and the elastic properties of the bodies involved in the contact. However it is 

adequate when measuring polymers in DLM to consider the measuring device ideally 

rigid and the deformation occurring only to the workpiece. Especially in the case of pol-

ymer workpieces this assumption correctly describes the measuring complex, as the 

workpiece has low rigidity compare to metallic components of the measuring equipment. 

To consider the effect elasticity in DLM measurements two solutions can be adopted. The 

first one resembles the conventional approach: the force applied by the length measuring 

device is calibrated (chapter 3) and the elastic deformation is then compensated with a 

static procedure using predetermined workpiece properties. A second solution better fol-

lows the definition of DLM. Using a device able to apply different measuring forces, such 

as the actuator studied in chapter 2, the workpiece is measured using progressively de-

creasing (or increasing) probing forces. The dimension at reference condition (corre-

sponding to zero contact force) can then be extrapolated from the measurement at varia-

ble contact force. This second option does not require particular knowledge about the 

workpiece behaviour, yet it needs a complex sensor system able to measure both dis-

placement and force. A series of tests are performed using the mentioned actuator to vali-

 

Figure 4.4 The DLM measuring strategy is defined by three main elements mutually connected. 
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date the applicability of length measurements with variable force. The measuring equip-

ment, depicted in Figure 4.5 consists of the actuator (able to measure both displacements 

and contact force) installed on a thermally stable positioning fixture. 

 

 

 

 

The selected workpieces are ABS prismatic hollow parts. The probing head is com-

posed of a steel sphere with a diameter of 3 mm. The test procedure is inspired by tensile 

tests. The workpiece is initially positioned on the fixture; then the actuator establishes the 

contact with the part and successively applies a continuously increasing contact force, 

from 0.1 to 1.0 N with an increase rate of 0.1 N/s. The short contact time ensures a lim-

ited viscoelastic effect. The procedure is then repeated for another 10 nominally identical 

parts. The length at zero force can be calculated with an extrapolation of the experimental 

data. Figure 4.6 shows the experimental results of deformation as function of contact 

force. Three different models are used to describe the elastic behaviour: a linear and a 

quadratic model and a model developed from the contact mechanics formulations. The 

linear model provides the best fitting of the experimental data although it is not supported 

by a formal theoretical formulation. Yet all the models considered provide a satisfactory 

description of the data visible in Figure 4.6 b. Nonetheless the extrapolation at zero force 

produces different results among the models. In the specific case a systematic difference 

of 2 µm occurs. The choice of the right model is therefore important in order to properly 

compensate for the measuring force.  

In case of a prolonged measurement on a polymer part, the contact force applied by 

the instrument causes the activation of viscoelastic deformations which are not easily 

recognizable post production measurements as they are superimposed to other instabili-

ties occurring in the polymer part. Viscoelastic deformations can be limited using an au-

tomatic retraction mechanism to avoid continuous contact. A test has been performed on 

the ABS part in Figure 4.5 to assess the amplitude of a viscoelastic deformation. The 

length of the polymer part has been continuously measured for several days using a con-

 

Figure 4.5 Experimental setup for length measurements at variable contact force. 
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tact inductive displacement sensor with nominal force of 0.5 N while keeping the ambient 

temperature controlled to limit the thermal expansion. Figure 4.7 shows the time variant 

viscoelastic deformation. For continuous measurements performed within 1 hour the vis-

coelastic deformation is of the order of 0.5 µm. 

 

 

 

 

 

 

 

a) b) 

Figure 4.6 Elastic deformation due to probing force: a) absolute values; b) residual from linear trend. Blue 

points correspond to the experimental data while the continuous line to the fitting curves uses different 

models. 

 

Figure 4.7 Creep effect for a prolonged measurement contact. 
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 The influence of temperature 4.3

 Calculation of apparent CTE 4.3.1

The effect of temperature concerns both the measuring object and the measuring 

equipment. While the measuring workpiece is affected by thermal expansion the measur-

ing equipment can undergo other thermal effects especially if electrical components are 

involved in the measurement. The effect of temperature changes on the complex equip-

ment, considered as fixture, frame and sensors, can be classified in two contributions: the 

change of the position of the zero point and the change of the sensor sensitivity. While the 

first one is typical of thermal expansion of the frame components, the second one is usu-

ally assigned to the sensing part, for instance in the case of the expansion of the scale of 

an encoder or the change in the electrical properties of a transducer. The zero drift can be 

tackled with a frequent verification of the instrument with a reference artefact and an 

eventual compensation. The changes in sensitivity can instead be considered in a com-

pensation routine of the sensor output using a temperature effect coefficient. 

Traditionally the effect of thermal expansion is compensated using knowledge of tem-

perature, coefficient of thermal expansion (CTE) and geometry [25] through the equation 

2.1. The value of CTE refers to a material property and is usually recovered from a data 

sheet or previous knowledge. It can be measured in a separate test using a dilatometer or a 

thermomechanical analysers (TMA) [140], [141] which is composed by a temperature 

controlled chamber and a displacement sensor. LVDT sensors are widely used even 

though for very precise applications it is substituted with an interferometer system [142]–

[144]. For the estimation of the CTE a material curve is defined by several measurements 

of length at different, but constant and homogenous, temperature level. Two main defini-

tions of CTE can be deduced from the unique formulation of thermal expansion and the 

experimental curve (see Figure 4.8).  

A first one is determined as the angular slope of the chord between two points in the 

temperature length diagram. It represents the mean value for the temperature interval 

considered [140], [141]. The instantaneous CTE instead is described as the local slope of 

the curve at a defined temperature (analytical derivate) [145]. The more the material be-

haves linearly the more the two definitions of CTEs agree. For more stable materials, like 

metals and ceramics, the CTE value is usually considered constant unless very high 

measurement accuracy is required. For polymeric materials instead this condition is not 

always met. The instantaneous CTE formulation is used in DLM measurements since it 

better resamples the concept of apparent property as generic sensitivity. 

 

 



Probing strategies for DLM 89 

 

 

 

 

In an industrial environment, temperature conditions do not correspond to the refer-

ence state both because the environment is not at 20 °C and because the requirements of 

steady-state and homogeneity are not fulfilled. In a typical situation where DLM has to be 

applied environmental changes can be considered to be slow and the ambient temperature 

between 18 and 30 °C (in a working environment the condition must guarantee a certain 

degree of comfort for operators). The manufacturing process usually involves thermal 

inputs applied to the workpiece, as in the case of metal cutting processes or injection 

moulding of polymers. Hence the initial thermal state of the workpiece is considered to be 

at a higher temperature than the ambient and the measurement is partially performed dur-

ing the cooling. The equipment can be considered in equilibrium with the ambient unless 

the amount of heat energy dissipated by the measuring object is not negligible. In that 

case the equipment temperature progressively increases with the working time. In the 

following chapter this last eventuality is not considered since the workpieces involved are 

polymer components with a mass considerably smaller than for the measuring equipment. 

Considering the situation described above, the cooling phase can be exploited for 

achieving simultaneous measurements of length and temperature in order to define a 

cooling curve similar to the one achievable with a dilatometer. The curve so defined rep-

resents the behaviour of the workpiece that evolves from a non-uniform warm condition 

to a homogenous thermal state in equilibrium with the ambient. The registered dimen-

sional trend can be extrapolated to define in the first place the dimensions at complete 

equilibrium with the ambient and further to extract the dimensions at the reference state. 

The extraction of length at reference conditions is more accurate as the cooling curve 

better resembles the one calculated according to the standard procedure. This condition is 

partially met if the temperature used in the definition of the cooling curve is representa-
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Figure 4.8 Definitions of the coefficient of thermal expansion: a) mean value; b) instantaneous value. 
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tive of the cooling process and therefore the proper choice of the position and number of 

temperature sensors together with results from thermomechanical simulations necessary 

for the success of the length extraction. Figure 4.9 represents simple example of cooling 

of a one dimensional object (block) to better describe this concept. The length of the 

beam and its temperature in the middle (x1) are measured during the cooling phase. The 

apparent CTEa useful for the extraction of the length at reference condition is better ap-

proximated using the average temperature of the beam (Tmean). Two solutions can be in-

troduced to improve the probing system: the sensor can be placed in a different position 

(x2) or a correction coefficient obtained from complex analysis, such as FEM simulations, 

can be applied to the measured temperature. 

 

 

 

 

 The influence of the measurement time 4.3.2

This section concerns investigations on the influence of the measurement time on the 

accuracy of the length extraction presented above. Dynamic measurements are performed 

in a simulated industrial condition; only temperature is taken into account and the effect 

of the other influence factors is neglected. Then the dimension at reference conditions is 

estimated using sections of the measured data vectors with different length and starting 

point. The uncertainty of the estimated lengths is used to compare the different cases to 

address the matter of the choice of the measuring time. The material CTE is considered 

linear and every departure from the linearity is attributed to the probing strategy. 

The experimental work 

The experiments involve the measurement of the length of the industrial part made of 

ABS used in the previous section. To emulate the typical thermal conditions of the part 

after the production process (injection moulding), the workpiece heated up on a tempera-

ture controlled heating plate prior to the measurements (Figure 4.10). The measuring set 

up is depicted in Figure 4.11. It is composed by a highly stable frame, made from low 

expansion material components, namely Zerodur and Invar, and by an inductive dis-

placement probe - MPE of (0.07 + 0.4∙L) μm (L in mm) - as measuring device. The frame 

holds the inductive probe and a fixed stainless steel rod both provided with a spherical 

 

Figure 4.9 Considerations of DLM measurement during cooling of a mono dimensional beam. 
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tip. During the measurement the polymer part is placed horizontally in between these two 

components. The temperature of the workpiece is measured with a calibrated contact 

resistance sensor positioned in the centre of the top surface. The test is performed in a 

laboratory at 20 °C, hence the extrapolation process to obtain the reference length results 

in more accuracy than in a generic environment. Nevertheless the outcome is still of gen-

eral interest. 

 

 

 

 

 

The workpiece is initially heated up uniformly to a temperature higher than 30 °C. 

Then the temperature sensor is placed on the surface and the part positioned on the fix-

ture. Length variation and temperature are acquired simultaneously with a sampling rate 

of 1 Hz as soon as the measured temperature decreases below 27 °C. This step is meant 

 

Figure 4.10 Heating device: the adjustable temperature is achieved with a closed loop temperature control. 

 

Figure 4.11 Experimental set up for investigation on influence of measuring time on DLM results. 
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for minimizing temperature gradients in the component due to the drastic change in the 

boundary conditions passing from heating plate to measuring fixture. 

The procedure is reproduced several times for the same item and repeated for another 

5 nominally identical parts. Figure 4.12 a shows the measured quantities (temperature 

and length) variations over time for one single repetition while Figure 4.12 b depicts the 

dependency of length variation from measured temperature for all the repetition per-

formed. The length variation is already referred to the reference length calculated accord-

ing to the analysis described below. 

 

 

 

 

Data analysis 

The first step of the data analysis is the extraction of the length at reference tempera-

ture. For each repetition the length at 20 °C (L20) is calculated as a regression parameter 

from a linear regression of measured length Lm over temperature T. A linear and a quad-

ratic regression model, following equation 4.1, are compared considering the entire cool-

ing curve. The resulting reference lengths show good agreement between the two models 

chosen, indicating that the simpler model (linear) is sufficiently accurate. The mean value 

of the results of the two models is considered as reference length L20 used to zeroing the 

experimental data. 
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Portions of the experimental curve with different time spans (30, 60, 90, 120, 240, 

300 s) and different starting points are then considered individually in the second step of 

the data analysis. It is more pertinent to assign the different starting points according to 

the initial measured temperature instead of to the measuring time in order to obtain more 

 

a) b) 

Figure 4.12 Measurements of cooling of an ABS workpiece: a) length and temperature variation vs time; b) 

length variations vs temperature. 
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general results. An estimation of the reference length, indicated as L20,est, is obtained per-

forming a regression with a linear model on the segmented experimental data. All the 

estimated lengths are then grouped depending on the segment size and the starting tem-

perature to assess the influence of the measurement time and the deviation from the refer-

ence case. The average error (difference between L20 and L20,est) and its standard deviation 

are calculated for each group with same segment size and starting temperature. The aver-

age error value represents the systematic error committed by the using the particular set 

of probing parameters and its standard deviation can be explained as the variability of the 

experimental procedure and length extraction method. 

Uncertainty budget  

The expanded uncertainty of L20,est is evaluated according to equation 4.2. 

     
2 2 2 2

20, 2 2       est L T T m repU L k u CTE u u u  4.2 

Where: 

 uL is the uncertainty on the length measurement calculated from the MPE value 

of the probes; 

 uT is the uncertainty on the temperature measurement calculated from the uncer-

tainty of the temperature sensor stated in the calibration certificate; 

 CTET is the average coefficient of thermal expansion calculated from the regres-

sion of experimental data representing the sensitivity factor of the temperature 

uncertainty; 

 um is the uncertainty of the estimation model, i.e. the average systematic error L20 

- L20,est of all 5 workpieces; 

 urep is the uncertainty due to the repeatability of the calculation of L20,est , i.e. the 

standard deviation of the average error L20 - L20,est; 

 k is the coverage factor, set equal to 2. 

The components uL and uT are multiplied by 2 since they influence both the values of 

L20 and L20,est. The numerical results of the uncertainty budget are listed in Table 4.1 for 

the different cases. The uncertainty decreases for temperatures closer to 20 °C and for 

longer data sets. For measuring times longer than one minute an uncertainty lower than 

2 µm has been achieved. The starting temperature influences the uncertainty, both be-

cause it quantifies the distance from the reference condition and because for higher tem-

peratures the part has more irregular temperature fields. Hence the determination of the 

optimal sampling time that balances accuracy improvement and measuring time require 

knowledge of the thermal state of the part since the uncertainty depends on both tempera-

ture and time of the measurement (as shown in Table 4.1). A marked temperature varia-

tion during the measurements ensures a solid identification of the length-temperature 

relationship and therefore a better prediction of the length at 20 °C. If small temperature 

variations occur the background noise may lead to higher uncertainty.  
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Table 4.1: Expanded uncertainty of the estimated reference lengths of the ABS workpiece using a DLM 

approach and following formula 4.2 (values in µm). 

   Length of data segment /s  

  
 

30 60 90 120 180 240 300  

 

S
ta

rt
in

g
 t

em
p
er

a
tu

re
 /

°C
 

21 0.73 0.57 0.48 0.43 0.40 0.38 0.38  

 22 1.05 0.66 0.55 0.48 0.42 0.39 0.37  

 23 0.99 0.64 0.60 0.55 0.45 0.40 0.38  

 24 1.24 0.68 0.52 0.50 0.45 0.40 0.38  

 25 2.40 0.99 0.59 0.53 0.50 0.44 0.40  

 26 2.02 1.67 1.01 0.67 0.54 0.48 0.43  

 27 2.93 1.97 1.56 1.18 0.74 0.59 0.50  

 

 

 Non-uniform temperature field with contact sensors and 4.3.3

simulations 

In the previous section the temperature in the workpiece during the measurement has 

been considered reasonably homogenous and the temperature in a central positon of the 

part representative of the overall thermal condition. The linear behaviour found between 

length and temperature supports this hypothesis. In different situations the temperature 

field can be less homogenous causing the need for a more advanced analysis of the ther-

mal state (see the example in section 4.3.1). The next study case has been developed to 

demonstrate the close relationship described in Figure 4.4 between the three contributors 

to the measuring strategy. 

Experimental work 

The experimental setup is depicted in Figure 4.13. The workpiece and the measured 

dimension are nominally identical to the ones in the previous section. However the posi-

tioning fixture and metrology frame are different. Two inductive displacement probes are 

used to measure the workpiece length to a specific position in the bottom area of the 

component. The frame is composed of Invar components. The workpiece positioning is 

similar to one layout used in section 3.3.2 to evaluate the potential of a thermocamera 

implementation in DLM. Already at that stage the temperature field of the part has been 

qualitatively assessed having a primary gradient in the vertical direction due to the heat 

exchange with the bottom metallic support. The temperature field therefore cannot be 
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considered homogeneous. Three thermocouples type K are applied to the surface of the 

workpiece to measure the temperature in different locations: two of them are approxi-

mately aligned at the same height of the displacement probes while the third one is locat-

ed in the top section of the sample surface. The part is heated on the device depicted in 

Figure 4.10 and successively placed in the measuring fixture till complete cooling, hap-

pening within the first 10 minutes of measurement. Several nominally identical samples 

are considered for the repetition and the replication of the procedure. A total of 25 repeti-

tions have been performed. The test is performed in a non-controlled environment there-

fore the ambient and the frame temperature are measured as well and the stability of the 

fixture is controlled regularly using a reference Invar artefact with same nominal dimen-

sions as the polymeric workpiece. The measured ambient temperature is 22.4±0.2 C. Both 

temperature and dimensions of the metrology frame were stable during the tests. 

 

 

 

 

Analysis of different probing strategies 

The material properties are considered constant in the temperature range investigated. 

Moreover the mono dimensional length measurement does not allow addressing the issue 

of distortions and second order deformations. For those two reasons a linear relationship 

between length and temperature is sought. The three measured temperature are then com-

bined in different way to provide a more appropriate temperature value that better match-

es the hypothesis of linearity between length and temperature. Three models are defined 

using weighted averages of the measured temperature. The models can be described as 

follows: 

 20 ,1 20m a iL L CTE T       4.3 

 

Figure 4.13 Set-up for multipoint temperature measurements on a ABS workpiecet: Li= inductive probes, Ti= 

thermocouples. 
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,1 ,1 ,2 ,2 ,3 ,3

,
3

    
 i m i m i m

a i

k T k T k T
T  4.4 

Where 

 L20 is the estimated length at 20 °C; 

 Lm is the measured length; 

 CTE is the estimated apparent coefficient of thermal expansion; 

 Ta,i is the average temperature for the considered model I; 

 Tm,j is the measured temperature at the location j on the workpiece (according to 

Figure 4.13); 

 kij is the weight applied in the average model i to temperature Tm,j; they are listed 

in Table 4.2. 

 

 

Table 4.2: Weights used in the averaging of the temperature measured in three location of the ABS 

workpiece. 

   Temperature location  

   1 2 3  

 

m
o
d
el

 n
. 

1 1 1 1  

 2 1.2 0.6 1.2  

 3 1.5 0 1.5  

 

 

Model 1 considers a simple averaged temperature, while in model 3 the temperature in 

position 2, and therefore the one furthest from the length measuring location, is neglected. 

Temperatures in location 1 and 3 are considered equivalently in all the three models as 

they are placed in equivalent locations, according to the assumed temperature field. 

A linear regression is performed to fit the experimental data with the analytical model 

described in equation 4.3. The agreement between analytical model and experimental 

results is appraised considering the sum of squares of the regression residual. The results 

for all the repetitions performed (5 workpieces measured 5 times) are depicted in Figure 

4.14. Model 3 leads to the smallest residuals in all the cases considered. Moreover the 

initial assumption of a vertical temperature gradient confirms that in this specific condi-

tion the more appropriate temperature to assign to the workpiece is measured in the loca-

tion at the same height as the measured length. 
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FEM simulations 

A finite element thermomechanical model of the polymeric workpiece has been de-

veloped using the commercially available software ABAQUS (Dassault Systèmes). The 

measuring process is simulated modifying initial and boundary conditions. The initial 

temperature has been considered uniformly distributed. The boundary conditions are ad-

justed to match the thermal coupling with the support plane and the convection of air. The 

material properties regarding thermal expansion and thermal conductivity have been tai-

lored to best match the simulated behaviour with the measured temperature and length 

variation of each run. The low variability of the heat transfer coefficient ensures that the 

problem is well formulated. The performed simulation provides more information about 

temperature and displacement in all the locations of the workpiece. Hence a broader un-

derstanding of the distortions occurring during the measurement is available together with 

a well-defined temperature field. Figure 4.15 represents the temperature fields estimated 

with the FEM simulation at the beginning and at the end of the measurement. The for-

mation of a vertical temperature gradient is visible. Moreover the FEM model provides 

intrinsic material properties uncorrelated from the geometry. The coefficient of thermal 

expansion calculated during the regression of the experimental data is compared with the 

CTE included in the FEM model (see Figure 4.16). On average the FEM model provides 

a CTE value higher than the analytical. This difference can be partially attributed to the 

underestimation of the relevant temperature in the analytical calculations. The smaller 

discrepancy is obtained from the comparison of the FEM result with the analytical model 

3. The average values of the estimated CTEs and the standard deviation over all the re-

peated measurement runs are listed in Table 4.3 showing a good agreement between ana-

lytical model 3 and FEM model. 

 

Figure 4.14 Sum of square of residuals of the regression of cooling curve. 
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Table 4.3: Estimated average CTEs for analytical and FEM models. Values in µm/mm°C. 

 Model type Average CTE Standard deviation  

 Analytical 1 49.1 3.3  

 Analytical 2 51.4 2.8  

 Analytical 3 54.3 3.7  

 FEM 57.3 4.3  

 

 

 

a) 

 

b) 

Figure 4.15 Temperature fields estimated from numerical model after 30 s (a) and 600 s (b) after the 

beginning of the measurement.  

 

Figure 4.16 Apparent CTEs estimated with analytical and numerical tools. 
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 Discussion 4.3.4

Temperature in a DLM typical application is neither constant nor uniform, especially 

in the measuring workpiece. The choice of the location where the temperature measure-

ments is performed is crucial to obtain good results. A first analysis is performed to ad-

dress the definition of the proper measuring time in a cooling phase of the measuring part 

for obtaining a reliable output. The temperature range plays a more important role in the 

definition of the measuring strategy. A certain amount of time must pass from the instant 

of the part positioning on the fixture and the measurement trigger to avoid steep tempera-

ture gradients and fast temperature variation as they are difficult to model and cause in-

stable measurements. At the same time it is necessary to ensure a sufficient temperature 

variation for a solid fitting result. Hence the definition of the measuring time concerning 

the thermal aspect is a trade-off between reducing the time of measurements and ensures 

sufficient measurement accuracy. The cooling phase of metallic parts is much longer than 

for polymer parts, in fact a metallic gauge block can take more than one hour to cool from 

25 to 20 °C [9] while in the case presented above the polymer parts need less than 15 

minutes to undergo the same cooling. Therefore for polymer parts the main issue is repre-

sented by the limitation of the time gap between production and measurement to avoid 

excessive cooling while for metallic part it is important to reduce the measuring time to 

the minimum still providing an accurate length estimation. 

The same polymer part is measured in a different fixture and (Figure 4.13) showing 

different problematics. The differential cooling is now dominant as the heat exchange 

occurs in a preferential direction and it is evident by measuring the temperature in a dif-

ferent location. The optimal location for the temperature measurement is determined 

based on the best agreement of the experimental results with a linear thermal expansion. 

The temperature measurements in multiple points are useful as input for a FEM simula-

tion of the cooling phase which can lead to improvements of the calculations for length 

extraction. A further study exploiting the results of the simulation is represented by the 

analysis of the sensitivity of the length extraction to the position of the temperature sen-

sors. As output the uncertainty contribution due to the misplacing of the temperature sen-

sors can be calculated. This is however not discussed in the thesis. 

  Influence of humidity 4.4

The effect of humidity does not have the same consideration as temperature in dimen-

sional metrology. Nevertheless it constitutes a main contributor to the dimensional insta-

bility of polymers. Chapter 2 has already introduced the concept of hygroscopic swelling 

and coefficient of moisture expansion. However the measurement of the moisture uptake 

is not a direct task and presents different issues than the thermal case. The measurement 

of the moisture uptake in a component can be performed with a gravimetric method. It 

consists of measuring the weight of the part before and after the moisture absorption oc-

curs [146]. Despite its simplicity this measuring technique provides measurements of the 

sole relative changes in the workpiece weight and not the absolute moisture content. 
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Hence it is insufficient in a DLM application unless the measurement occurs in a well-

known and stabilized condition that can be referred to the reference conditions or to the 

complete dry condition. Nonetheless in many manufacturing processes, like injection 

moulding, the raw material is dried prior to the moulding process and therefore it is po-

tentially possible to assume a dry condition of the components in the early stage after 

production. Moreover the gravimetric method provides only information on the moisture 

uptake of the whole part that can be related to the change of the overall workpiece vol-

ume. Thus the relationship between increase of weight and increase of one specific di-

mension depends on the geometry of the part and its entity must be demonstrated experi-

mentally or with simulations.  

For a component in equilibrium with the ambient the change in dimensions due to wa-

ter absorption can be related directly to the relative ambient humidity RH, instead of to 

the change in weight: 

 50 50 50    RH RHL L L CME RH  4.5 

Where: 

 LRH is the length of the object at ambient humidity RH; 

 L50 is the length of the object at 50% ambient humidity. 

 CMERH is the coefficient of moisture expansion relative to ambient humidity 

In both cases if the coefficient of moisture expansion is constant and the hygroscopic 

swelling and the moisture uptake follow a linear relationship. To generalize for non-linear 

behaviour the coefficient of moisture expansion can be considered a function of the hu-

midity uptake for more complex models. 

The manufacturing industry of polymer goods mostly uses the process of injection 

moulding that produces in most cases parts with initial low level of water content. The 

freshly produced parts therefore need an acclimatization period to absorb water and reach 

equilibrium with the ambient. As DLM must provide a result in an early stage after pro-

duction, the measurement must be performed during this transitory period. Hence equa-

tion 2.4 is applicable directly using the gravimetric method. An extra computational step 

must be introduced to correlate the results to the condition at reference ambient humidity. 

The investigations on water absorption of polymers described below have the double 

objective to get a better understanding of the phenomena and to analyse possible probing 

solution to propose for a DLM application. The tests performed can be divided into two 

types. The first one concerns measurements of water absorption and hygroscopic swelling 

in equilibrium conditions. The second one instead concerns the study of the transitory 

period occurring after the production of a plastic component. 

 Hygroscopy and swelling 4.4.1

To have a better understanding of the moisture absorption in polymer parts and to con-

firm the assumption described above a series of tests are performed on a commercial ABS 

part to assess the water absorption and the hygroscopic swelling in equilibrium conditions 

with the ambient at different relative humidity levels. Two series of tests have been per-
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formed, namely test 1 and test 2, dealing with measurement in controlled and uncon-

trolled humidity conditions respectively. 

Measurements on a climate chamber 

The experiments referred to as test 1 are performed using a humidity chamber capable 

of maintaining a stable level of temperature and humidity (Figure 4.17). The length of 

the part is measured using a setup made of Invar with 8 measuring stations, each one 

equipped with a displacement inductive probe with resolution of 0.1 µm (Figure 4.18).  

 

 

 

 

 

 

Figure 4.17 Experimental set-up for moisture uptake and moisture expansion measurements. 

 

Figure 4.18 Fixture for simultaneous length measurements of 8 parts. 
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An electronic scale, with a resolution of 0.1 mg, is used for checking the weight of the 

samples. A preliminary test needs to be performed to assess the time necessary for the 

workpiece to reach saturation after changes in the ambient condition. The polymer parts 

are soaked in water for several days and the weight variation is measured regularly. Ac-

cording to the increase in weight, the water absorption is considered concluded after 24 

hours. Even though the absorption of liquid water (soaking condition) and vapour water 

(due to ambient moisture) are slightly different diffusion mechanisms, the result of the 

preliminary test is considered a valid estimation of the saturation time to use in the mois-

ture absorption experiment. Consequently the tests performed consist of the measurement 

of weight and length of the selected ABS parts that have been conditioned at constant 

humidity and temperature in the humidity chamber for a time of about 24 hours. The 

temperature in the chamber is fixed at 20 °C to comply with the reference temperature 

condition and leaves only the ambient humidity as the only variable parameter. Several 

levels of relative ambient humidity (RH) are contemplated from 50 % to 90 %. 

A set of absorption curves, length and weight variation, is obtained for 8 nominally 

identical parts. To allow the comparison among all the workpieces only relative length 

and weight variations are considered in the data analysis. Therefore the initial step in the 

data processing consists of subtracting the average value of length and weight for the 

experimental curves of each workpiece. After this step all the data points converge to a 

similar trend and can be analysed jointly. Length and weight variations are also referred 

to the reference condition; therefore a regression using a linear model is performed to find 

the value corresponding to 50 % relative humidity which is then subtracted from the ex-

perimental data. The relative length and weight variations are plotted in Figure 4.19; as 

they are referred to the reference condition they have zero value in correspondence to 

relative humidity of 50 %. 

 

 

 

 

 

Figure 4.19 Test 1 on hygroscopy: relative length (dL) and water content (dW) variations for 8 parts. The 

values are zeroed at the 50 % relative humidity condition. 
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Both length and weight variations present a linear increasing trend with the increase of 

the ambient humidity. In Figure 4.20 the length variation dL is plotted against the weight 

variation dW, corresponding to the water content increment from the reference condition.  

 

 

 

 

A linear regression is then performed to find the value of the apparent coefficient of 

moisture expansion, considering the ambient humidity CMERH,a and the moisture uptake 

CMEW,a defined according to the formula: 

,

,

RH a

W a

dL
CME

dRH

dL
CME

dW





 4.6 

The standard uncertainty of the calculated apparent CME is estimated considering the 

standard error of the regression coefficient, which is considered as the contribution of the 

experimental repeatability. The expanded uncertainty is then calculated applying a cover-

age factor corresponding to a confidence level of 95 %. 

 

Measurement in non-controlled humidity environment 

A similar test, referred as test 2, is successively performed on parts with same charac-

teristics (material and geometry) in non-controlled humidity conditions. Four parts are 

stored in a room at 20±0.5 °C and their dimension and weight are measured daily for a 

period of time of 50 days allowing the ambient relative humidity to vary approximately 

from 20 to 50 %. Ambient humidity variations are gradual hence the workpieces are con-

sidered always in quasi-equilibrium with the ambient. The length is measured using a 

contact CMM with MPE of 0.4 + L/900 µm, with L =measured length, in mm. The 

alignment and the procedure of the CMM measurements resemble the one employed in 

the previous test. The weight is measured using an electronic scale. The experimental 

 

a) b) 

Figure 4.20 Test 1 on hygroscopy: relative length dL vs relative ambient humidity RH (a) and relative water 

content dW (b). The dashed line represents the linear regression of the data. 
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values are again considered as relative variation therefore for each workpiece data set the 

average values are subtracted from the original data. To evaluate the influence of possible 

unsaturated condition the length variation is compared against both weight variation and 

ambient relative humidity. In the case of severe non-equilibrium the influence of the 

weight in the length variation is more dominant than the influence of ambient conditions 

according to that stated in chapter 2. Furthermore length variations contain the influence 

of time, probably due to an aging process of the polymeric material. Therefore time is 

considered as a second input parameter in the data analysis. Two linear regression models 

with two input variables are analysed in the study of length variation dL to consider the 

effect of time t combined with ambient humidity RH and moisture uptake dW respective-

ly. The regression models can be described as: 

1 1 ,    RH adL a b t CME RH  4.7 

2 2 ,    W adL a b t CME dW  4.8 

Higher grade polynomial models are not considered since they do not provide any 

sensible improvement in the results. Figure 4.21 shows the experimental data after the 

removal of the time influence. Both the models appear valid to represent the length varia-

tion behaviour indicating that saturation is achieved throughout the measurement. The 

regression also provides the values for the apparent coefficient of moisture expansion 

CMEa. Its uncertainty is estimated equal to the standard error coming from the regression. 

The values of the experimental CMEs are compared in Figure 4.24; there is not a good 

agreement between the results of the two separated tests. 

 

 

 

 

 

a) b) 

Figure 4.21 Test 2 on hygroscopy: relative length dL vs relative ambient humidity RH (a) and relative water 

content dW (b). The dashed line represents the linear regression of the data. 
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Merged results 

A further step is performed to investigate the compatibility of the two experiments. 

The two sets of values of relative length and weight variation are merged together.  

Figure 4.22 depicts the merged values together with the linear model describing the 

separated data set. The consideration of one model over the other introduces an error in 

the whole humidity range (0-100 %) When ambient relative humidity is considered as 

input parameter a larger error occurs. Even though the calculated CMEs are not compati-

ble the merged data appear consistent. A new regression with a linear and quadratic mod-

el is performed to fit the data, see Figure 4.23. The quadratic model better characterizes 

the length variation trend and addresses the issue of the different CME values. However 

the difference between the two regression models is minimal, especially regarding the 

calculation with the weight variation, and the linear model can be considered instead. The 

apparent CMEs calculated for the merged data set consists in an averaged value between 

test 1 and test 2. 

 

 

 

 

a) b) 

Figure 4.22 Merged data sets of length variations at different ambient humidity. The continuous and dashed 

line represent the regression line performed with data sets of test 1 and test 2 respectively. 

 

a) b) 

Figure 4.23 Linear (continuous black line) and quadratic (dashed red line) regression of the merged data set 

of two tests on hygroscopy. 
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 Transitory period 4.4.2

Length and weight at variable ambient humidity 

After the investigations of moisture uptake in saturated conditions it is necessary to 

study the transitory period occurring after the production of polymer parts. A first test 

involves ABS aged parts that have already been subjected to the post-moulding moisture 

uptake. The measuring equipment, depicted in Figure 4.25, is similar to the one used for 

test 1 described in the previous section.  

 

 

 

 

a) b) 

Figure 4.24 Calculated apparent CMEs for two separated tests and for the merged data set considering: a) 

relative humidity RH; b) relative water content dW. The error bars represent the estimated expanded 

uncertainties. 

 

a) b) c) 

Figure 4.25 Equipment for moisture absorption measurements: a) sealed bags with desiccant; b) electronic 

scale; c) length measurement fixture. 
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The experiments are performed in a non-controlled environment; throughout the tests 

the ambient temperature fluctuates between 23.58 °C and 25.8 °C while the ambient rela-

tive humidity between 23 % and 34 %. Ambient humidity is not considered as an influent 

parameter due to its limited variation, instead the temperature of the workpiece is meas-

ured using a thermocouple type K, with resolution of 0.1 °C and measurement accuracy 

of 0.2 °C. The workpiece temperature is also influenced by the operator handling hence it 

is always equal to or greater than the ambient one. A batch of 40 parts produced from 8 

different cavities in 5 shots is considered. The workpieces are initially dried to emulate 

the post moulding conditions employing a dryer for polymeric raw material (pellet) and 

using drying parameters (time, temperature, air flow) similar to the ones suggested for 

pellets of the same material. The parts are then stored in sealed plastic bags together with 

sachets of desiccant and acclimatized to the ambient temperature. Weight, length and 

temperature are then measured every hour for the first 8 hours and one more time after 

about 24 hours. 

For each workpiece length and weight outputs are normalized subtracting the average 

value to allow the comparison among the batches. Figure 4.26 shows the values of 

weight variation as function of time and length variation as function of time, temperature 

and weight variation.  

 

 

 

 

 

Figure 4.26 Experimental results on moisture uptake: a) weight variation dW vs time t; b) length variation dL 

vs time t; c) length variation dL vs weight variation dW; d) length variation dL vs temperature T. 
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The complete saturation appears to occur within the test time. A non-linear regression, 

using the model described by equation 4.9, is performed on the whole dataset to consider 

the effect of time t and the effect of the temperature, considered as the difference of the 

measured value T from the reference temperature value, on length variation dL. 

b tdL a e c T d      4.9 

An exponential trend is chosen to describe the evolution in time of the moisture ab-

sorption in agreement with a gradient driven process and to consider the stabilization at 

infinite time. The regression residuals appear flat, without any particular remaining trend; 

the residual standard deviation is 0.78 µm. 

The influence of the temperature can now be removed from the experimental data, and 

the length at the reference temperature dLT=20 calculated according to equation 4.9. 

20 ( 20)     T CdL dL c T  4.10 

A regression following equation 4.8 can be performed to define the influence of the 

dimension on the absorbed moisture. The resulting CMEW,a is 2655 µm/g with an expand-

ed uncertainty of 255 µm/g, estimated considering only the regression error. This value is 

compatible with the result from the pooled analysis in section 4.4.1. 

After production weight measurements 

A second investigation is performed at the production site to measure the actual effect 

of moisture absorption after injection moulding. Only the weight variations are consid-

ered and measured using an electronic scale with a resolution of 1 mg. Three batches are 

produced on different days and the weight progression is monitored during working hours 

for the following days. During the whole test the ambient temperature is 22.5±0.4 °C. 

Ambient humidity for the first two batches is 53.2±2.4 % while for the third batch is 

slightly lower, equal to 45.4±1.2 %  To reduce the variability introduced by the low reso-

lution, the measured weight value consists of the average values over three replications. 

Two batches are composed of 4 elements and the third one from 8 elements; the elements 

within each batch are produced from the same mould cavity. Similarly to above the aver-

age weight of each part value is subtracted from the measured weight variation data. The 

experimental values are depicted in Figure 4.27 The weight variation dW over time t 

appears to follow a negative exponential increment hence a non-linear regression is per-

formed according to the equation: 

b tdW a e c    4.11 

The overall moisture uptake dW after moulding can be found by subtracting the coef-

ficients a to c. The numerical results of the regression performed on the three batches are 

listed in Table 4.4. The regression coefficients can be considered compatible. In Figure 

4.27 a comparison is performed between the results of batch 1 and the information on 

weight variation acquired in the previous test of this section. The two data sets suggest 

different trends, probably caused by an incomplete drying occurring in the conditioning 

of the samples in the dryer. Nonetheless the results of the previous investigation remain 
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valid as they describe the direct connection between length and weight variation repre-

sented by the apparent coefficient of moisture expansion. Moreover the moisture uptakes 

are compatible with the hypothesis of initial dry condition. According to the results of 

section 4.4.1 the ABS parts absorb 0.005 g of water passing from a dry condition to an 

ambient with humidity of 50 %. 

 

 

Table 4.4: Coefficients of the non-linear regression of the post moulding moisture uptake. The uncertainty U 

is referred at 95 % level of confidence. 

Batch n. a U(a) b U(b) c U(c) dW /g 

1 -0.0049 0.0002 -1.96 0.19 0.0007 0.0001 0.0056 

2 -0.0048 0.0004 -2.34 0.77 0.0014 0.0003 0.0062 

3 -0.0043 0.0001 -2.10 0.21 0.0010 0.0001 0.0052 

 

 

 

 

Weight measurements on dummy parts 

Two main issues arose during the investigation of moisture uptake. The first one is 

represented by the limited resolution of the electronic scale. In the study performed at the 

production site described above the resolution constitutes approximately the 20 % of the 

total weight variation measured. Scales with higher sensitivity are available on the market 

but they are affected by disturbances occurring in production environment, such as vibra-

tions and dust. The second issue consists of the inconvenient measuring procedure to be 

 

a) b) 

Figure 4.27 Weight variation due to moisture uptake (continuous line represents the exponential regression 

model): a) three batches measured after production; b) batch from production compared with a dried aged 

batch. 
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executed when both length and weight are simultaneously measured. In fact, to acquire 

both quantities in a dynamic mode the sample has to be repeatedly shifted from the length 

measuring equipment to the scale and any sensor attached to the sample, such as tempera-

ture sensors, removed before the weight measurement. This procedure is particularly un-

suitable if the sample undergoes to rapid cooling as in the study cases described in sec-

tion 4.3. A strategy to solve this issue is the introduction of an indirect measurement of 

the sample weight. If the behaviour of parts produced with injection moulding is consid-

ered similar among samples produced from the same shot, the measured weight variation 

of any item can be generalized to all the parts of the same shot. This allows the fulfilment 

of the weight variation measurements on a secondary workpiece and transfer the infor-

mation to the main one. Moreover the secondary workpiece can consist of multiple parts. 

The relevant weight variation is then calculated as a fraction of the measured one with a 

consequent reduction of the variability due to the resolution of the scale. To support the 

described methodology the measurements in the previous section are also performed for 

groups on multiple elements, named dummy parts, produced concurrently to batch 1 and 

batch 2 respectively, but not considered in first place since they come from different 

mould cavity. The exponential regression described in equation 4.11 is performed on the 

average behaviour of the dummy parts. The regression coefficients are compared with the 

one calculated for each single element of batch 1 and 2 in Figure 4.28, showing an ade-

quate agreement between the behaviour of the principal samples and the dummy parts. 

Besides, the use of groups of dummy samples reduces the experimental variability, as 

expected. 
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 A proposed method for considering humidity uptake 4.4.3

Considering the knowledge acquired in the experimental work a suggested strategy for 

extraction of length at reference ambient humidity is presented. In the study case the 

length variations due to moisture uptake appear much slower than the one caused by tem-

perature variations. This specific outcome can be considered of general validity therefore 

 

Figure 4.28 Parameters of the exponential regression models of moisture absorption: comparison between 

principal measured samples and dummy parts. 
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when considering moisture uptake it is necessary to formulate a solution that predicts the 

final length using early stage information. 

The proposed solution employs measurements of weight and length and requires a 

minimum of information on the component behaviour. An initial measurement of length 

and weight is performed as soon as possible to obtain a data point at low moisture content 

to be considered as a fully dry condition. More data points (length and weight) are then 

collected in a period of time of some hours. Length and weight variations are then fitted 

with a linear or polynomial curve to define the apparent moisture expansion coefficient. 

The same data points of length and weight can be considered as a function of time and 

fitted with an exponential model and information about the saturation condition at the 

average ambient relative humidity occurring during the measurements can be extrapolat-

ed from the model. By considering the increase in weight and length from the dry condi-

tion to saturation linearly proportional to the ambient humidity, the conditions referred at 

relative humidity of 50 % can be calculated. The proposed solution presents many down-

sides starting from the assumption of the initial condition of perfectly dry parts. Moreover 

many regressions and extrapolations are required whose performance have not been 

demonstrated. Alternatively the length at relative humidity of 50 % can be calculated 

using a more conventional calculation employing a priori knowledge. By knowing the 

length just after production and assuming specific moisture content, in any case close to 

zero, a systematic compensation can be applied to calculate the length at reference condi-

tion. This approach is necessary if the measurement has to be performed within few 

minutes after production. 

 Conclusions 4.5

This chapter gives an insight into the problematics faced during the definition of prob-

ing strategies for a DLM application. The main scope is to produce some practical study 

to support the definition of a set of guidelines for the development of a DLM application. 

The behaviour of a measurement workpiece in an industrial environment depends on 

material properties, geometry of the part and boundary conditions. It is therefore neces-

sary to develop an iterative designing process to obtain the optimal measuring solution. 

Preliminary studies, focused on the characteristics of the measuring part and on the ther-

momechanical coupling between part and fixture, have to be performed to give a wider 

understanding of the measuring system and provide more accurate alternatives. The out-

puts from numerical FEM simulation are useful as an alternative to experimental work 

and to improve the prediction algorithm. 

A study on the effect of contact force on ABS parts shows how the choice of the ana-

lytical model for the description of the experimental results affects the reference length 

determination. Models with different complexity, more or less supported by theoretical 

bases (linear, quadratic, hertzian model), are likewise compatible with the experimental 

data, due to the limited amplitude of the forces involved. A deviation of about 2 µm oc-

curs when considering a simple linear model or a complex hertzian model. The applica-
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tion of a prolonged contact causes creep in viscoelastic materials. The experiments show 

that for short time contact measurements the creep effect is of the order of one tenth of a 

micrometre and can be ignored when dealing with overall uncertainties of the order of 5-

10 µm. 

The effect of temperature is studied by heating up the polymer parts to simulate the 

thermal condition just after the injection moulding process. A first test is performed to 

investigate the cooling time of prismatic hollow ABS parts and how it influences the 

choice of the proper measured time. The cooling time required to pass from 30 to 20 °C is 

of the order of 10 minutes. Higher starting temperatures slightly increase the cooling time 

due to fast initial heat exchange. Hence the measurement must start within the first mi-

nute after the ejection from the moulding machine. This implies a certain vicinity of the 

measuring equipment to the production line or an automated handling of the moulded 

parts. By measuring temperature and length over time and performing a regression be-

tween the two quantities, the length at reference condition (uniform temperature of 20 °C) 

can be extrapolated. Uncertainties lower that 2 µm are achieved when considering data 

vectors corresponding to measuring time longer than 1 minute. A second test is per-

formed on the same component using a different positioning fixture where the measuring 

length is oriented horizontally. The highly directional (vertical) temperature field, caused 

by a preferential direction of heat flow towards the support plane, allows the study of 

different strategies for measuring the temperature. The temperature in three different lo-

cations is measured simultaneously to the predefined length. Three different models, con-

sidering the weighted average of temperature data are compared. The most suitable model 

is identified as the one with the more linear behaviour. It considers only the temperature 

at the same vertical coordinate as the measured length. The data from length and tempera-

ture variations are used for producing a FEM thermomechanical model. The results of the 

numerical solution are compared with the analytical one showing a good agreement be-

tween the analytical apparent CTE, which contains the influence of the part geometry, 

and the numerical one, closer to the definition of material property. The tests show the 

importance of the analysis of the temperature field during the definition of the measuring 

strategies. The same components can be measured using different fixtures and the meas-

uring strategies must be adapted consequently. FEM simulations provide an overall com-

plete understanding of the measuring complex. 

Two main aspects of influence of humidity on dimensional stability are identified and 

investigated. The first aspect regards the definition and the study of the relationship be-

tween ambient humidity, moisture uptake, and swelling in saturated conditions. The tests 

are divided into two steps. One is performed in a controlled environment using a humidity 

chamber to obtain a variation of ambient RH from 50 to 90 % at constant temperature of 

20 °C. The dimensions of the ABS components are measured using a dedicated fixture 

with inductive probes. The second part of the test is performed measuring the polymer 

component with a CMM in a room with controlled temperature, fixed at 20 °C, and hu-

midity variable from 20 to 50 %. A slight discrepancy between the results of the two tests 

appears and is attributed to the quasi-saturated conditions obtained in the second tests. A 

sensitivity of 0.30 µm/% and 2.9·10
-3

 µm/g is obtained in this initial investigation. 
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A second investigation is performed to study the transitory period occurring after in-

jection moulding when the ABS part absorbs humidity to reach the equilibrium with the 

ambient. Initially the test involves some polymer parts already stabilized after production 

which are dried to simulate the production condition and are measured in length and 

weight during the following 24 hours. The weight follows an exponential trend that can 

be considered concluded within the measuring time. The dimension has a similar trend 

with a further systematic effect due to the effective workpiece. After the correction of the 

thermal systematic effect the length variation due to moisture uptake exhibits behaviour 

comparable to the one found in the first investigations. The next step involves measure-

ments of moisture uptake just after injection moulding. The tests are performed at the 

industrial site and the weight of freshly moulded ABS parts is measured for several days. 

The moisture uptake does not comply with the one found previously on artificially dried 

parts, which means that the drying process cannot be considered completed. 

A method to measure with higher precision of the weight variation is proposed. As-

suming a similar behaviour among the elements produced from the same cavity in the 

same shot the weight variation on the principal part can be estimated from weight meas-

urement on a group of dummy elements. A study on two batches of ABS parts supports 

this indirect measurement as the behaviour among elements from the same shot is com-

patible. 

Finally two solutions are proposed to obtain measurements at reference ambient hu-

midity. One considers concurrent measurements of weight and length during a period of 

time of some hours. It requires extrapolations and assumptions therefore it requires a 

validation investigation. The second one applies a more conventional systematic compen-

sation. 
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  5

Optical solution for DLM using a 

vision system and digital image 

correlation 

 Optical solution for profile measurements 5.1

Optical metrology usually employs general purpose measurement systems, like laser 

scanners and optical CMM. The possibility of performing different measuring tasks 

makes these systems very versatile yet it increases their costs. On the contrary, in contact 

dimensional metrology general purpose solutions are often substituted with dedicated 

devices and fixtures designed for a specific application. An innovative solution is there-

fore conceived to address the implementation of optical instruments in customized meas-

urement apparatus. 

 Method 5.1.1

Considering the case of an optical CMM equipped with a video probe, a 2D profile of 

an object can be measured taking pictures of the edges of the object and performing an 

edge detection routine. Movements of the camera ensure coverage of large profiles with 

an acceptable magnification and resolution. Traceability is usually established with cali-

bration of the optics and often with previous measurements of a reference artefact. By 

including a traceable reference artefact in the field of view of the video probe the meas-

urements of a profile becomes immediately traceable and insensitive to systematic errors, 

for example due to temperature or camera movements. For measurements of 2D profiles 

on objects with a planar surface the reference artefact can be represented by a grid, a scale 
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or a series of marks on a flat plate. The design developed in this work consists of a flat 

transparent plate with reference marks on the top surface. The plate works as support 

plane for the measuring object and as a traceable reference. The camera is placed below 

the plate and focused on the top surface. The measuring object can be placed on top of the 

plate leaning on the surface to be measured. Consequently the reference marks and the 

object profile share the same focus plane making it possible to take a picture containing 

both the measuring and the reference objects. 

For some types of measurands (two point length and diameters, small features, thick-

nesses) the information necessary for the measurements are the position of the edges at 

the extremity of the workpiece. Hence the camera can focus only in these areas discarding 

the rest of the profile. This innovative measuring principle can be applied to different 

practical solutions designed for a specific measuring task or for a more flexible applica-

tion: 

 Using a series of mirrors two or more profile details are projected in the field of 

view (FOV) of the camera (Figure 5.1). The FOV is therefore split in several sec-

tions each containing a portion of the profile and the reference marks. In one sin-

gle shot it is possible to acquire all the information necessary for the measure-

ment. It is a fast and cheap implementation of the measuring principle however 

the presence of several mirrors introduces image distortions that have to be ad-

dressed with a proper calibration. Moreover the dimensions of the profile details 

observed by the camera are limited since only a portion of the FOV is allocated 

for each of them. It is possible to create a modular design with a single frame and 

camera where the reference glass and mirror elements can be replaced to measure 

different parts and features. 

 

 

 

Figure 5.1 Methodology for directly traceable profiles measurements with a vision system. 
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 Several cameras can be implemented in a system where each camera catches only 

one detail. It is easy to design and more expensive than the first case. However it 

can only be implemented to measure relatively big parts due to the size of the op-

tics. 

 Introducing a movement to the camera allow viewing of details in different posi-

tions of the profile. The movement repeatability does not influence the measure-

ments since the measurement is always performed by comparison with the refer-

ence artefact. However the image acquisition of several details does not happen 

simultaneously and may create problems if fast measurements are needed. 

 The measuring concept can be implemented in optical CMMs or already existing 

systems. For optical CMMs the implementation can be less intuitive since the de-

sign described above should be flipped to account for the fact that on CMMs the 

camera is usually above the measuring object. Similarly to above also in this case 

the movements do not affect the measurement accuracy. 

In an optical set up a variation of the distance from the focal plane causes different 

magnification values. This effect must be minimized when performing 2D measurements 

using a single camera because the system is not able to detect axial displacements. Using 

telecentric lenses differential magnification effects are minimized since all planes in the 

focus distance of the camera have the same magnification. Telecentric lenses are thus 

necessary in the case of non-ideal objects where the presence of small chamfers and cor-

ner radii causes the measuring edge to be in a different plane than the reference mask. 

Telecentric lenses also are useful in non-controlled environment applications to reduce 

the effects of thermal displacements. 

The measuring strategy consists of the comparison of the object profile with a refer-

ence plate. Differently from optical CMMs an eventual movement of the camera is not 

involved in the measurement strategy leading to a measurement accuracy independent 

from the measured feature dimensions. On the other hand the measurement accuracy de-

pends on the reliability of the object edges that are often far from ideal with irregularities 

such as burrs and uneven chamfers. In the presence of extensive chamfers the measure-

ment is still possible however the depth of focus of the lenses must ensure a focused pic-

ture on both the reference and measuring profile. This leads to an upper limit of the mag-

nification applicable. Another limitation of this method is the possibility to measure only 

features on 2D profiles, such as point to point distances or diameters. As with any optical 

measurements, the comparison with more established contact measurement is difficult. In 

particular the measurement of the position of the edge of a profile is not easy to replicate 

with a contact instrument. 
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Table 5.1: Advantages and disadvantages of the proposed profile optical measurement solution. 

Pros Cons 

Simple and fast measurements 

Traceable because of the reference plate 

Uncertainty not influenced by size to be 

measured 

Can be used for several workpieces with in-

terchangeable mirrors and references 

Shop floor measurements 

Only profiles  

Profiles are often not ideal (chamfer, corner 

radius, burrs) 

Influenced by light setting 

Difficult to compare to contact measure-

ments due to measurements on the edge 

 

 

 Edge detection algorithm 5.1.2

Edge detection implementations are diffused in image processing and metrology ap-

plications. Although edge detection is very commonly used in commercial optical CMM 

with video probes, the source algorithm is not available and therefore a new edge detec-

tion routine must be developed from scratch.  

In a generic application two main issues arise. The first one is the recognition of only, 

and all, the real edges. An ideal edge consists of a sharp colour (or grey level) transition 

between pixels, similar to a step function. In reality this transition is gradual, with small 

amplitude and disturbed by noise. The detection algorithm therefore may not recognize an 

effective edge and, at the same time, may consider an intensity transitions on an continu-

ous surface as an edge (false positive and false negative) [147]. In a metrological applica-

tion, such as in an optical CMM, edge appearance can be sharpened through a proper 

light setting to improve the performance of the edge detection. The second main issue 

regards the accurate definition of the edge position principally for two reasons: the pres-

ence of a wide intensity transition zone requires a decision rule to set the edge position in 

a specific location and the pixel spatial resolution of digital pictures that is not always 

sufficiently dense. The limited resolution subpixel registration technique can be intro-

duced to refine the resolution to a fraction of a pixel. In the specific application studied 

the first problem mentioned is not considered as critical since a searching area can be 

defined manually over the approximate location of the edge. Moreover the use of a back 

light helps to create a clear and sharp transition between the object (dark areas) and the 

background (bright areas). The second matter is more relevant in the application. Thus the 

development of the algorithm has been focused on the optimization of the subpixel edge 

registration with a fixed edge detection method. 

Several edge detection methods are available in literature. They are usually catego-

rized accordingly to their principle. An exhaustive description can be found in [147]. 

Algorithms based on intensity gradient and template matching are easy to implement and 

require low computational time while they are less efficient than Gaussian and Laplacian 

based algorithms [148]. The conceived solution employs an edge detection algorithm 
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based on the Sobel method due to its simplicity and low computational requirements. It 

consists in a template based method exploiting intensity gradient properties. 

An edge represented in a picture can be described as a ramp intensity function. The 

edge position can be fixed as the position of the flex point of the ramp, corresponding to 

the maximum of the 1
st
 order derivative and the zero crossing of the 2

nd
 order derivative 

(Figure 5.2). Hence by computing the picture gradient, the detection of edges is convert-

ed to a maximum search problem. An alternative to the gradient operator is represented 

by the Sobel method (template-based) since it produces an approximated gradient result. 

The output of any template-based method consists in the convolution of the image with a 

defined mask as in the case of the application of discrete filters. Sobel method firstly 

computes the directional convolutions with a horizontal and a vertical mask (Figure 5.3) 

that are successively used to calculate the amplitude of the global convolution. The con-

voluted image has high intensities in pixels corresponding with steep intensity variation 

in the original image, i.e. edge locations. Therefore the Sobel convolution is often re-

ferred as an edge enhancement filter. The next step in the method is the application of a 

threshold to the convoluted image that allows the recognition of edges. 

 

 

 

Figure 5.2 Gradient based edge detection: position of the edge (a) corresponds to the maximum of the 

first derivative (b) and to the zero crossing of the second derivative (c) [149]. 
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Figure 5.3 Horizontal (a) and vertical (b) Sobel convolution masks. 
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In the specific application a procedure involving the Sobel edge detection method and 

a subpixel registration is developed. Firstly a searching area is selected. It must contain 

only two main portions with different intensity levels that are separated by the edge to be 

found. The Sobel convolution is then applied to the searching area. Depending on the 

direction, horizontal or vertical, of the edge the following elaboration is performed along 

pixel columns or row. For a horizontal (or vertical) edge each column (or row) is ana-

lysed singularly. It can be described with a bell shape function in the proximity of the 

dark/bright transition and with near zero value elsewhere. The position of the maximum 

of this function identifies the position of the edge for that particular column with a lateral 

resolution of 1 pixel. The found edge position can be refined with a subpixel registration 

method. Hence a regression of the neighbourhood pixels is performed considering a bell 

shape model, i.e. polynomial or Gaussian functions. The maximum position of the bell 

shaped curve is determined with a higher resolution. Once all the edge points in the 

searching window are determined a regression using a linear model is performed to re-

move noise and waviness. The result of the regression, i.e. straight line, is considered as 

the detected edge (Figure 5.4).  

 

 

 

Figure 5.4 Edge detection algorithm: a) searching window selection; b) Sobel edge enhancement: c) column 

analysis, regression of maximum neighbourhood for subpixel detection; d) linear fitting of calculated data 

point. 
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Inclined profiles can be measured in the same way accepting a slight reduction of the 

performance due to the fact that the maximum search procedure cannot be performed 

along the edge orthogonal direction. In the case of non-straight profiles, such as holes or 

corner radii, a similar procedure can be applied. The whole edge must be segmented in 

portions to best match a horizontal or vertical behaviour that are then recombined to per-

form a final circular regression instead of a linear one. 

 Investigation set up 5.1.3

For practical reasons the design and development of a new measuring system from 

scratch has been avoided and a solution with already available equipment has been devel-

oped. Hence an optical CMM is used as imaging device since it already offers an easy 

alignment of the camera as well as adjustable light conditions. As already mentioned, in 

this solution the camera is placed above the measuring workpiece, therefore also the ref-

erence glass must be placed on top of the workpiece. The CMM design allows the camera 

to be already aligned vertically while the measuring plane offers a horizontal support for 

the workpiece. 

The vision system involved is composed by a CCD camera equipped with telecentric 

lenses. The camera has a resolution of 764×572 pixels. The lenses are characterized by a 

fixed 2x magnification and narrow field of view, about 3×2 mm, and limited depth of 

focus. Three types of illuminations are available: axial light, ring light and back light. 

An optical grid, with cell dimension of 1 mm, has been chosen as reference glass. 

 Camera calibration 5.1.4

Dimensional measurements from pictures require an initial calibration of the imaging 

device. The procedure of camera calibration produces a series of parameters necessary for 

the conversion of the measurement result from image coordinates, quantified in pixels, to 

world coordinates in length units. Extrinsic parameters consider position and orientation 

of the camera in the space while intrinsic parameters refer to the camera properties, such 

as magnification and lens distortions. Intrinsic parameters characterize the behaviour of 

the camera and are often considered Invariant.  

These lenses provide orthographic projection of the scene contrary to conventional 

lenses with perspective projection. This means that for telecentric lenses the field of view 

is cylindrical and constant at any distance from the camera and the parallax error, defined 

as the change in the magnification due to changes of the distance object-camera, is elimi-

nated. The measurement accuracy is then improved since the distance of the object from 

the focal plane is irrelevant during the measurements and can fluctuate as long as the 

focus is maintained (see Figure 5.5). 

Many different calibration procedures are available in literature. However most of 

them use the pinhole camera model as they refer to conventional lenses and they cannot 

be applied to telecentric lenses. Nevertheless specific calibration procedures for telecen-

tric lenses have been studied, both considering ideal lenses [150][151] and introducing 

distortions [3] [4]. 
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Figure 5.5 Bilateral telecentric lenses model [152]. 

 

 

Image distortions are considered as deviations from the ideal modelled camera due to 

imperfections in the optical components. Generally they are divided into three additive 

contributions which can be described as a function of the point position in the image co-

ordinate plane (u,v) [154]: 

 Radial distortions 
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 Decentring distortions 
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 Thin prism distortion 
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 5.3 

Usually the main contribution to image aberration is brought on by radial distortion 

[155], therefore it can be considered with an higher grade of approximation as[153]: 
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Pixel size estimation 

A simple calibration procedure is performed to quickly calculate the average pixel size 

of pictures. As the lenses introduce a magnification in the image the pixel size does not 

correspond to the size of the pixels in the CCD chip. It is instead the dimension of the 

area that occupies one pixel once it is projected into the camera sensor. A glass artefact 

for calibration of microscopes is used as reference object. It consists of a chessboard pat-

tern with a calibrated value of the pitch (Figure 5.6). The vision system is considered 

ideal without distortion and the grid surface oriented orthogonal to the optical axis. 

Therefore the calibration can be performed just by counting the number of pixels consti-

tuting a pitch and comparing with the reference calibrated length. To enhance the grid 

edges the picture is processed with a Sobel filter. A subpixel routine is not necessary 

since the effect of limited resolution can be minimized by considering a multiple pitch 

length. The uncertainty of the pixel size is assessed considering the artefact calibration 

uncertainty and the resolution uncertainty on the definition of the edge position as fol-

lows: 
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Where: 

 spx is the calculated pixel size; 

 Lp is the calibrated pitch length; 

 np is the number of pitches considered; 

 Δp is the pixel count over considered length; 

 uspx is the standard uncertainty of the calculated pixel size; 

 ulp is the calibration uncertainty of pitch length; 

 uΔp  is the uncertainty contribution due to the pixel resolution. 

The procedure is performed in several locations and orientations on the picture accord-

ing to Figure 2.2b for accounting for non-uniformities and the average values computed. 

The uncertainty on the average pixel size considers the average uncertainty of the single 

calculated value u
*

spx and the variability over the contribution from the variability due to 

different locations on the picture ustd. 

2 2

px pxs s stdU k u u    5.6 

Where: 

 k = coverage factor 

 u
*
spx = standard uncertainty of the calculated pixel size 

 ustd = standard deviation of pixel size over repeated measurements in different 

picture location 
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a) b) 

Figure 5.6 Reference chessboard: a) calibration artefact; b) 6 locations used for pixel size estimation, 

indicated with coloured lines (appearance of the chessboard after Sobel filter application). 

 

 

Formal calibration 

A more refined calibration procedure has been performed following the work of Li 

[152]. It is necessary to take a picture of the reference object (chessboard) with defined 

control points and determine the position of these points on the picture. The intersections 

in the chessboard are therefore determined with the edge detection routine described 

above. Figure 5.7 shows the points along the edges determined after the application of 

Sobel filter and with subpixel resolution, and their regression line representing the edge 

position. The intersection of horizontal and vertical lines defines the control point. 

 

 

 

Figure 5.7 Detection of control points on the picture of the chessboard after Sobel filter. 

 

 

The calibration method consists of a closed-form calculation followed by a non-linear 

iterative adjustment. Initially lens distortions are neglected allowing the calculation of 

approximated values of pixel size and external parameters. Since telecentric lenses are 

unaffected by axial displacements the external parameters consist of two coordinates and 
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three angles. The model is adjusted to consider only the rotation around the optical axes 

as the other two rotations are negligible. In the second step distortions are introduced in 

the model formulation. For the specific case only 5th order radial and decentring distor-

tion are considered. 

A single picture of the chessboard is sufficient to perform the calibration procedure. 

However the routine has been performed for 12 pictures, each with a different rotation of 

the chessboard, to consider the variability of the calibration method. The outcome values 

of pixel size and distortions are averaged over the 12 repetitions. The pixel size value 

appears consistent for all repetitions with narrow variability, as depicted in Figure 5.8. 

The uncertainty relative to the pixel size is estimated considering only the contribution 

from the uncertainty of the calibrated chessboard since the variability over the repeated 

runs is negligible. This contribution is computed by considering the uncertainty of the 

upper and lower limit of lp in the calibration calculations. 

 

 

 

Figure 5.8 Pixel size calculated with pixel size estimation (a) and with the formal calibration (b). The error 

bars represent the expanded uncertainty. 

 

 

Average distortion coefficients are implemented in the correction of the distortions of 

the control points. The amplitude of distortions is then computed as the difference be-

tween the projection of the chessboard control points (according to the ideal model) and 

the position of the control points in the picture before and after the correction. In Table 

5.2 the maximum values and the root mean squares RMS of distortions before and after 

correction are compared. The imaging equipment produces pictures with minimal distor-

tions that are only partially compensated using the calibration parameters. The slight im-

provement after the distortion correction uncovers the limitations of the performed cali-

bration in very precise applications. The limited performance of the calibration can be 

attributed to several aspects, such as the inaccurate detection of the control points or the 

simplification introduced in the model. Nevertheless the distortions are considered suffi-

ciently limited for the specific application therefore a further compensation routine to be 

applied to every picture is not developed. 
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Table 5.2: Maximum value and root mean square value of image distortions calculated during the camera 

calibration (values in µm). 

  Max RMS  

 Before correction 0.70 0.29  

 After correction 0.43 0.20  

 

 

 Measurement strategy 5.1.5

For a two point length measurement a set of two pictures, namely left and right side, is 

necessary for perform a measurement. A strategy for the extraction of the length from 

position of edges must be defined. Three sets of coordinate systems are then introduced 

(Figure 5.9). The first one is the image coordinate system already mentioned above. The 

second one, called relative reference coordinate system has the axis coincident with the 

edges of the reference grid. These two systems are defined separately for the left and right 

side edges. The third system, namely absolute reference system is defined only with the 

position of the grid on the left side picture. 

Firstly the edges found must be converted from image coordinate to relative reference 

coordinates. Thus a translation and a rotation, based on the position and orientation of the 

grid edges, are applied independently to the left and side pictures. The next step consists 

in merging the two pictures to a single absolute reference coordinate system. Assuming 

that the grid marks are straight enough to ensure the same orientation for the two relative 

reference systems then the remaining operation consists of adding the calibrated reference 

length to the right picture relative reference system. At this point the two pictures are 

aligned to the same coordinate system and the dimension extraction requires simple Eu-

clidean geometric calculation. In order to perform the alignment described a grid horizon-

tal and vertical edge must be defined on each picture.  

The measurement requires then the definition of the measurand and rules for estab-

lishment of the alignment between reference grid and workpiece. Figure 5.9 refers to the 

length measurements of a prismatic part (see section 5.1.7) and can be considered as an 

example. The length to be measured is defined as the distance between two points on the 

vertical edge at 1 mm from the horizontal edge. Hence vertical and horizontal edges are 

detected. The horizontal edge is used in the first place to define the rotation of the work-

piece compared to the reference system. The measuring point is determined as the inter-

section of the vertical edge with the parallel line to the horizontal edge at 1 mm distance, 

see Figure 5.10. The definition of the measuring point can vary from case to case. It can 

be a single point on the object edge at a defined coordinate, as in the example, or the av-

erage over a small portion of the edge. 
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Figure 5.9 Difference coordinate systems defined for a two points length measurement of the optical method 

under development: (xim,yim)= image coordinate systems, (xrel, yrel)= relative reference systems, (xabs,yabs)= 

absolute reference system, l, r =left or right picture. 

 

 

 

Figure 5.10 Example of measuring strategy of the optical method under development: red continuous line= 

detected edges, blue dots= measuring points. 

 

 

 A preliminary investigation on a calibrated scale 5.1.6

To verify the performance of the measuring method combined with the conceived 

edge detection algorithm a series of tests is performed using an optical scale as workpiece 

with ideal edges. The measuring strategy is similar to the one described above where a 

horizontal line is defined to identify a single measuring point on the workpiece edge. The 

interest is focused on estimating the repeatability to assign to the measurement apparatus 

and assess the sensitivity of the measurement to different algorithm versions. Hence 25 

replicated measurements are performed for different versions of the edge detection code, 

where the variations regard the subpixel analysis along columns (or rows) after the appli-

cation of the Sobel operator, namely the function and the size of the interval adjacent to 

the maximum used for the regression and the resolution with which the function maxi-

mum is computed. The repeatability of the measurement apparatus is evaluated consider-

ing the standard deviation over replicated measurements while the influence of the algo-
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rithm is computed calculating the difference between the overall average and each factor 

combination considered. 

At first the influence of the bell shaped function used in the regression is investigated. 

Three models are considered: 

 Gaussian  
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The regression interval size is fixed as 5 data points for the first two models and to 7 

data points for the last one to keep the same degree of freedom (DOF) in the regression. 

The resolution is fixed at 0.2 pixels, equal to 0.8 µm. The repeatability is unaffected from 

the choice of the regression model while the systematic variation slightly increases in the 

case of the Gaussian model (Figure 5.11). Nevertheless the Gaussian model requires a 

computational time as high as 4 times the one required for the polynomial ones. 

 

 

 

Figure 5.11 Influence of the regression model on performance of the optical method. 

 

 

The second parameter investigated consists of the amplitude of the interval to be used 

in the regression. The resolution remains unchanged as before and only the polynomial 

models are employed in considering the results just achieved. To compare the results 

from the two models in Figure 5.12 the regression DOF are considered instead of the 

interval amplitude. The results in Figure 5.12 show that the data points fitting (0 DOF 

regression) leads to inferior results than when considering a proper regression. However 

an increment of the dataset size causes a reduction of the performances of the method 

since more less-relevant data points are considered in the regression. 

Lastly the influence of the resolution is considered (Figure 5.13). Three resolution 

levels, 0.5, 0.2, 0.05 pixels (equal to 2.0, 0.8, 0.2 µm), are investigated for two levels of 

DOF and a single regression model (4
th
 order polynomial). The resolution influences 
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mostly the systematic effect while it does not significantly affect the repeatability of the 

measurement.  

 

 

Figure 5.12 Influence of the regression DOF on measurement performance of the optical method. 

 

 

 

Figure 5.13 Influence of the subpixel resolution on measurement performance of the optical method. 

 

 

The performance analysis shows an overall systematic variation less than 0.5 µm and 

a repeatability fluctuating around 2 µm. This confirms the solidity of the algorithm con-

ceived since the measurement results are moderately influenced by changes in the edge 

computation as well as a limitation in the accuracy achievable. The insensitivity of the 

repeatability to the image processing, especially to the subpixel resolution adopted, and 

its large magnitude compared to the resolution suggests that it is influenced by other fac-

tors than the edge detection algorithm. 
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 Measurements of polymer parts 5.1.7

The case has already been introduced as an example in section 5.1.5. Measurements of 

polymeric prismatic parts are performed with the optical solution developed to assess the 

performance on non-ideal geometries typical of injection moulded components. The edge 

detection algorithm is defined with a subpixel routine using a regression with a 2
nd

 order 

polynomial model over 7 data points and with a resolution of 0.2 pixel. The accuracy 

assigned to the measurement device is potentially independent from the dimension due to 

the direct comparison with the dimensions of the reference grid. In order to validate it two 

workpieces with different nominal lengths of 32 and 64 mm are selected for the test. The 

standard deviation of 25 replicated measurements is listed in Table 5.3 showing the inde-

pendence of the measurement uncertainty from the nominal length considered. Moreover 

measurements on industrial workpieces with non-ideal edges cause an increment of the 

variability of the results. 

 

 

Table 5.3: Standard deviation of optical measurements on two polymeric components. 

 Nominal length /mm Standard deviation /µm  

 32 3.0  

 64 2.5  

 

 

 Optical solution for displacement meas-5.2

urements 

 Motivation 5.2.1

In a Dynamic Length Metrology application the measurement of displacement as rela-

tive length variation of a workpiece is important as much as the measurement of absolute 

length since it is necessary to achieve a reliable estimation of the dimensions at reference 

conditions. Moreover the knowledge of dimension evolution in many positions on the 

part is useful in the case of complex estimation algorithms supported by simulations. A 

solution for having more information about dimension changes is represented by the use 

of several contact probes. Nevertheless this alternative can be limited by size problems 

when measuring small parts and creates an overconstrained condition on the measuring 

part that can cause unexpected behaviour. A remote optical solution is therefore advisable 

if displacements of several points are required. Among all optical solutions a vision sys-

tem represents a cheap alternative, easy to combine with other devices. 
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Many applications of vision systems in dimensional metrology consist of the meas-

urements of edge absolute position using edge detection algorithms. In the particular case 

absolute measurements are not required nevertheless the edge detection can be applied to 

recognize a feature and follow its development through time. The recognition of an edge 

is anyhow bonded to the quality of the image, i.e. there must be a sharp transition be-

tween a dark and white area, and provide information only of a local surface feature. Dig-

ital Image Correlation is not widely used in dimensional metrology as edge detection. 

However it does not require the presence of a well-defined edge but only a rough surface 

allowing more freedom in the choice of the measuring spot. The independence from sur-

face details permits measurement of displacements in several position in the field of view 

of the camera and the definition of a local field of displacements. 

 Digital Image Correlation 5.2.2

Digital Image Correlation has been already introduced in Chapter 2. It is a measuring 

method used especially in experimental mechanics to measure surface displacement and 

strain field of a loaded specimen. 

The mathematical tool of cross-correlation is used in signal processing to compare two 

sets of signals and estimate similarities. Cross-correlation is used in many application of 

image processing. The most relevant consist of the measurement of the translation of a 

subject depicted before and after the transformation. If image processing images are con-

sidered as two-dimensional discrete signals then a 2D cross-correlation operation can be 

applied to a set of two images x(m,n) and y(m,n) as: 

( , ) ( , ) ( , )xy

k l

r k l x m n y m k n l
 

 

      5.7 

Cross-correlation gives as output a third function rxy(k,l) consisting of the sum of the 

punctual product between the input functions while one is being translated by an amount 

equal to (k,l). It can be easily visualized considering a fixed image and another floating 

image that slides over the first one. The correlation function is the sum of the punctual 

product of the overlapped area. The correlation function reflects similarities of the two 

input signals and its maximum is located in the coordinate corresponding to the transla-

tion that maximises the likeness of the signals. In the case of equal input signals, i.e. 

x(m,n), the operation is called auto-correlation; the maximum of rxx(k,l) is located in cor-

respondence to the origin. 

In practical applications the two pictures are divided into smaller subsets (regions of 

interests) usually following a grid pattern. The correlation algorithm tracks similar fea-

tures in the reference and deformed images and returns a correlation coefficient as a func-

tion of the shift between two related subsets. The position of the maximum of the correla-

tion coefficient function corresponds to the displacement occurring during the test and 

necessary to create the maximum overlap of the two subsets. For small deformations and 

small subset size a rigid translation of the subsets can be assumed. Otherwise higher-

order shape functions have to be introduced in the correlation calculation to cope with the 
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deformation of the subsets. Two analytical tools can be used to in the correlation method: 

the cross-correlation and the sum-squared difference criterion [67]. Both criteria can be 

normalized by the amplitude and the mean to get results insensitive to the light exposure 

and lighting variations. 

The correlation tool mentioned above returns the displacement value with pixel reso-

lution. To better improve the result a subpixel registration tool has to be introduced in the 

image processing. Resolutions of 0.01 pixel can be achieved [94]. Some of the most used 

subpixel registration methods are the interpolation of the correlation coefficient function, 

the Newton-Rapson iteration method and the gradient-based method. The Newton-

Rapson method gives better results than the others; however it requires much more com-

putational time and it may not be suitable for real time application [94]. 

The image processing influence the accuracy of the calculated displacement, First of 

all the subset size must be chosen adequately and mostly based on the dimension of the 

speckle pattern. Bigger subsets contain more features therefore are less sensitive to noise 

and lead to more accurate results. On the other hand adopting a small subset increases the 

spatial resolution of the resulting displacement field [96]. Moreover the accuracy of DIC 

can be increased by choosing normalized correlation criteria and more precise subpixel 

registration methods. 

 Algorithm development 5.2.3

The image processing is performed using the commercial software MATLAB. The 

code preforms DIC between two images, a reference image related to the reference state 

and an inspection image related to the final state. The calculation can be divided into two 

steps: 

 Image cross-correlation (normalized); 

 Displacement definition with subpixel resolution. 

The first step involves calculations based on formula 5.7. Cross-correlation can be ap-

plied directly to the whole images to get a single displacement value. However dividing 

the inspection image in subsets and the reference image in searching windows is more 

efficient. The analysis is performed on homologues subsets and searching windows inde-

pendently. The image subdivision yields an output value for each subset that is then as-

signed to the position of the centre of the subset in the inspection image. With this further 

image subdivision a displacement field can be defined instead of a single displacement 

value. The output of the cross-correlation calculation is the discrete normalized correla-

tion function of each subset. 

A displacement value is already available as the position of the maximum of the corre-

lation function. However it is defined only with a pixel resolution that can be reduced 

with a further analysis. A neighbourhood of the maximum with dimensions 5×5 is select-

ed from the correlation function. A regression with a continuous two dimensional func-

tion, such as a polynomial function, is then performed using the least square method. The 

position of the maximum of the fitted function is detected with a higher resolution, fixed 

equal to 0.05 µm. The output of this step represents the displacement assigned to the con-

sidered subset with subpixel resolution. 
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The inspection subset must be completely engaged in the correlation (i.e. it completely 

overlaps the searching windows) to obtaining a correct cross-correlation function other-

wise the output function will suffer from the degree of engagement. Therefore the search-

ing window must be oversized to a degree greater than the displacement value to ensure 

the reliability of the cross-correlation function, at least in the proximity of its maximum. 

If a previous knowledge of the expected displacement is available it is possible to tune the 

searching window dimensions and limit the calculation time. 

 Experimental setup 5.2.4

To investigate DIC as a tool for Dynamic Length Metrology an experimental cam-

paign has been performed. The equipment used to take pictures it composed by a camera 

equipped with telecentric lenses (see section 5.1 ). The camera allows photographing 

details as big as 3×2 mm with a resolution of 4.04 µm according to the calibration. An 

axial illumination is used to enhance the contrast of the surface texture. As workpiece a 

commercial polymer part made of ABS with a prismatic hollow shape has been selected. 

It presents a visible surface texture, from the machining process of the mould production, 

and some high relief characters, such as the company logo, that creates a differentiated 

surface appearance. Such a surface does not completely fulfil the requirement of DIC for 

an optimal displacement and strain measurement, i.e. randomness and isotropy. However 

it is not feasible to create an artificial speckle pattern in the surface with a process like 

painting considering the application in in-process dimensional control. A loss in the DIC 

performance is then expected and accepted since the thermal strain is predicted to be lim-

ited and with limited gradients. 

To create a displacement as a simulation of the change in dimensions after the produc-

tion process the part is heated up on a heating device and subsequently placed on a posi-

tioning fixture under the camera during the cooling period (see Figure 5.14). The fixture, 

realized in Invar, is composed by a support plane and three other fixed pins for the univo-

cal definition of the position. In the direction of the bigger dimension of the workpiece 

and opposite to the fixed point a floating point applying a spring force is added to the 

fixture. The camera is then focused in a region close to the floating point. The supplemen-

tary floating element enables the part to shrink freely, but forces the deformations along 

the direction of the force to be always directed towards the fixed point. Consequently the 

area detected by the camera undergoes local deformations together with a displacement 

equal to the integral of all the local strain along the direction of the force. The displace-

ments measured are related to the change in size along the main dimension of the work-

piece. Since only displacements in one direction are guided, displacements in the other 

direction are neglected. The analysis involves therefore only one-dimensional measure-

ments. Nevertheless the investigation is valid also for 2D applications. 

Several pictures are taken during the cooling phase. The algorithm is then applied to 

each picture considering the first one of the series as the reference one. 
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Figure 5.14 Experimental set-up for DIC experimental test campaign. 

 

 

 Performance assessment 5.2.5

A series of tests are carried out to evaluate the variability of the algorithm developed 

and the applicability of DIC to the specific case, principally considering the non-ideal 

workpiece regarding geometry and surface appearance. They concern mainly calculation 

time and estimation of the reliability of the calculated displacements. 

The DIC algorithm has been modified to assess the influence of the subset size and the 

type of regression model used during the subpixel calculation. Subsets are placed follow-

ing a matrix n×m to cover the entire surface caught in the pictures. To avoid overlapping 

of the subset area that will cause redundancy of the results, the number of subsets n×m is 

reduced as the subset size increases. 

In the second step of the algorithm a Gaussian (5.8) and a polynomial (5.9) regression 

model are selected to obtain a subpixel resolution. In 5.8 and 5.9 x, y represent the coor-

dinate axis of the functions and a, b, c, d, x0, y0 the regression parameters. The orienta-

tion of the axis x, y does not correspond to the image axes orientation but is defined case 

by case to maximize the fitting. 
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A first analysis is performed to evaluate the calculation time of the different version of 

the correlation algorithm. The interest can be focused separately on the pure cross-

correlation calculation time and in the following subpixel extraction time. The analysis is 

performed considering subset sizes from 30 up to 440 pixels. Figure 5.15 depicts the time 

necessary to perform the calculations described above for a single subset. Results are 
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averaged over several repetitions to reduce the variability. The cross-correlation time 

increases non-linearly with the subset dimension as expected considering the increasing 

of the number of simple calculations (sums and products). On the other hand the fitting 

for the subpixel analysis is always performed from a set of data with a defined size (5×5) 

leading to a computational time independent from the subset size. Moreover the polyno-

mial fitting requires approximately half the computational time than the Gaussian fitting. 

 

 

 

 

A second analysis is performed to evaluate and compare the results from cases with 

different algorithm and surface appearance. Analysing results from different surface types 

provides an assessment of the influence of non-ideal surfaces in a DIC application. From 

the same workpiece two areas, marked with A and B in Figure 5.16, have been selected.  

 

 

 

Surface A 

 

Surface B 

Figure 5.16 Surfaces used during DIC performance assessment of a DIC algorithm. 

 

 

Both surfaces present machining marks characterized by high directionality and perio-

dicity. Moreover area B contains an alphanumerical logo that interrupts the periodicity. 

On an overall scale both surfaces are considered sufficiently random and isotropic, how-

 

 a) b) c)  

Figure 5.15 Average calculation times for a DIC algorithm: a) pure cross-correlation; b) regression of 

correlation function with Gaussian model; c) regression of correlation function with polynomial model. 
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ever a subset subdivision amplifies the non-ideality due to a more local analysis. Four 

values of subset size are considered in this second study (see Table 5.4). As mentioned in 

the previous section the number of subsets is reduced with the increase in the subset size 

to avoid redundant results. A set of pictures relative to each of the two selected areas is 

obtained according to the procedure described above. Each set is analysed with a different 

subset size and subpixel algorithm for a total of 8 cases. The output of the application of 

DIC is the time-variant thermal displacement field. A reference displacement value is 

determined performing the DIC without subset subdivision. 

 

 

Table 5.4: Subset sizes (in pixels) considered in the performance assessment of DIC algorithm. 

 Subset size matrix of subset n×m  

 31×31 12×10  

 61×61 7×9  

 91×91 5×7  

 121×121 4×5  

 

 

Accounting for the condition of natural cooling together with the low heat conduction 

of ABS and the narrow area analysed, the temperature of the considered portion is as-

sumed uniformly decreasing during time. This hypothesis implies that the displacements 

vary in space and time always maintaining a linear spatial pattern. Consequently the dis-

placement field can be described using only the average displacement value and the spa-

tial gradient. 

A comparison of the average and reference displacements is obtained analysing their 

difference averaged over time (see Figure 5.17). The subset size slightly influences the 

average displacement value however the subpixel calculation affects the DIC outputs 

especially for the case of surface A. 

Further investigations can be realized analysing the distribution of the displacements. 

A linear regression is performed between the displacements values and their location to 

comply with the hypothesis of homogenous cooling. The residuals of the regressions are 

analysed considering their standard deviation averaged over time. A comparison of the 

linearity of the displacement field between surface A and B is meaningless since the rela-

tive displacement fields can be more or less linear due to the different location on the 

workpiece or simply due to experimental variability (measurements of the two surfaces 

performed in two different runs). Figure 5.18 depicts the residuals’ standard deviations. 

Small subset sizes lead to more noisy results with higher variability. Nevertheless the 

performance of DIC appears independent from the subset size for larger subsets. The 

subpixel calculation appears to influence the quality of the results. Once more the Gaussi-

an models works better than the polynomial one. 
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A quantitative output of the performance verification is the determination of a meas-

urement uncertainty relative to the DIC method developed. The variability of the results 

and the deviation from the reference displacement value are considered two main con-

tributors to the measuring uncertainty. As outcome from the camera calibration also the 

uncertainty on the pixel size is considered in the final measurement uncertainty. An un-

certainty model is defined just considering the conversion of the calculated displacement 

from pixels to length unit. 

  m px pxs  5.10 

Where: 

 δµm is the displacement in micrometres; 

 spx represents calibrated value of the pixel size in micrometres; 

 

 a) b) c) d) 

Figure 5.17 Comparison between average displacement ΔL and reference displacement ΔLref as function of 

subset size ( s31÷s121): a) surface A Gaussian regression; b) surface A polynomial regression; a) surface B 

Gaussian regression; d) surface B polynomial regression. 

 

 a) b) c) d) 

Figure 5.18 Residuals of the spatial linear regression of the displacements as function of subset size ( 

s31÷s121): a) surface A Gaussian regression; b) surface A polynomial regression; a) surface B Gaussian 

regression; d) surface B polynomial regression. 
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 δpx is the displacement expressed in pixels. 

Consequently the standard uncertainty udµm of the measured displacement as defined 

above is: 

 2 2 2 2 2


    

m pxpx rep sist px su s u u u  5.11 

Where: 

 uspx is the standard uncertainty of the calibrated pixel size; 

 urep is the contributor due to the variability of the DIC output; 

 usist is the systematic effect of the calculation, i.e. the difference from the refer-

ence displacement. 

The expanded uncertainties for an average displacement of 30 µm are shown in Fig-

ure 5.19. Measurement uncertainties lower than 0.6 µm can be achieved for subset sizes 

bigger than 90×90 pixels with a Gaussian regression model. 

 

 

 

 

The outcome of this section can be summarized as: 

 Small subsets require less calculation time. However they produce less accu-

rate results. On the other hand it is not advisable to oversize the subset as the 

variability reaches a stable result and does not improve further, while time of 

calculation increases and the spatial resolution of the displacement field de-

creases. 

 The polynomial regression model reduces the computational time of the sub-

pixel analysis and leads to less accurate results than the Gaussian model. 

 Surface B appears more reliable than surface A since it produces results less 

dependent on the type of calculation. 

 

Figure 5.19 Expanded uncertainty of displacement measurement with the developed DIC method. 
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 Applicability to DLM 5.2.6

A further series of tests is carried out similar to the performance assessment to evalu-

ate the applicability of the DIC method in Dynamic Length Metrology. The purpose of 

this study is to compare and merge outputs from displacement measurement with the 

newly developed DIC method and measurement performed with a traditional contact 

method. According to the DLM concept temperatures are also measured to produce a 

concurrent material characterization useful for the prediction of the length at reference 

conditions. 

Considering the outcome from the previous analysis the investigations concern ther-

mal displacements of  the surface B analysed with a 90×90 subset division cross-

correlation and subpixel resolution analysis with Gaussian model. 

The equipment and the experimental procedure remain the same with the addition of 

temperature sensors on the workpiece (Figure 5.20) and the implementation of an induc-

tive probe as floating point. The inductive probe applies a pushing force to the workpiece 

and at the same time performs a displacement measurement. Considering the thermal 

boundary conditions the heat flux is considered primarily directed towards the bottom of 

the part since the coupling with the metallic surface is characterized with a high heat con-

duction coefficient compared to the natural convection present in the rest of the work-

piece boundaries. Consequently the temperature gradient in the part can be approximated 

to a vertical gradient and position, at the same height and similar temperature. This allows 

placing the temperature sensors in any location at a defined height to measure a relevant 

temperature for that height. The first temperature sensor T1 is placed close to the measur-

ing area while T2 is intended to measure a temperature relevant for the contact sensor 

displacement measurements and it is placed in a location approximately at the same 

height as the probe. The outcome of the experimental work is two series of data regarding 

length and temperature during cooling phase in two distinct locations on the workpiece. 

 

 

 

 

Figure 5.20 Experimental layout for a DLM application of the DIC method. 
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CTE estimation 

The apparent coefficient of thermal expansion can be calculated from a regression of 

the displacement value against temperatures for both series of data. It can be considered 

as a global analysis and the CTE value being influenced by the temperature distribution 

along the workpiece. Nevertheless for the DIC measurement a further apparent CTE can 

be computed considering surface differential displacements, in particular exploiting the 

evolution of the spatial gradient during the cooling phase accordingly to the linear expan-

sion model depicted in Figure 5.21 and described by formula 5.12.  

 

 

 

 

These calculations involve local quantities, therefore the outcome apparent CTE value 

can be considered closer to the traditional concept of material property. The value of the 

three CTE calculated are listed in Table 5.5: CTE1 refers to the contact displacement 

measurement, CTE2 to the DIC measurement using the global approach and CTE3 using 

the local approach. The values are consistently different however a marked difference is 

expected as they refer to different measurement procedures and different data analyses. 
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Where: 

 Lab,Ti is the distance between the points a and b at the temperature Ti; 

 δk,Ti is the displacement (from a generic reference state) of the points k at the tem-

perature Ti; 

 αTi is the spatial gradient of displacements at the temperature Ti. 

 

 

Figure 5.21 Displacement distribution of a linear thermal expansion model. 
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Table 5.5: Apparent CTE calculated from contact displacement measurement (CTE1) and DIC optical 

measurements using a global approach (CTE2) and a local approach (CTE2). 

  CTE /ppm/°C  

 CTE1 65.5  

 CTE2 43.2  

 CTE3 83.1  

 

 

Displacement distribution 

Measurements performed using DIC are not sufficient for an independent measuring 

station since they do not provide information about absolute length value. However DIC 

is a useful tool to generate additional information about the three-dimensional behaviour 

of the measuring part. In the experimental case for example the inductive contact probe 

leads to the determination of a stand-alone absolute length measurement. In a DLM ap-

plication however it must be supported by other source of information to account for the 

3D time-variant state, for instance with the addition of temperature or displacement sen-

sor. The combination of contact sensor and DIC provides sufficient information to de-

scribe the distortions occurring during the cooling phase due to non-uniform temperature 

variations. Differential deformations are detected in the experimental investigation, prov-

ing that the workpiece cools down and shrinks faster in the area in contact with the sup-

port plane see Figure 5.22. 

 

 

 

 

The DIC measuring method proves to be a valid alternative to implement in a DLM 

applications for measurements of relative surface displacements. They can be implement-

 

Figure 5.22 Differential thermal expansions: the vertical red lines represent the workpiece edge progression 

during cooling. 
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ed in a unit for measurements of small parts to solve the issue of limited space. At the 

same time DIC is relevant also for measurements of bigger parts since they provide in-

formation from local measurements that are less influenced by geometry and thermal 

state and therefore closer to the definition of material properties, like in the case of the 

CTE. 

 Conclusion 5.3

Two optical methodologies have been developed to obtain absolute traceable dimen-

sional measurements and relative displacement measurements. Both are based on vision 

systems with similar requirements hence they can be implemented independently or to-

gether in a combined solution. 

The absolute length measurement method is based on edge detection. The measure-

ment is performed on objects with flat surfaces where the positions of the edges of the 

surface are identified. The workpiece and a reference artefact with calibrated marks, such 

as a grid or a scale, are placed in the measuring work plane. The measurement consists of 

the comparison of the position of the workpiece edges with the one of the reference 

marks. The method can be applied on a newly designed system as well as a generic vision 

device, such as optical CMMs. The concept developed makes use of a split field of view 

of the imaging device through a series of mirrors to obtain images only of the desired 

details, i.e. the edge of the workpiece in two particular locations, enabling increasing the 

measured part dimension without worsening the resolution. 

An edge detection algorithm is newly defined to obtain subpixel resolution results. Af-

ter the identification of the area of interest a Sobel filter is applied to the image to en-

hance the borders. The edge position, along columns for horizontal edges and along rows 

for vertical edges, is located as the position of the pixel with maximum intensity. A sub-

pixel routine is then performed to locate the maximum with an improved resolution by 

fitting the neighbouring pixels with a bell shaped curve. The final straight edge is defined 

with a linear regression of the found points. 

The experimental work is performed on an optical CMM with a videoprobe with 2x 

magnification used as an imaging device. Initially the imaging system is calibrated using 

a microscope calibration artefact. Two calibration methodologies are applied. A simple 

one consists of counting the pixels occupied by a known calibrated length. A more com-

plex one considers lens distortion. The estimations of the average pixel dimension in the 

two cases are in agreement. Lens distortions appear limited so they are not considered 

further. 

A methodology is developed to obtain two point length measurements from the infor-

mation of the positions of two opposite edges of an object. Two pictures, each one con-

taining one edge of the measuring object and the reference grid, are considered. The 

methodology consists to an initial alignment of the coordinate system to the grid direc-

tions and a further comparison of the position of the object edges with the grid edges. In 



Optical solution for DLM using a vision system and digital image correlation 143 

 

 

the case presented the workpiece does not have to be aligned to the grid as the relative 

orientation can be determined and considered in the length calculation. 

Prior to investigations on industrial parts, some tests are performed to validate the 

edge detection algorithm and the measuring strategy. An optical calibrated scale with 

ideal sharp edges is used as measuring object. Several trials are performed by changing 

the setting in the algorithm mainly regarding the routine for subpixel edge definition. 

Results, considering 25 replicated acquisitions, show a limited influence on the different 

algorithm versions studied. A standard deviation of about 2 µm is obtained among the 

replications. 

Investigations on industrial polymer parts are performed exploiting the results from 

the preliminary tests. Two workpieces with different lengths are measured according to 

the procedure previously defined. The comparison is performed on the standard deviation 

over 25 replicated acquisitions. The performances of the method are reduced by the lower 

quality of the edges of industrial objects and are not influenced by the dimensions of the 

parts. 

The second optical solution studied allows the measurements of surface displacement 

field. In a DLM implementation surface displacements are useful information for the 

calculation of the length in reference condition. It is however necessary to couple dis-

placements results with an absolute dimensional measurement. The method is based on 

the technique of digital image correlation. It consists of comparing a picture of a de-

formed state with the picture of the original state. A correlation tool provides a function 

in which amplitude is proportional to the degree of matching of the two pictures. The 

displacement of the subject in the pictures corresponds to the position of the maximum of 

the correlation function, which can be defined with a subpixel resolution with a regres-

sion of the maximum region. A requirement for the success of the method is the presence 

of surface features, which ideally should be random and equally distributed without peri-

odicity. 

Once again an optical CMM is used as imaging device. To perform the experiments 

commercial polymer parts are initially warmed up and then placed under the camera. 

Several pictures are acquired during the cooling phase. The first picture is considered as 

the reference one. The developed algorithm considers a subdivision of the field of view of 

the camera in several subsets in order to obtain a displacement field composed by several 

displacements value. 

A performance assessment investigation is carried out to identify the influence of dif-

ferent algorithm versions on the correlation results. The parameters investigated are the 

size and number of the subsets, the regression model used in the subpixel resolution rou-

tine and the type of surface appearance. Four subset sizes are considered while the num-

ber of subsets is decreases with the subset dimensions to cover the entire pictures without 

useless overlapping. The regression models consist of a Gaussian and a 2
nd

 order polyno-

mial model. The imaging is performed on two locations of the workpiece to consider two 

different surface appearances. An uncertainty budget is formulated considering the con-

tribution from the uncertainty of the pixel size, the contribution from the repeatability of 

the measurement and the systematic difference from a reference measurement. The refer-

ence value is estimated with the DIC procedure considering the whole picture (without 
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the subset division). Gaussian model is considered better than the polynomial since it 

produces results independent from the surface appearance. Bigger subset size leads to 

lower uncertainties, yet the displacement field produced has a lower spatial resolution. 

To evaluate the applicability in DLM a series of tests is performed adding temperature 

and displacement sensors in the measuring set up. The concurrent measurement of length 

and temperature in different locations on the part allows the definition of several apparent 

coefficients of thermal expansion. A differential displacement field is defined using the 

information from the measurements of thermal displacement performed in two locations 

with contact and optical methods. 
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  6

Industrial case 

 Introduction 6.1

This chapter involves dimensional measurements of polymer parts with the DLM ap-

proach in industrial environment exploiting the experience gained from the experimental 

work described in the previous chapters. The item selected for the investigation is a com-

ponent for a medical device (Figure 6.1).  

 

 

 

 

It consists of a polymer part made of POM (polyoxymethylene) and produced by in-

jection moulding. The component has a complex shape geometry that can be roughly 

described as a thin wall tube with constant diameter. It is therefore defined as a tube. Ta-

ble 6.1 lists the approximated object properties while in Table 6.2 the generic properties 

of POM are listed. The measurand is length of the tube, defined as the plane to plane dis-

tance between the end faces. The experiments are designed to be performed at the produc-

tion site in a non-controlled environment (next to the moulding machine) however for 

practical reasons they are mainly performed in a temperature controlled environment, 

with ambient temperature of 20±1 °C. The last measurement points are performed in dif-

ferent ambient temperature and humidity condition. The controlled ambient conditions do 

 

Figure 6.1 The POM component selected as industrial case. 
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not comply with the description (and the potentiality) of DLM yet the results of the inves-

tigation are still of interest as an attempt to combine all the aspects addressed separately 

in the previous work. The investigation is performed during one full week (7 days) in 

which several parts are collected from production on different days and measured over 

time. The measurements are always referred to the production day and hour hence the 

length of the data vector acquired differs from batch to batch depending on the day in 

which the part is produced. 

 

 

Table 6.1: Characteristics of the selected POM workpiece. 

 Length 59 mm  

 Diameter 8.0 mm  

 Thickness 1.0 mm  

 Weight 1.5 g  

 

 

Table 6.2: Generic properties of POM [17]. 

 Elastic modulus 2.7 GPa  

 CTE 110 ppm/°C  

 Density 1.4 g/cm
3
  

 Moisture absorption (ISO 62) 0.2 %   

 

 

 Experimental work 6.2

The measuring equipment is depicted in Figure 6.2. It consists mainly of two stations 

for measuring length and weight respectively. The weight measurement is performed 

using an electronic scale with a resolution of 0.1 mg. The station for length measurements 

is composed of a thermally stable frame made from Invar and steel components. An Invar 

column holds a displacement inductive probe orthogonally to the base surface. On top of 

the base plate a further flat plate is added to ensure a smooth support surface. The probe, 

model TESA GT 21 HP, has a digital resolution of 0.2 µm and a MPE of 

(0.07+0.4 L) µm (L in mm) and is equipped with a flat disc tip. The measuring force is 

0.6±0.2 N. Three thermocouples type K (MPE of 0.2 °C) are used to measure the temper-
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ature in two positions on the workpiece and on the base plate. Temperature and displace-

ment signals are acquired simultaneously using Marposs Easybox acquisition devices. 

The system is zeroed using a 70 mm long grade 1 gauge block. 

 

 

 

 

 

The positioning of the workpiece is performed using a stand composed of a square 

base and a vertical pin. Under the effect of the probing force the measured component 

adjusts the vertical position to align its top and bottom surfaces parallel to the stand and 

probe end surfaces. The vertical pin has the task of ensuring the alignment without intro-

ducing any constraint. The horizontal alignment is ensured by a repeatable position of the 

 

Figure 6.2 Measuring setup of the industrial case: a) station for length (and temperature) measurements; 

b) scale for weight measurements. 

 

 a) b)  

Figure 6.3 Station for length measurement: a) measurement on polymer tube; b) zeroing using reference 

gauge block. 
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stand against fixed components of the main frame (Figure 6.3 a). The rotation of the 

workpiece around the vertical axis is fixed as well. Hence the positioning and the align-

ment of the measuring object are considered well defined and repeatable. Ambient rela-

tive humidity and temperature are monitored using a dedicated hygro-thermometer clock, 

with accuracy of 1 °C on temperature measurements and 6 % on relative humidity accu-

racy. A calibration consisting in a comparison with a more accurate instrument allows the 

improvement of the accuracy of the relative humidity measurements; a systematic devia-

tion of 5 % is identified and removed from the instrument reading. 

Two types of test are performed. A first one consists of an extensive measurement of 

length and other quantities (temperature, ambient humidity, weight) lasting for several 

days to obtain and collect information on the dimensional behaviour of the component. 

The in-depth knowledge acquired provides the definition of a measuring procedure and 

data analysis to be used in a second set of tests where the length in stabilized condition is 

extrapolated from measurements performed in a limited time. 

The polymer part is considered subjected to four main dimensional instabilities due to 

temperature, moisture absorption, relaxation of residual stresses and probing force. The 

measuring procedure aims to assess the first three causes of length variation. The effect of 

the probing force is considered as a systematic effect to be statically compensated. The 

influence of temperature occurs in the first minutes after moulding during the fast cooling 

of the part. It is therefore of primary importance to measure length and temperature at an 

early stage for assessing the temperature influence on dimensions. The influence of mois-

ture uptake is considered slower compared to the effect of temperature. Finally the resid-

ual stress relaxation usually happens in the following days after production. 

The length of the polymer parts is calculated as a comparison between the output of 

the inductive probe measuring the part and the reference gauge block (Figure 6.4). Hence 

the length value is the result of an algebraic sum of the dimensions of the component 

involved in the measurements. The estimated length at reference condition is then calcu-

lated adding the contributions due to the influence factors to the formulation of length as 

described in equation 6.1. 

,20, ,

( , , )

( , , )

   
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ref ref

tube gb stand probe

tube W t tube p

L T W t L L x

L L T W t L
 6.1 

Where 

 Ltube(T,W,t) is the measured workpiece length at any condition, of temperature 

and moisture uptake and time; 

 Ltube,20,Wref,tref is the predicted length of the workpiece at reference condition and 

reference time; 

 Lgb is the length of the gauge block from the calibration certificate; 

 Lstand is the calibrated thickness of the stand plate; 

 Δxprobe is the difference in the inductive probe reading between the zeroing using 

the gauge block and the measurement of the workpiece; 
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 ΔLp is the estimated systematic variation to obtain Ltube(T,W,t), composed of the 

contributions of thermal expansion, moisture expansion, shrinkage and elastic de-

formation. 

 

 

 

 

The uncertainty budget for Ltube,20,Wref,tref follows equation 6.2, which is developed by 

the formulation in equation 4.1 where all the uncertainty contributions are considered 

uncorrelated. The coverage factor k is set equal to 2. The contributors ui are described in 

detail in Table 6.3. 

,20, ,

2  tube W tref ref
L i

i

U k u  6.2 

The length measuring station is designed to minimize the instability due to tempera-

ture. The thermal expansion of the system in the direction of the measuring length can be 

described from the two contributions from the Invar column and the steel support plane. 

Their dimensions are sketched in Figure 6.5. Considering a CTE of 1.6 and 11.0·ppm /°C 

for Invar and steel respectively the total thermal error in the measurement of the length L 

consequent to a uniform temperature variation is lower than 0.05 µm/°C. As first step of 

the data processing the thermal drift of the fixture and the thermal drift of the inductive 

probe, equal to 0.15 µm/°Cn are removed from the raw instrument reading. 

 

 

 

Figure 6.4 Length measurement of the POM tube using the comparator method. 
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Table 6.3: Uncertainty contributors for the predicted length at reference conditions of the POM tube. 

Contributor symbol Source of uncertainty 

Reference gauge block ugb,1 Calibration certificate  

ugb,2 Thermal expansion – uncertainty on CTE value 

ugb,3 Thermal expansion – uncertainty on temperature 

ugb,4 Repeatability of measurement (due to positioning 

errors) 

Stand ustand,1 Calibration certificate 

ustand,2 Thermal expansion – uncertainty on CTE value 

ustand,3 Thermal expansion – uncertainty on temperature 

Fixture uf,1 Thermal expansion – uncertainty on CTE value 

uf,2 Thermal expansion – uncertainty on temperature 

Equipment ueq,1 Probe reading 

Workpiece urep Repeatability of measurement (due to positioning) 

Prediction up,1 Thermal expansion 

 up,2 Moisture expansion 

 up,3 Residual stresses shrinkage 

 up,4 Elastic deformation 

 

 

Figure 6.5 The “column type” metrology frame of the length measuring station. Thermal expansion is limited 

by the use of a combination of Invar and steel components. 
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Nevertheless the stability of the length measuring station is monitored at least twice a 

day using the reference gauge block. Figure 6.3b depicts the process of zeroing; both 

length and temperature are measured to address the thermal expansion due to small tem-

perature variations caused by manual handling and ambient temperature fluctuation. Each 

data point collected consists of the average value over five repeated measurements. The 

values of the probe output acquired for the stability check through the test are plotted in 

Figure 6.6 as a function of the block temperature. The effect of the thermal expansion is 

visible. A linear regression allows a rough calculation of the coefficient of thermal expan-

sion of the gauge block. The estimated CTE for the gauge block is 16.4 ppm/°C and it is 

not compatible with the usual certificate value of 10.6±1 ppm /°C. Nonetheless the re-

gression analysis provides the probe reading corresponding to the length of the gauge 

block at 20 °C. The standard deviation of the regression residuals is considered as the 

uncertainty due to the contributions ugb,2, ugb,3, ugb,4. 

 

 

 

 

A batch composed of tubes from a single shot (total of 20 elements) is taken directly 

from the injection moulding machine. One single element and a group of 10 elements, 

both from random cavities, are selected for the measurement. The single sample is firstly 

weighed, then two temperature sensors are applied using fixing wax and the part is posi-

tioned on the measuring fixture. This allows an early weight measurement to be used as a 

reference in the following calculation. The time necessary to perform all the operation 

from the mould ejection to the starting of the length measurement acquisition corresponds 

approximately to 3 minutes. Length and temperature of the tube are then measured simul-

taneously and continuously for 30 minutes. A relatively high acquisition rate of 0.2 Hz is 

used. The information acquired concerns the cooling of the workpiece and can be used for 

the identification of the temperature influence. Successively weight, length and tempera-

ture of the part are monitored approximately every hour for the following days to assess 

the influence of moisture uptake and shrinkage due to stress relaxation. The overall 

weight of the 10 element group is measured using an analogue method to reduce the error 

due to the scale resolution according to the statement in section 4.4.2. A total of 7 batches 

  

Figure 6.6 Zeroing of measuring equipment using a gauge block: probe reading vs temperature. 
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produced in the first 4 days are considered in this extensive measurement procedure. The 

described measurement procedure provides information to use in the investigation of the 

behaviour of the selected item and the definition of a prediction strategy to be applied in 

short time measurements. Hence to validate the prediction algorithm, measurements in a 

similar, but shorter, fashion are performed on other 4 batches. A randomly selected single 

part is initially weighted then length and temperature are measured continuously for 10 

minutes. Successively the weight, length and temperature are monitored once every 10 

minutes for the following hour for a total of 5 repeated single measurements. The dura-

tion of the test is considered a reasonable measuring time to compromise between fast 

measurement and reliability of the length prediction. A final measurement of length and 

weight is performed after several weeks to obtain a data point to compare with the predic-

tion performed. All the batches are progressively numbered from 1 to 11: the first 7 refer 

to the first step of the experimental analysis (extensive measurements) while the last four 

are used in the validation procedure. 

 Data analysis 6.3

This section involves data analysis on the experimental results obtained with extensive 

measurements on batches from 1 to 7. The scope of the analysis is the definition of a 

DLM prediction algorithm for the specific case of the POM tubes. 

 The effect of probing force 6.3.1

In contrast to the case studied in section 4.2 the contact between the polymer and the 

inductive probe is extended on a ring shaped area. Stress and strain are consequently lim-

ited. Only the effect of the static elastic deformation is considered relevant and it is taken 

into account in a systematic compensation in the post processing of the experimental data. 

A deformation δ of 1.3 µm is expected according to equation 6.3 







F L

A E
 6.3 

Where: 

 F is the measuring force, equal to 0.6 N; 

 L is the length of the workpiece; 

 A is the contact area, estimated equal to 9 mm
2
; 

 E is the elastic modulus of the POM. 

The uncertainty on the elastic deformation is composed of two contributions, one as-

signed to the uncertainty on the measuring force and one to the uncertainty on the elastic 

modulus of the polymer material. 
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 The effect of temperature 6.3.2

Temperature and length variations are collected during the cooling phase after the in-

jection moulding as the acquisition starts when the polymer component is still warm. An 

example of cooling curve is depicted in Figure 6.7; the average temperature, measured 

with two thermocouples, and probe reading are plotted as a function of the elapsed time 

from the production (corresponding to the ejection of the parts from the mould).  

 

 

 

 

When observing the length variations as a function of temperature, the initial portion 

of data points, corresponding to the higher temperature, appears non-linear due to high 

temperature gradients generated by the fast cooling and the change in boundary condi-

tions. The cooling can be considered completed about 15 minutes after moulding. Hence 

only the measured data from 3 to 10 minutes after the triggering are used in the calcula-

tion procedure. Displacements corresponding to temperature variation of about 4 °C are 

therefore considered representing a sufficient temperature span to obtain a reliable result 

 

Figure 6.7 Post moulding cooling of POM tube: a) length and temperature measurements over time; b) length 

variation vs temperature variation. The black continuous line delimits the dataset used in the data processing. 
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for the reference length extraction. The temperature distribution in the part is unknown 

since no thermographic analysis or FEM simulation has been performed. Nevertheless the 

temperature gradients can be assumed vertical due to the axial symmetry of the part and 

with limited amplitude due to the low heat exchange towards the support plane and probe 

as the contact area is restricted. The average value over the temperature measured on two 

points at different heights is considered sufficiently representative of the part temperature. 

The value of the apparent CTE is calculated from the linear regression of the data inter-

vals defined above according to equation 2.1. The data process is performed separately 

for each single workpiece to obtain a CTE value specific for each part in order to include 

the variability on material properties due to the production process. The different apparent 

CTE values are depicted in Figure 6.8. The error bars represent the estimated expanded 

uncertainty considering the standard error of the regression calculations, the uncertainty 

on the measured length and the uncertainty on the defined temperature, including the 

measurement uncertainty and influence on errors on the positioning of the sensors. An 

influence on the production day is visible. The uncertainty of the average value contains a 

contribution from the uncertainty of the single CMEs and one from the variability over 

the 7 samples. The average CTE, equal to 109.7±14 ppm/°C, is used in the following 

section, during the validation procedure, to compensate the thermal influence on refer-

ence measurements. 

 

 

 

 

The procedure presented for the estimation of the CTE suits the requirements of fast 

stage post moulding measurements hence it can be applied in the validation of the predic-

tion algorithm. Using the thermal expansion formula all the measured lengths can then be 

referred to the reference temperature condition. A limited error is expected since all the 

measurements are performed close to 20 °C. 

 

 

Figure 6.8 Calculated apparent CTE of 7 POM tubes. In the upper horizontal scale the production day is 

indicated. The error bar represents the expanded uncertainty. 
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 The effect of moisture uptake 6.3.3

The moisture uptake is measured weighing the single elements and the corresponding 

10 dummy parts. Among batches the weight varies because parts from random cavities 

are selected, nonetheless weight variations can be compared. The tests (lasting for several 

days) are performed at constant relative ambient humidity of 50 % except for one day 

where the relative humidity was 60 %. The weight variations are computed as the differ-

ence between the single measured values and the weight measured on the third day after 

production, when the post moulding moisture uptake is considered concluded. The values 

of weight variations for the single elements and the dummy group are depicted in Figure 

6.9 showing a good agreement between the two series of measurements. Moreover the 

use of dummy parts leads to a reduction of the experimental variability as showed in sec-

tion 4.4.2. The post moulding moisture uptake appears to be repeatable among batches 

and it can be considered concluded within the first 24 hours after moulding. A regression 

analysis is performed to determine the trend of the weight variation over time. The exper-

imental values of the 7 samples are merged together and the initial post moulding varia-

tion is fitted using a power law model according to equation 6.4. 

-0.1-0.0059  W t k  6.4 

The saturation time is considered as the point when the analytical model reaches the 

value corresponding to the average weight measured after 24 hours (when stabilization 

already occurred).A saturation time equal to 9 hours is found. The power law curve de-

scribing the initial weight variation is valid until this time. Successively the weight is 

considered following the fluctuations of the ambient humidity. 

The analytical model just found can be applied in a fitting analysis of short post 

moulding measurements to determine the saturation weight, i.e. the weight at 9 hours 

after moulding. 

 

 

 

 

Figure 6.10 compares the weight variations of the first day with the length variations 

measured in the same period. A correlation between moisture uptake and length variation 

 

Figure 6.9 Weight variation measured on: a) single parts; b) groups of dummy parts, the black dashed line 

correspond to the fitting model (equation 6.4). The different batches are indicated with progressive numbers. 
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is not visible despite the previous findings and can be explained by the fact that other 

mechanisms concurrently affect the dimensions in an opposite way resulting in a balanc-

ing of all instabilities. Alternatively the negligible post moulding hygroscopic swelling 

can be justified as the moisture absorption occurs at the surface of a part and for a tubular 

shaped workpiece causing an increase of thickness more than an increase of length. Fol-

lowing this explanation the length of the tube should not be affected by moisture uptake 

and ambient humidity. Nonetheless a dimensional variation due to moisture absorption is 

observed during the test as explained below and this second hypothesis is rejected. 

 

 

 

 

During the test campaign the ambient humidity is constant except for one day (day 6). 

Dimensions and weight of the parts are consequently affected (Figure 6.11). In particular 

the length of all the tubes measured in that particular day shows a systematic variation of 

about 25 µm from the overall trend, With reference to Figure 6.11 the value of the coef-

ficient of moisture expansion (CMEW,a) defined according to equation 4.6, is calculated 

using the variations occurring in the period from day 4 to day 6. Length and weight varia-

tions are calculated as the difference between average values of measurements on day 5 

and average values of measurements on day 4 and 6. The values of the apparent CME 

calculated separately for all the tubes are compared in Figure 6.12; the error bars corre-

spond to the estimated expanded uncertainty which considers the measurement uncertain-

ty coming from the resolution of probe and scale. Since the moisture effect is hardly rec-

ognizable from short post moulding measurements, it is necessary to estimate coefficient 

of the moisture expansion to use in the prediction formulation prior the measuring pro-

cess. Therefor the average value of the CMEs calculated for the 7 tubes is used as estima-

tion of CMEW,a in the validation procedure; its value is equal to 26692±2992 µm/g (2σ), 

 

Figure 6.10 Post moulding length and weight variation for 7 samples of POM tubes. A clear correlation is not 

visible. 
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where the uncertainty considers contributions from the uncertainties of the single CMEs 

and from the variability over the 7 samples. 

 

 

 

Figure 6.11 Post moulding length variation (blue), weight variation (red) and ambient humidity (green) 

referred to the measurements on sample n. 1. A change in ambient humidity in the fifth day after moulding 

causes a change in dimensions and weight of the part. 

 

Figure 6.12 Calculated apparent CME of 7 POM tubes. In the upper horizontal scale the production day is 

indicated. The error bars represent the expanded uncertainty. 
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After the estimation of the coefficient of moisture expansion all the length measure-

ments can be compensated for the hygroscopic swelling and referred to the reference 

condition, i.e. the weight in saturation conditions at ambient relative humidity of 50 %. 

The reference weight is therefore estimated as the average among the measured weight in 

day 4 and 6. 

 The effect of residual stresses 6.3.4

After the compensation of temperature and moisture effects (Figure 6.13) the length 

of the POM tubes have a residual decreasing trend (shrinkage) due to stress relaxation. A 

logarithmic model (equation 6.5) can be applied to fit the dataset of each single tube. The 

logarithmic trend is confirmed by further measurements performed 6 and 12 weeks after 

production (about 40 and 80 days respectively). The logarithmic model does not reach 

stabilization, however the length decrement slows dramatically after some weeks. From 

the measurement performed the logarithmic decay is still active after two months from 

production. 

 ( ) ln  L t a t b  6.5 

 

 

 

 

As the post moulding shrinkage is a long lasting effect, it cannot be predicted from 

short measurements after production. Hence it is considered as a systematic effect, con-

stant among all parts. The data sets of length variations of the 7 samples are referred to 

the last measured point (12 weeks after production) and merged together, see Figure 

6.14, to perform a regression using the model described in equation 6.5. The standard 

deviation of the residuals of the regression is equal to 4.1 µm and it is considered the 

 

Figure 6.13 Post moulding length measurement of POM tube: probe reading of tube n.1 (blue); after thermal 

expansion correction (red); after moisture expansion correction (green). The logarithmic fitting is represented 

by the dashed black line. The measurements after several weeks are also indicated. 
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uncertainty assigned to the compensation of the stress-driven shrinkage. The fitting model 

is described by equation 6.6. 

 ( ) 9.23 ln   L t t b  6.6 

 

 

 

 

 Validation 6.4

The validation is performed on 4 elements (progressively numbered from 8 to 11) 

which have been measured shortly after production in an ambient at 20±1 °C and constant 

relative humidity. The measuring procedure has been described in section 6.2, and pro-

vide length measurements that must be referred to a specific temperature, weight and time 

after production, indicated as L(T,W,t). According to the previous analysis the main con-

tributors of length variation are handled as follows: 

 Probing force effect: constant elastic deformation is compensated according to 

equation 6.3. 

 Thermal effect: the apparent CTE, CTEa, is calculated similarly to section 6.3.2. 

Successively all the length measured the measured at time t after moulding, at 

temperature T and when the part has weight W, Lmeas(T,W,t), are compensated 

from the thermal expansion and referred to 20 °C (reference temperature condi-

tion) following equation 6.7. The temperature compensated length are indicated 

as L20(W,t). 

 

Figure 6.14 Shrinkage during a week after production for 7 parts. The black dashed line corresponds to the 

logarithmic model fitting all the data points. 
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20( , ) ( , , ) ( 20)    meas n aL W t L T W t L CTE T  6.7 

 Hygroscopic swelling: weight measurements over time in the first hour after in-

jection moulding are fitted using equation 6.4. The fitting model is used to ex-

trapolate the weight in saturated conditions Wref, i.e. 9 hours after production. 

Since the test is performed at ambient humidity of 50 % the estimated weight in 

saturated state already refers to the standard stabilized conditions. The length 

values L20(W,t) are then compensated for the hygroscopic swelling and referred to 

Wref  according to equation 6.8, using the average coefficient of moisture expan-

sion, CMEW,a, calculated before and the weight measurements W performed con-

currently to length measurements. The resulting length are indicated as L20,Wref(t). 

20, 20 ,( ) ( , ) ( )   
refW w a refL t L W t CME W W  6.8 

 Residual stresses shrinkage: after compensation of temperature and humidity ef-

fects, the length of the tubes can be fitted using the model described by equation 

6.6; the variable b allows fitting the logarithmic decay to parts with different 

length. The resulting model equation represents the predictive model to use in the 

estimation of the length of the parts at any time after production, L20,Wref,t. 

The estimation of the length L20,Wref,t includes DLM elements, characterized by direct 

definition of coefficient and material properties (thermal expansion), combined with con-

ventional compensation elements, which uses coefficient established in advance (residual 

stresses). 

The validation procedure requires the comparison of the predicted length with refer-

ence measurements. Hence after the initial post moulding measurement the four tubes are 

stored in a controlled temperature environment, with ambient temperature of 20±0.5 °C. 6 

and 12 weeks after production, at time indicated as t1 and t2, length measurements are 

performed using the same equipment; the measured length are indicated as L(T,W,t1) and 

L(T,W,t1) and are referred to temperature, weight and rime concurrently measured. It is 

necessary to refer the measurement to the actual conditions as it do not match the refer-

ence conditions; in fact the temperature of the workpieces during these measurements is 

on average 20.3±0.1 °C while the ambient relative humidity is 60 %. A successive com-

pensation following equation 6.7 and 6.8 is performed to obtain the value of length in 

reference conditions, L20,Wref(t1) and L20,Wref(t2). In this particular case the compensation 

should resemble a traditional methodology using predetermine information in opposition 

to the DLM methodology. Therefore the CTE and CME values consist of the average 

value of the CTEs and CMEs calculated in the previous section. 

The reference measurements contain uncertainty contributors shared with the post 

production measurements, such as the elastic deformation due to the probing force, the 

length of the gauge block and the length of the stand. These elements influence the esti-

mation (value and uncertainty) of the absolute length of the workpiece and not the estima-

tion of the length variation after production, i.e. ΔLp in equation 6.1 as they are constant 

for all performed measurements. They are therefore not considered in the procedure for 

the validation of the prediction algorithm and in the uncertainty budget. 
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The uncertainty budget of L20,Wref(t1) and L20,Wref(t2) is performed according to [10]; as 

an example the budget regarding the L20,Wref(t1) of tube n.8 is presented in Table 6.4. It 

considers a contribution due to the instrument (digital resolution), a contribution due to 

the repeatability of the measurement, calculated as standard deviation of 5 replications of 

the measurement (with repositioning of the part), a contribution due to the uncertainty of 

the measured temperature and estimated CTE and contributions due to moisture uptake, 

as measurement uncertainty of the weight measurement and uncertainty on the value of 

the CME. The main contributors are related to the weight measurement and CME estima-

tion. 

The uncertainty of the estimated length L20,Wref,t1 (Table 6.5) considers contributions 

coming from the implementation of equations 6.6, 6.7 and 6.8. The value of the CTE has 

been defined with the direct DLM method; therefore it has a lower variation limit than the 

case presented in Table 6.4. The values of temperate and weight used to calculate the 

sensitivity factor of the CTE and CME contributors are estimated as average value of the 

measurements performed during one hour after injection moulding. As the weight is still 

far from the reference value the length variation limit is deeply affected by the CME un-

certainty. The contribution due to the shrinkage compensation is added as standard devia-

tion of the residuals of the fitting performed in section 6.3.4. The compensation of long 

term shrinkage and the uncertainty on the CME represent the main contributions to the 

uncertainty of the predicted length. 

 

 

Table 6.4: Uncertainty budget according to [10] for reference measurement L20,Wref(t1) of POM tube n.8. 

Contributor 
Evaluation 

type 
df Variation limit 

Length 

variation  

/µm 

Distribution 

divisor 

Standard 

uncertainty 

/µm 

L 
Probe 

(resolution) 
B 

 
0.2 µm 0.20 1.7 0.12 

uCTE CTE B 
 

14 ppm/°C 0.25 1.0 0.25 

utemp Temperature B 
 

0.15 °C 1.29 1.7 0.57 

uW 
W 

(resolution) 
B 

 
0.0001 g 2.67 1.7 1.57 

uCME CME B 

 

2992 µm/g 0.92 1.0 0.92 

up Repeatability A 5 0.6 µm 0.64 1.0 0.64 

uc combined uncertainty /µm 2.02 

U expanded uncertainty (k=2) /µm 4.0 

 



162 Industrial case 

 

 

 

Table 6.5: Uncertainty budget according to [10] for estimated length measurement L20,Wref,t1 of POM tube 

n.8. 

Contributor 
Evaluation 

type 
df Variation limit 

Length 

variation  

/µm 

Distribution 

divisor 

Standard 

uncertainty 

/µm 

L 
Probe 

(resolution) 
B 

 
0.2 µm 0.20 1.7 0.12 

uCTE CTE B 
 

4 ppm/°C 0.24 1.0 0.24 

utemp Temperature B 
 

0.15 °C 0.93 1.7 0.55 

uW 
W 

(resolution) 
B 

 
0.0001 g 2.67 1.7 1.57 

uCME CME B 
 

2992 µm/g 3.49 1.0 3.49 

us Shrinkage b 
 

4.1 µm 4.06 1.0 4.06 

uc combined uncertainty /µm 5.62 

U expanded uncertainty (k=2) /µm 11.2 

 

 

In Figure 6.15 the predicted length L20,Wref,t1 and L20,Wref,t2 are compared with the meas-

ured (and compensated) one; the error bars represent the expanded uncertainties estimated 

according to the procedure abovementioned. A general level of expanded uncertainty 

better than 5 µm is obtained for the reference measurements, while the uncertainty of the 

predicted length is in the order of 11 µm. In all cases the estimated length is compatible 

with the reference one. The prediction methodology estimates more efficiently the length 

at time t1 (six weeks after production) with a lower systematic error than the case at t2. 

The successful comparison and the relative low level of calculated uncertainty are re-

lated to the fact that the ambient temperature and humidity during the validation meas-

urement (just after production) are close to the reference value of 20 °C and 50 %. This 

reduces the impact of an error in the definition of the CTE and CME. Unfortunately for 

practical reasons it was not possible to perform the validation measurements in a different 

environment. 
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 Conclusion 6.5

The DLM methodology and the guideline defined in chapter 4 are implemented in a 

practical industrial case. A component made of POM with a tubular shape has been se-

lected for the investigations. The measuring equipment consists of a set-up to measure 

concurrently length and temperature on two points of the component and an electronic 

scale for measuring weight variations. Measurements are carried out on components few 

minutes after injection moulding for the prediction of the parts length at standard condi-

tion after stabilization. The procedure starts with an initial continuous measurement of 

length and temperature to get the information from the cooling phase. Then the procedure 

involves static single measurements of weight, length and temperature approximately 

every hour for the following days. 7 samples, produced in 3 different days are considered 

in the investigation. 

The viscous deformation due to the probing force is not accounted and the force effect 

is considered as a static systematic contribution due to elastic deformation. The tempera-

ture effect can be analysed from the length and temperature data set measured during the 

cooling phase. The linear regression of length variation over temperature provides the 

value of the apparent CTE. After the definition of the apparent CTE all the length values 

can be compensated for the thermal effect and referred to the reference temperature. The 

analysis of the weight variation gives information about the moisture uptake. The method 

of using dummy samples presented in section 4.4 appears a valid solution for reducing the 

variability of the measurements. Weight variations of the 7 parts are merged to define a 

 

Figure 6.15 Predicted length L20,Wref,t for 4 workpieces compared to reference measured values L20,Wref(t). The 

error bars represent the expanded uncertainties according to table 6.4 and 6.5. 
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common model equation, useful to predict the weight corresponding to full saturation 

after production using only short post moulding measurements. The length variation just 

after moulding, during the transitory period to reach saturation, appears uncorrelated to 

the moisture uptake. However a change of the ambient relative humidity produces a 

change in length and weight which allow for the calculation of an average value of CME 

to use in case of short post moulding measurements. After the compensation for thermal 

and moisture expansion the measurements show a logarithmic decreasing trend lasting for 

several days that can be assigned to the shrinkage due to residual stresses. Measurements 

performed after 6 and 12 weeks from production confirm the logarithmic decay. The data 

sets of all the samples are zeroed on the final length value (corresponding to 12 weeks 

after production) and pooled together to define a shrinkage curve valid for all the parts. 

The shrinkage is then compensated as a systematic effect since it cannot be estimated 

from short time measurements. Therefore the effect of temperature is compensated ex-

ploiting dynamic measurements (calculation of CTE); the compensation of moisture up-

take and hygroscopic swelling uses a combination of dynamic measurements (to define 

the saturated weight) and predetermined information (CME), as well as the compensation 

of residual stresses. 

The developed methodology is applied to short time post moulding measurement of 

four samples. Continuous length and temperature measurements during the cooling phase 

(first 10 minutes after injection moulding) and 5 static measurements of length, weight 

and temperature performed during the first hour after production are used to predict the 

length at reference conditions at any time after production. Further measurements, per-

formed 6 and 12 weeks after production, are used to validate the prediction model. After 

compensation of thermal expansion and hygroscopic swelling of the reference measure-

ments, a comparison between the estimated length and the measured length is performed. 

The expanded uncertainty for the measured reference length is assessed equal to 5 µm 

while for the estimated length is assessed equal to 11 µm. The two sets of data are in 

agreement showing the validity of the method. 
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  7

Summary and conclusions 

 Summary 7.1

Dimensional measurements in production environments are sought by manufacturing 

companies for anticipating the measuring process and to produce data for the process 

control. To address the unstable and time transient state of measuring components the 

methodology of Dynamic Length Metrology has been introduced. DLM aims to obtain an 

accurate estimation of the dimensions at reference conditions from measurements per-

formed right after the production process. The method requires the simultaneous meas-

urements of multiple quantities, besides dimensions, which are combined in a series of 

calculations to predict the length at reference conditions. DLM can be applied on meas-

urements of metal or polymer components. The work here focused on the implementation 

of DLM in injection moulded polymer parts. 

 

A state of the art review on the topic of dimensional measurements in production has 

been presented. Production environment and early stage measurements introduce instabil-

ities on the component. In the case of metallic or ceramic components the main instabili-

ties are represented by thermal effects. In the case of components made of polymer these 

instabilities have been identified caused by temperature, moisture absorption and mechan-

ical stresses. 

Dimensional measurements can be performed with contact and optical techniques. 

Contact one-dimensional techniques allow fast punctual measurements of simple geome-

tries. More complex 3D measuring systems, such as CMM, allow simple measurements 

as well as complex scanning of freeform parts. Similarly optical techniques can be im-

plemented in simple measurements or complex 3D scans depending on the working prin-

ciple. Contact methods are affected by the interaction between probe and workpiece. 

Elastic deformation is relevant to consider especially in the case of workpieces made of 

less rigid materials, like polymers. Optical methods on the other hand are affected by the 
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surface appearance of the workpiece and by the interaction of the workpiece with the 

light. 

Traceability of the measurements is ensured with calibration procedures. Generic cali-

bration and performance verification procedures provide an overall assessment of the 

instrument accuracy, often represented by the MPE. In the case of well determined appli-

cations, task specific calibration routines using reference artefacts, which resemble the 

measuring object, lead to more detailed uncertainty estimation as more error sources are 

considered, such as positioning repeatability. Metrology frame and positioning fixture are 

two crucial components in the measurement instrument to minimize the measurement 

uncertainty. Metrology frames should be as stable as possible concerning thermal defor-

mations and should be designed to reduce temperature gradients and distortions. Position-

ing fixtures must ensure a unambiguous location of the workpiece without over constrain-

ing it. 

 

The implementation of Dynamic Length Metrology requires the use of equipment in 

unconventional ways to comply with transient conditions and unknown material proper-

ties. Three different pieces of equipment, two for dimensional measurements and one for 

temperature measurements have been analysed and tested. 

A commercial linear actuator, equipped with an encoder for a feedback control of the 

position, was used as a contact displacement sensor. Thanks to the adjustable measuring 

force, the systematic effect of the contact force during the measurement was taken into 

account. In order to determine the metrological characteristics of the measuring system, 

the calibration consisted of length measurements of steel gauge blocks with different 

contact forces. A complete mathematical model for the measured length was defined, 

taking into account the thermal expansion of the glass measuring scale, the deformation 

due to the contact force and the thermal expansion of the measured gauge blocks. An a 

priori uncertainty evaluation, performed according to GUM, enabled identification of the 

most significant factors affecting uncertainty of the measured length. The limit deviations 

for the lengths of the gauge blocks were found to be the major contributions. According-

ly, grade 0 gauge blocks were selected. Then, considering experimental data, a systematic 

sensitivity error was identified and modelled. Subsequently the measurement repeatability 

was evaluated. In this way, an expanded uncertainty (at 95% confidence level) of meas-

ured length of about 0.5 µm was obtained. 

Multi-wavelength interferometry offers the advantage of an absolute range of several 

millimetres in contrast to conventional laser interferometry where incremental measure-

ments are necessary due to the narrow absolute range. A commercial MWLI system in-

tended for profilometer application has been tested as a potential method for very accu-

rate measurements in production. The interferometric system has been tested using two 

step gauges made with gauge blocks on an optical flat with step heights of 100 µm and 

3 µm respectively. The measurements have been performed in a non-controlled environ-

ment in a short time span to ensure reproducibility conditions. The step gauges were 

measured in a scanning mode producing a profile of the artefact; only the centre position 

of the gauge blocks is considered in the analysis.  The uncertainty of the measured step 

height has been estimated following the guidelines of ISO 14253 and considering repeat-
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ability and noise of the interferometer. Uncertainties as low as 0.06 µm and 0.2 µm have 

been achieved for the two step gauges respectively. Nonetheless the main contributor in 

the uncertainty budget was represented by the uncertainty of the reference value of the 

step height showing that MWLI is suitable for absolute length measurements of work-

pieces with fine surfaces. The applicability on injection moulded polymer parts was not 

tested. However these components normally have fine surfaces (originated by a replica-

tion process on polished moulds) that do not cause worsening of the uncertainty. On the 

other hand, only measurements on metallic components require very low uncertainties, 

indicatively lower than 1 µm, which can justify the high cost of this interferometric tech-

nology. 

Temperature infrared sensors provide non-contact measurements which do not require 

the installation of the sensor directly on the surface of the workpiece. Moreover thermal 

imagers give extensive information on the temperature field in the case of transient non-

uniform thermal conditions, typical of DLM applications. On the other hand the accuracy 

of infrared measurement is higher than the one obtained with contact sensors. An infrared 

thermocamera has been selected for testing its applicability in DLM measurements, con-

cerning accuracy achievable in the specific application and the possibility of obtaining 

solid information about temperature fields. A first series of tests was performed measur-

ing the temperature of a metallic plate during a thermal cycle of heating from 20 °C (am-

bient temperature) to 30 °C and following natural cooling. Four targets have been placed 

on the surface of the plate: two targets corresponded to two reference contact sensors 

(RTDs) with a backing material with high emissivity, one target corresponded to a high 

emissivity label and the last one is left as bare metallic surface as a case of low emissivi-

ty. This arrangement allowed the comparison of infrared and contact measurements as 

well as a comparison of infrared measurements on material with different emissivity. The 

measurements on the low emissivity surface were strongly affected by noise and could 

not be considered reliable. Measurements on high emissivity surfaces on the other hand 

presented less variability and departed from the reference contact measurements of about 

±0.5 °C. This systematic error was affected by the definition of the surface emissivity and 

by the influence of the background radiation. A second test has been performed to address 

the possibility to use thermal imagers for measurements of temperature fields. A polymer 

component, made of ABS with a prismatic hollow shape, was measured during a cooling 

phase considering different boundary conditions, namely placing the part with different 

orientations on a support plane. The infrared measurements led to a qualitative estimation 

of the temperature field, useful to study the cooling process for the design of the meas-

urement strategy (number and location of the temperature measurements). An implemen-

tation of the thermocamera in the final DLM measurement set up is possible if the high 

cost of the device is accepted.  

 

DLM requires the study of innovative probing strategies as the length measurements 

occur in non-stable conditions and must be coupled with measurements of other quanti-

ties for the calculation of material properties and the extraction of dimensional values at 

reference conditions. The experimental work carried out focused on components made 

out of polymer, which are less stable than metal, and involved the study on dimensional 
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instabilities, caused by probing forces, temperature changes and moisture absorption, and 

on the definition of novel probing strategies. To connect dimensional variation with influ-

ence factors the concept of apparent properties was introduced. They represent the sensi-

tivity of a dimension with respect to a particular input, for instance the dimensional sensi-

tivity on temperature variations (apparent CTE). Apparent properties are influenced by 

geometry and measurement procedure as well as material properties. 

Force effect has been investigated using the industrial actuator previously introduced. 

The equipment allowed dimensional measurements with a resolution of 0.1 µm similar to 

a set up using inductive probes with the further possibility of adjusting the probing force. 

The test procedure consisted of measuring a polymer part, i.e. the same element (material 

and shape) used in the thermal imager investigation, using increasing force to assess the 

elastic deformation and define a compensation method. Three analytical models - linear, 

quadratic and a model following the hertz contact mechanic formulation – have been used 

to fit the measured deflection as a function of measured force. Although the hertzian case 

is supported by a formal theoretical modelling the linear formulation provided a better 

description of the experimental results, namely with smaller regression residuals. None-

theless in all cases the regression led to a satisfactory result. The main consequence of 

choosing a different regression model arose during the calculation of the workpiece 

length after removing the elastic deformation contribution. A systematic variation of 

about 2 µm occurred between the extrapolation using the linear model and the hertzian 

model. Another series of tests has been performed to assess the viscoelastic deformation 

of prolonged probing contact on the same polymer components. A contact force of 0.5 N 

caused a deformation of 5 µm after a contact lasting 150 hours. For shorter periods, less 

than 1 hour, the viscoelastic deformation could be neglected as it was limited to one tenth 

of a micrometre. 

The temperature state of an injection moulded polymer part after the production pro-

cess consists of a cooling phase from the ejection temperature to the ambient temperature. 

Hence the experimental work has been carried out by heating up polymer workpieces, 

consisting of the ABS element already used in previous measurements, to emulate the 

post moulding condition and measure length and temperature over time. A first series of 

tests has been performed to address the issue of the measuring time. The heated work-

piece was positioned in a measuring fixture, made with thermally stable materials (Zero-

dur and Invar). A two point length was measured with an inductive probe, and a RTD 

contact temperature sensor. The length of the workpiece at reference temperature has 

been extrapolated using a linear regression of the data acquired during cooling with an 

estimated uncertainty that considered the contribution due to the sensors, contribution due 

to the measurement procedure, namely the starting temperature and the duration of the 

measurement, and the repeatability of replicated measurements. Measuring times longer 

than one minute led to uncertainties lower than 1 µm. Excessive extension of the meas-

urement time did not lead to major improvement. The cooling of the component consid-

ered (with a mass of less than 2 g) was completed within the first 15 min after moulding 

hence in order to obtain information of the transient phase, as in the test reported, the 

manufacturing facilities must allow a rapid transition between production and measure-

ment operations. In a completely automated production line the measuring task can be 
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implemented by an automated device or a robotic arm. A second investigation has been 

performed on the same ABS elements using the same procedure of emulating the post 

moulding condition but on a different measuring set-up. In this second case the workpiece 

had a marked directional (vertical) temperature field due to the preferential heat exchange 

towards the support plane which allowed for the study of different strategies for measur-

ing the temperature. The measured dimension corresponded to the horizontal length of the 

prismatic component. Two temperature sensors (thermocouple type K) have been posi-

tioned on two locations at the same vertical coordinate of the measured length and a third 

one on a different location. Three apparent CTEs were calculated from the regression of 

the length variation with temperature defined using three different weighted averages of 

the measured values. The best results (with the lowest regression residual) were obtained 

using only temperature information from the sensors at the same height of the measured 

length. The position of the temperature sensors must therefore be related to the tempera-

ture field generated on the workpiece after the positioning in the measuring fixture. At the 

same time the temperature field can be modified using a different orientation of the 

workpiece or a different positioning fixture if the location of the temperature sensor is 

fixed. The experimental data of length and temperature variation were used as input for a 

thermomechanical FEM simulation of the workpiece. The results of the simulation com-

plied with the initial hypothesis of vertical temperature gradient and with thermocamera 

measurements. In a development stage the number of temperature sensors can be large for 

providing a better understanding of the measuring condition and can be reduced with 

proper analysis (analytical and numerical). 

The influence of ambient humidity and moisture absorption on dimensions of the usu-

al polymer component has been investigated in two steps. The first one involved meas-

urements of length and weight at different ambient humidity and temperature of 20 °C in 

quasi-saturated conditions. The interval from 50 to 90 % of relative humidity has been 

investigated using a humidity chamber. The workpieces were kept in the chamber for 24 

hours (which is considered sufficient to reach saturation) at stable humidity level and 

measured in a dedicated fixture with inductive probes. For measurement in relative ambi-

ent humidity lower than 50 % the workpieces were kept in a metrology room with con-

trolled ambient temperature and measured on a CMM using a procedure to replicate the 

alignment of the first fixture. In both cases the weight is measured with an electronic 

scale with resolution of 0.1 mg. The data of relative length and weight variation could be 

merged for defining an apparent CME valid for a wide range of ambient humidity. The 

measurement procedure just described could be implemented only during the design and 

development of a DLM application as it does not reflect the post production condition of 

injection moulded components which are usually ejected from the mould with a very low 

level of absorbed moisture and subsequently absorb water to reach equilibrium with the 

ambient. In the second step of the moisture related investigation the post moulding transi-

ent state has been investigated. Initially the ABS parts were dried out in a dryer designed 

for raw material (pellet) and length, temperature and weight were measured simultane-

ously for a period of 24 hours. The absorption and the hygroscopic swelling occurred 

with an exponential increment and reached stability within the measuring period. Succes-

sively the weight of the polymer parts has been monitored after the moulding process for 
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a period of time of 3 days showing once again an exponential increase but with higher 

amplitude and longer stabilization time. This discrepancy has been caused by an uncom-

plete drying of the workpieces when using the pellet dryer. The results were still of inter-

est and valid as the apparent CME calculated from the transitory absorption was compati-

ble with the one calculated in the first step of the investigation. Difficulties encountered 

in the analysis of hygroscopic swelling were related to the extrapolation of the length at 

reference conditions. In fact the part dimensions with a moisture content corresponding to 

a saturated state at the reference ambient condition can be estimated from a generic state 

by measuring the absolute moisture content. This value cannot be obtained exclusively 

from measurement in production as only the relative moisture uptake after moulding can 

be assessed. A solution has been proposed but not validated; it involves both dynamic 

measurements and predetermined apparent properties and requires many assumptions and 

extrapolations. Alternatively hygroscopic swelling can be compensated with a more tradi-

tional way as a systematic effect. 

 

The implementation of optical solutions in the context of DLM, and more in general in 

metrology in production, leads to many advantages. A main one is related to the removal 

of the probing contact. Moreover in many applications using optical devices the work-

piece positioning can be a floating type without a fixed datum which makes the meas-

urement procedure easier as positioning errors are eliminated. Two optical solutions 

based on a vision system have been developed to provide traceable and fast dimensional 

measurements in dynamic conditions. 

The first solution involved absolute dimensional measurements using an edge detec-

tion algorithm. The method applies specifically to length measurements the distance be-

tween two edges of a plane surface of a workpiece. By including in the field of view of 

the camera reference marks, for instance using a calibrated grid or scale, the edge position 

can always be referred to the position of the marks, providing the necessary traceability. 

Several relevant edges can be caught simultaneously by the camera by splitting the field 

of view with a set of mirrors, using multiple cameras or introducing a relative movement. 

In this last case the positioning accuracy of the moving device does not affect the accura-

cy of the measurement as it is always based on the position of the reference marks. An 

optical CMM equipped with a video probe has been used in the validation of the method, 

as it represent a system with a movable camera. An edge detection algorithm has been 

developed. It is based on the Sobel filter for edge enhancement. Furthermore, the subpixel 

resolution has been achieved with a routine using intensity fitting around the edge posi-

tion. Two methods for camera calibration have been proposed. They are based on the 

comparison of the pixel size with the dimensions of a reference chessboard. The first 

method consists of a comparison while the second one, formally more correct, considers 

also lens distortions. The calculated pixel sizes using the two methods were consistent 

thanks to the very low amplitude of image distortions. The method has been validated 

using an optical scale as workpiece and an optical grid as reference to ensure a limited 

effect due to non-ideal edges. A strategy for alignment of the coordinate system along the 

reference grid marks has been established as well as the specification of the length calcu-

lation from the edge position information. A standard deviation of 2 µm has been 
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achieved on 25 replicated acquisitions. Several versions of subpixel registration, involv-

ing different intensity fitting parameters, have been investigated. The output was slightly 

influenced by the variations of the algorithm, less than 0.5 µm, indicating a robust and 

stable measuring method. Further, the methodology has been tested on polymer parts with 

different lengths. The repeatability of replicated measurements was not affected by the 

amplitude of the measured length; consequently also the accuracy related to the meas-

urement device can be considered independent, or only moderately influenced, by the 

measured dimension. 

The second optical solution has been developed in order to measure surface displace-

ments, for instance due to thermal expansion. The methodology is based on digital image 

correlation (DIC). A routine based on intensity interpolation of the correlation function 

enables reaching subpixel resolutions. The correlation calculation can be performed in the 

whole image giving as output the overall displacement of the surface captured in the pic-

tures, or in several smaller subsets for the definition of a displacement field with finer 

spatial resolution. The performance of the DIC methodology has been verified on meas-

urements of thermal displacement of a polymer part considering two surface details with 

different appearance, four subset sizes(30, 60, 90 and 120 pixels) and two models (Gauss-

ian and polynomial) for the intensity fitting in the subpixel resolution routine. The meas-

urement uncertainty has been estimated considering contributions due to the accuracy of 

the calibration and due to the correlation algorithm. Measurement uncertainties lower 

than 0.6 µm could be achieved for subset sizes bigger than 90×90 pixels with a Gaussian 

regression model. Finally the DIC methodology has been implemented in a multisensory 

set-up to address the applicability to DLM. Thermal displacements have been measured 

in two locations using DIC and contact inductive probes while temperatures have been 

measured with thermocouples. The data from all the sensors were fused to provide three 

apparent CTEs and a displacement field. The apparent CTEs were not compatible show-

ing that they are affected by the measuring strategy. 

 

The final chapter of this work deals with the development and validation of a DLM 

measuring methodology applied to a specific industrial case. The selected component was 

a tubular shape part made of POM; it was different in material and shape from the one 

considered in the rest of the investigations. In a first stage, extensive measurements of 

length, temperature and weight lasting up to 5 days allowed the study of the post mould-

ing dimensional behaviour of the part. Measurements of length and temperature in the 

initial minutes after moulding were performed to estimate the apparent CTE to be used in 

the compensation of thermal effects. Measurements of weight variation showed a power 

law increment not followed by a dimensional increment; possible cause was identified in 

the superposition of opposite factors. The hygroscopic swelling could be investigated 

only from variation due to ambient humidity changes occurring during the tests. A further 

instability due to residual stresses relaxation was recognized only by long term (several 

days) length measurements and its amplitude summarized by a logarithmic decreasing 

curve. After these initial tests a customized DLM methodology for post moulding dimen-

sional control has been proposed: thermal effect could be compensated after the calcula-

tion of an apparent CTE from measurement of length and temperature in the first 15 
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minutes after moulding; post moulding moisture uptake could be predicted using a power 

law model and hygroscopic swelling was considered with a predetermined CME; residual 

stresses could be compensated using the logarithmic trends previously defined.  

The methodology proposed has been validated on newly produced parts. The meas-

urements performed within one hour from moulding were used for the extrapolation of 

the length at reference conditions at any time after production, achieving accuracies in the 

order of 11 µm. The extrapolated length was successfully compared with measurements 

performed 6 and 12 weeks after production. 

 Conclusions 7.2

This PhD project had the purpose of investigating the experimental aspects of the 

newly conceived methodology of Dynamic Length Metrology. The main results achieved 

with this work can be summarized as: 

 Three unconventional pieces of equipment have been tested focusing on the pos-

sibility to be implemented in DLM. The measurement accuracy of a linear actua-

tor, intended for dimensional measurements with adjustable force, has been esti-

mated equal to 0.5 µm. A MLWI system for absolute interferometric measure-

ments provided measurement accuracies better than 0.06 µm. A thermal imager 

proved to be useful for investigation of temperature fields in time transient condi-

tions with an error of about 0.5 °C. 

 The main sources of dimensional instability in polymer components have been 

investigated to propose a series of general guidelines for their compensation. 

Elastic deformation due to contact force can be compensated with a DLM ap-

proach with the adjustable force system investigated above, providing a correct 

local contact model. CTE can be successfully estimated with measurements of 

the post moulding cooling, namely in the first 10 minutes after moulding. The 

strategy for measuring the temperature must take into consideration the tempera-

ture field present in the workpiece. Moisture absorption emerged to be the most 

difficult aspect to consider. Moisture uptake can be measured via a gravimetric 

method and compensated using DLM if a specific condition is known, i.e. com-

pletely dry condition as in the case of a part after injection moulding. Moreover 

as the absorption takes more than one day a DLM approach with a fast post 

moulding measurement may be insufficiently accurate. 

 Two optical solutions employing a vision system have been proposed and vali-

dated. A method for absolute and directly traceable length measurement based on 

edge detection has been investigated using an ideal workpiece (optical scale) and 

industrial injection moulded parts; measurement repeatability of 2 and 3 µm re-

spectively has been achieved. A method based on DIC for displacement meas-

urements provided uncertainties lower than 0.6 µm when measuring thermal dis-

placements on polymer parts. 



Summary and conclusions 173 

 

 

 DLM method has been applied to post moulding measurements of an industrial 

component. Thermal effects and hygroscopic swelling have been successfully 

considered in a DLM length prediction. Shrinkage due to residual stresses lasted 

for several weeks and has been addressed using a conventional compensation 

method. A hybrid DLM/conventional prediction algorithm provided 11 µm result 

accuracies. 

 The DLM methodology for length prediction from measurement in non-stable 

conditions showed both strengths and weaknesses. Two crucial aspects to consid-

er are the time necessary for a particular instability source to expire and the ne-

cessity to have information on a specific state to perform the prediction. The first 

aspect is important for the definition of the measuring time necessary to obtain an 

accurate prediction model. If an instability source undergoes to excessively rapid 

changes the measurement result will be inaccurate, such as in the case of very fast 

and non-uniform cooling. In contrast, several days long shrinking of the work-

piece requires the measuring time to be inconveniently long for detecting such 

change. The second aspect is crucial especially in the treatment of hygroscopic 

swelling. Temperature and time after production can be measured directly on the 

workpiece for defining the workpiece state in relation to thermal expansion and 

shrinkage. Instead, the absolute moisture content cannot be measured directly on 

the part. A hybrid solution, similar to the one developed for an industrial case, is 

therefore a valid alternative, especially in the case of injection moulded polymer 

parts. 

 Based on the results achieved in this work the following methodology is pro-

posed for dimensional control of injection moulded parts using a DLM approach: 

o Few minutes after production the length and temperature of a component 

is measured. Based on the thermal boundary and initial conditions the 

measuring time varies indicatively between 2 and 10 minutes. The appar-

ent CTE is successively estimated and thermal expansion can be com-

pensated. 

o Elastic deformation in the case of contact measurement can be tackled in 

two different ways: static conventional compensation using nominal val-

ues of force and Young modulus or extrapolation of unreformed length 

from measurement at different contact forces. 

o The post moulding measurements consist of length and weight measure-

ments for indicatively one hour. The data collected is fitted with an ex-

ponential regression model and the saturation condition can be extrapo-

lated from the regression. An important assumption is that the injection 

moulding produces completely dry components, which must absorb a 

negligible quantity of moisture before the measurement; consequently the 

first data point refers to the dry condition. The length in saturated condi-

tion at 50 % ambient humidity is estimated considering a fraction of the 

hygroscopic swelling occurring between initial dry condition and saturat-

ed state at the measuring ambient condition. Alternatively a conventional 
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compensation can be applied by knowing the hygroscopic swelling oc-

curring between dry state and saturated state at RH 50 %. 

o Shrinkage, as it is a slow mechanism, can be compensated only using 

conventional methods. Hence a preliminary test is necessary to determine 

dimensional instability during several days after production (indicatively 

one week). The data can be fitted to determine a trend model line which 

can be used to compensate any measurement performed in an early stage 

after production. 

In any case the design of a new DLM platform employing the described method-

ology requires some preliminary studies to identify the overall behaviour of the 

component, concerning apparent material properties and time constants of the dif-

ferent instability mechanisms, necessary to tune the various regressions in the da-

ta processing. 

 In the case of metallic workpieces the DLM methodology can be applied directly 

since it considers only the first two bullet points of the methodology described 

above. The measuring time may differ as the initial thermal state in metallic parts 

and its evolution over time is different compared to polymer parts. 

 Outlook 7.3

This work and the experimental investigations reported contributed to the development of 

dimensional metrology in industrial environments, with particular focus on the injection 

moulding industry. Further research, involving experimental work and simulations, 

should be carried out as described as follow. 

 

 Thermomechanical simulations have briefly been introduced as a valid alternative 

to preliminary investigations. The design of measuring equipment and the defini-

tion of measuring strategies can benefit from results from numerical simulations 

Hence simulations, involving 3D thermal, mechanical, hygroscopic models 

should be studied for complex or simple geometries. A database containing gen-

eral guidelines for probing strategies as a function of workpiece geometry and 

material properties can be created based on simulated results. 

 Even though workpieces made out of metal have less sources of instability (i.e. 

thermal effect), different problems arise, such as the difficulties of estimating the 

volumetric temperature field from surface temperature measurements due to gen-

erally thicker components (compared to polymer parts), the much higher thermal 

input to the measuring equipment due to the greater amount heat exchanged and 

the necessity of obtaining lower measurement uncertainties. Studies on metallic 

parts should be performed with attention to thermal issues. Different probing 

strategies (position and number of temperature sensors) should be investigated in 

order to reduce the prediction uncertainty. The field of thermal error compensa-
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tion in CMM and machine tools can provide suggestion and inspiration for both 

experimental work and data processing. 

 Temperature influences on polymer workpieces have been investigated with suc-

cessful results; in fact thermal deformations can be measured and compensated if 

a sufficiently slow cooling occurs (i.e. cooling time longer than 10 minutes). 

Slower instabilities, like stress relaxation deformations could not be addressed 

with a DLM methodology. Experimental work on hygroscopic effects and 

shrinkage should be performed to further investigate the applicability of a DLM 

compensation (i.e. without previous knowledge of material behaviour). 

 The potential of infrared temperature measurements is vast since they do not re-

quire stitching of any sensor on the part surface and the study described in this 

work does not provide promising performance regarding measurement accuracy. 

However a deeper investigation should be performed in order to investigate dif-

ferent error sources (ambient temperature, different material emissivity) and to 

develop a complete characterization of the technology and eventually propose an 

error compensation algorithm. 

 From an industrial point of view it may be relevant to study the applicability of 

DLM to existing measuring solutions like CMM. A study case should be devel-

oped using a CMM instead of inductive probes as length measuring systems. The 

possibility of having a measuring strategy with several measuring points should 

be investigated as well as the possibility of performing batch measurements. The 

issue of non-synchronous multipoint measurements must be studied. 
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Camera calibration 
%%%%%%%%% Camera caibration from grid intersection 

%  Author= Giuseppe Dalla Costa 

%  date= 2017/02/01 

%  Description= finds the distorsion of telecentric lenses using the points 

%               from a calibrated grid. Method from: 

%               Li Dong, and Jindong Tian 

%               "An accurate calibration method for a camera with telecentric 

lenses" 

%               Optics and Lasers in Engineering 51.5 (2013): 538-541.   

%               ONLY ROTATION AROUND Z IS CONSIDERED = grid normal to 

%               optical axis 

% Input: coordinates of grid intersections 

% Output:   - axial rotation 

%           - magnification 

%           - decentering 

%           - distortion correction coefficients 

%           - maximum error from ideal grid considering/not considering 

%           distortion correction 

%%%%%%%%%%%%%%%%%%% 

clc 

close all 

clear all 

%% 

folder_name1 = uigetdir;  

cd(folder_name1)  

allFiles = dir( [folder_name1 '\*.mat']); 

allNames = { allFiles.name }'; 

n= length (allNames); 

%% 

calcoef1=zeros(16,n); 

%% 

for i=1:n  

clc 

%% Load calibration data 

FileName=char(allNames(i)); 

load(FileName) 

%% Change picture coordinate system 

im=im(1:end-1,1:end-1); 

xx=xx(1:end-1,1:end-1)-381; 

yy=yy(1:end-1,1:end-1)-285; 

x_r=x_r-381; 

y_r=y_r-285; 

cx1=cx1-381; 

cy1=cy1-285; 

%% position of the points on the chessboard in the world coord. system (in µm) 

% first point on the board has coordinate (0,0) 

sq_dim=119.854; %dimensione chessboard element in µm from calibration certificate 

X=reshape(repmat((0:ncol-1),nrow,1),nrow*ncol,1)*sq_dim;  

Y=reshape(repmat((0:nrow-1)',1,ncol),nrow*ncol,1)*sq_dim; 

  

%% Firtst step of calibration: closed form solution 

% linear system 

M= [y_r.*X y_r.*Y  y_r  -x_r.*X -x_r.*Y]; 

R= linsolve(M,x_r); 

format long 

%% Rotation angles and translations 

% non linear system 

u0 = [0,0,(y_r(nrow*(ncol-1)+1)-y_r(1))/(x_r(nrow*(ncol-1)+1)-

x_r(1)),x_r(1)*4,y_r(1)*4]; 

RotMat = @(U)[  (R(1)+R(5))/2-cos(U(3))/U(5); 

(R(2)-R(4))/2+sin(U(3))/U(5); 

 R(3)-U(4)/U(5)]; 

 options = optimoptions('fsolve','Algorithm', 'levenberg-marquardt'); 

[u,fval]=fsolve(RotMat,u0,options); 

%% Rotation matrix 

r11=cos(u(3)); 

r12=-sin(u(3)); 

r21=sin(u(3));  

r22=cos(u(3)); 
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%% Magnification 

M1=[r11*X+r12*Y+u(4);... 

r21*X+r22*Y+u(5)]; 

mag= linsolve(M1,[x_r;y_r]); 

  

%% show found parameter 

fprintf('first iteration\n'); 

fprintf('alfa:              %.4g \n',u(1)) 

fprintf('beta:              %.4g \n',u(2)) 

fprintf('gamma:             %.4g \n',u(3)) 

fprintf('translation x:     %.4g \n',u(4)) 

fprintf('translation y:     %.4g \n',u(5)) 

fprintf('magnification:     %.4g \n',mag) 

fprintf('\n') 

%% Distorsions Model:complete model, radial distorsion to higher order.decentering 

and thin prism 

%Description of model:  

%xu = mag*(r11*X+r12*Y+tx); 

% yu = mag*(r21*X+r22*Y+ty); 

%  

% deltax= xu.*(k1(5)*(xu.^2+yu.^2)+ k1(6)*(xu.^2+yu.^2).^2)+   

k1(7)*(3*xu.^2+yu.^2) + 2*k1(8)*xu.*yu          + k1(9)*(xu.^2+yu.^2); 

% deltay= yu.*(k1(5)*(xu.^2+yu.^2)+ k1(6)*(xu.^2+yu.^2).^2)+ 2*k1(7)*xu.*yu          

+   k1(8)*(xu.^2+3*yu.^2) + k1(10)*(xu.^2+yu.^2); 

%  

% k1(5) = radial distortion 

% k1(6) = 4th order radial distortion 

% k1(7), k1(8) = decentering distortion 

% k1(9), k1(10) = thin prism distortion 

%  

% xg=xu+deltax; 

% yg=yu+deltay; 

%  

% fun = sum((x_r-xg).^2+(y_r-yg).^2)); 

% %fun = function to minimize 

%  

fun = @(k)sum(... 

(x_r-(     k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2))+... 

k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2)).*... 

(k(5)*((k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2))).^2+  

(k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3))).^2)+... 

k(6)*((k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2))).^2+  

(k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3))).^2).^2)+... 

k(7)*(3*(k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2))).^2+  

(k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3))).^2)+... 

2*k(8)*(k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2))).*    

(k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3)))+... 

0*((k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2))).^2+  

(k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3))).^2))).^2+... 

(y_r-(                                                     

k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3))+... 

                                           

k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3)).*... 

(k(5)*((k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2))).^2+  

(k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3))).^2)+... 

k(6)*((k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2))).^2+  

(k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3))).^2).^2)+... 

2*k(7)*(k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2))).*    

(k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3)))+... 

k(8)*((k(4)*((cos(k(1)))*X+(-

sin(k(1)))*Y+k(2))).^2+3*(k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3))).^2)+... 

0*((k(4)*((cos(k(1)))*X+(-sin(k(1)))*Y+k(2))).^2+  

(k(4)*((sin(k(1)))*X+(cos(k(1)))*Y+k(3))).^2))).^2); 

k0=[ u(3:end) mag 0 0 0 0];% 0 0]; 

k1=fminsearch(fun,k0); 

k1=[0 0 k1 0 0 ]; 

%% show found parameter 

fprintf('Second iteration\n'); 

fprintf('alfa:\t\t\t%.4g \n',k1(1)) 

fprintf('beta:\t\t\t%.4g \n',k1(2)) 
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fprintf('gamma:\t\t\t%.4g \n',k1(3)) 

fprintf('translation x:\t%.4g \n',k1(4)) 

fprintf('translation y:\t%.4g \n',k1(5)) 

fprintf('magnification:\t%.4g \n',k1(6)) 

fprintf('\n') 

%% Calculation corrected grid intersection 

r11=cos(k1(2))*cos(k1(3)); 

r12=sin(k1(1))*sin(k1(2))*cos(k1(3))-cos(k1(1))*sin(k1(3)); 

r21=cos(k1(2))*sin(k1(3)); 

r22=cos(k1(1))*cos(k1(3))+sin(k1(1))*sin(k1(2))*sin(k1(3)); 

  

xu1 = k1(6)*(r11*X+r12*Y+k1(4));%position of grid points WITHOUT distortions in 

image coordinate system 

yu1 = k1(6)*(r21*X+r22*Y+k1(5)); 

  

deltax1= xu1.*(k1(7)*(xu1.^2+yu1.^2)+ k1(8)*(xu1.^2+yu1.^2).^2)+   

k1(9)*(3*xu1.^2+yu1.^2) + 2*k1(10)*xu1.*yu1          + k1(11)*(xu1.^2+yu1.^2); 

deltay1= yu1.*(k1(7)*(xu1.^2+yu1.^2)+ k1(8)*(xu1.^2+yu1.^2).^2)+ 2*k1(9)*xu1.*yu1          

+   k1(10)*(xu1.^2+3*yu1.^2) + k1(12)*(xu1.^2+yu1.^2); 

  

xg1=xu1+deltax1;%position of grid points WITH distortions 

yg1=yu1+deltay1; 

  

errorx01=reshape(x_r-xu1,nrow,ncol);%errors without considering distorsions 

errory01=reshape(y_r-yu1,nrow,ncol); 

errorx1= reshape(x_r-xg1,nrow,ncol);%errors considering distorsions 

errory1= reshape(y_r-yg1,nrow,ncol); 

  

sigma01= sqrt(1/(ncol*nrow)*sum((xu1-x_r).^2+(yu1-y_r).^2)); 

sigma1=  sqrt(1/(ncol*nrow)*sum((xg1-x_r).^2+(yg1-y_r).^2)); 

maxDelta01= max(sqrt((xu1-x_r).^2+(yu1-y_r).^2)); 

maxDelta1=  max(sqrt((xg1-x_r).^2+(yg1-y_r).^2)); 

  

%  

%% Plot chessboard intersection, original and corrected 

figure;imagesc(xx(1,:),yy(:,1),im) 

colormap(gray);axis image 

hold on 

scatter(x_r,y_r,'*','b') 

scatter(xg,yg,'o','r') 

hold off 

legend({'original','corrected'},'Location','south','Orientation','horizontal') 

%% Plot distortions 

deltaxa1=reshape(deltax1,nrow,ncol); 

deltaya1=reshape(deltay1,nrow,ncol); 

deltaxa2=reshape(deltax2,nrow,ncol); 

deltaya2=reshape(deltay2,nrow,ncol); 

figure 

subplot(1,2,1) 

imagesc(xx(1,:),yy(:,1),im) 

colormap(gray);axis image;alpha(.5); 

hold on 

quiver(cx1,cy1,deltaxa1*100,deltaya1*100,'AutoScale', 

'off','LineWidth',2,'Color',[0 0.1 0.9]); 

quiver(cx1,cy1,errorx01*100,errory01*100,'AutoScale', 

'off','LineWidth',2,'Color',[1 0.1 0]); 

quiver(cx1,cy1,errorx1*100,errory1*100,'AutoScale', 'off','LineWidth',2,'Color',[0 

1 0]); 

hold off 

subplot(1,2,2) 

imagesc(xx(1,:),yy(:,1),im) 

colormap(gray);axis image;alpha(.5); 

hold on 

quiver(cx1,cy1,deltaxa2*100,deltaya2*100,'AutoScale', 

'off','LineWidth',2,'Color',[0 0.1 0.9]); 

quiver(cx1,cy1,errorx02*100,errory02*100,'AutoScale', 

'off','LineWidth',2,'Color',[1 0.1 0]); 

quiver(cx1,cy1,errorx2*100,errory2*100,'AutoScale', 'off','LineWidth',2,'Color',[0 

1 0]); 

hold off 
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%% Output vector 

calcoef1(:,i)=[k1 maxDelta01 maxDelta1 sigma01 sigma1]; 

% 

%% Save calibration data 

[~,name,~]=fileparts(FileName); 

name1=[name,'CalibrationResult.ascii']; 

name1=fullfile(folder_name1,name1); 

save(name1,'k1','-ascii','-double'); 

  

name4=[name,'CalibrationResult.txt']; 

name3=fullfile(folder_name1,name4); 

fileID=fopen(name3,'at'); 

fprintf(fileID,'\n'); 

fprintf(fileID,'Method 1'); 

fprintf(fileID,'\n'); 

fprintf(fileID,'alfa:\t%.5g\n',k1(1)); 

fprintf(fileID,'beta:\t%.5g\n',k1(2)); 

fprintf(fileID,'gamma:\t%.5g\n',k1(3)); 

fprintf(fileID,'translation x:\t%.5g\n',k1(4)); 

fprintf(fileID,'translation y:\t%.5g\n',k1(5)); 

fprintf(fileID,'magnification:\t%.5g\n',k1(6)); 

fprintf(fileID,'k1:\t%.5g\n',k1(7)); 

fprintf(fileID,'k2:\t%.5g\n',k1(8)); 

fprintf(fileID,'k3:\t%.5g\n',k1(9)); 

fprintf(fileID,'k4:\t%.5g\n',k(10)); 

fprintf(fileID,'k5:\t%.5g\n',k(11)); 

fprintf(fileID,'k5:\t%.5g\n',k(12)); 

fprintf(fileID,'MaxDelta:\t%.5g\n',maxDelta01); 

fprintf(fileID,'MaxDelta1:\t%.5g\n',maxDelta1); 

fprintf(fileID,'Sigma:\t%.5g\n',sigma01); 

fprintf(fileID,'Sigma1:\t%.5g\n',sigma1); 

fprintf(fileID,'\n'); 

  

fprintf(fileID,'\n'); 

fclose(fileID); 

end 
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%%%%%%% 

% Author= Giuseppe Dalla Costa 

% date= 01/02/2017 

% Description=  finds the intersection points on a chessboard pattern picture 

%               Automatic or MANUAL inputs of coordinates of four corners of 

interested window 

%                 !!!!!!                

%                 MANUAL inputs of number of squares (column and row) 

%                 MANUAL input of window size for single edge detection 

%                 !!!!! 

%%%%%%% 

clc 

close all 

clearvars -except grid_coord 

  

%% Select and open folder 

folder_name = uigetdir;  

cd(folder_name)  

allFiles = dir( [folder_name '\*.bmp']); 

allNames = { allFiles.name }'; 

n= length (allNames); 

%% 

  

for k=1:n 

disp(k) 

%% 

FileName=char(allNames(k)); 

res=0.2; 

pp=1/res; 

im=imread(FileName); 

im=im2double((im(:,:,1))); 

[imy, imx]=size(im); 

xx=repmat(0:imx-1,imy,1);                % matrix x coord. 

xxhr=repmat(0:res:imx-res,imy*pp,1);   % matrix x coord. high resolution 

yy=repmat((0:imy-1)',1,imx);             % matrix y coord. 

yyhr=repmat((0:res:imy-res)',1,imx*pp);% matrix y coord. high resolution 

  

  

%% Automatic point selection  

%  figure; 

%     fig = gcf; 

%     set ( fig, 'Units', 'normalized', 'Position', [0,0,1,1]); 

%     imagesc(im);colorbar;colormap('gray'); 

%     title(['Select point 1'], 'FontSize', 30,'Color', 'r'); 

%     axis image; 

% [x, y] = getpts(fig); 

% close  

%% MANUAL point selection 

% imagesc(xx(1,:),yy(:,1),im) 

% colormap(gray);axis image 

%% 

%%  

x=grid_coord(k,1:4); 

y=grid_coord(k,5:8); 

ncol=grid_coord(k,9); 

nrow=grid_coord(k,10); 

  

%% Aproxinmate calculation of corners of chessboard 

a=0:ncol-1; 

b=0:nrow-1; 

%first iteration 

cx = repmat(round( x(1) + (x(2)-x(1))/50*a),nrow,1);   

cy = repmat(round( y(1) + (y(4)-y(1))/37*b)',1,ncol); 

% second iteration, considers also distorsions 

cx1=zeros(nrow,ncol); 

cy1=zeros(nrow,ncol); 

for i=1:ncol 

for j=1:nrow 

cx1(j,i)=round((x(1) + (x(2)-x(1))/(ncol-1)*a(i)) *  ((cy(nrow,1)-

cy(j,1))/(cy(nrow,1)-cy(1,1)))... 
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  +(x(4) + (x(3)-x(4))/(ncol-1)*a(i)) *(1-(cy(nrow,1)-cy(j,1))/(cy(nrow,1)-

cy(1,1)))); 

cy1(j,i)=round((y(1) + (y(4)-y(1))/(nrow-1)*b(j)) *  ((cx(1,ncol)-

cx(1,i))/(cx(1,ncol)-cx(1,1)))... 

  +(y(2) + (y(3)-y(2))/(nrow-1)*b(j)) *(1-(cx(1,ncol)-cx(1,i))/(cx(1,ncol)-

cx(1,1)))); 

end 

end 

  

% % plot of aproximated corners 

% figure 

% imagesc(xx(1,:),yy(:,1),im) 

% colormap(gray);axis image 

% hold on 

% for i=1:nrow 

% for j=1:ncol 

% plot(cx1 (i,j),cy1 (i,j),'o','MarkerSize',3,'LineWidth', 3,'Color',[0 0.1 0.9]) 

% end 

% end 

% hold off 

%% Calculation of corners position after edges detection 

% edge filter 

h = [1 2  1;0 0 0 ;-1 -2 -1]; 

v = [1 0 -1; 2 0 -2;1 0 -1]; 

J = abs(imfilter(im,h)); % horizontal sobel 

K = abs(imfilter(im,v)); %vertical sobel 

sobel3 = (J.^2 + K.^2).^0.5; 

  

% for each corner a vertical and horizontal line are defined from maximum 

% points of filtered image. Corner is the intersection of the lines 

x_result=zeros(nrow,ncol); 

y_result=zeros(nrow,ncol); 

d=23;                   %MANUAL INPUT of searching window size 

xpos=zeros(d*2+1,1); 

ypos=zeros(d*2+1,1); 

  

for i=1:nrow 

disp(i) 

for j=1:ncol 

  

%definition of searching windows       

window =  sobel3(cy1(i,j)-d:cy1(i,j)+d,cx1(i,j)-d:cx1(i,j)+d); 

bv_x=    xx(cy1(i,j)-d:cy1(i,j)+d,cx1(i,j)-d:cx1(i,j)+d); 

bv_y=    yy(cy1(i,j)-d:cy1(i,j)+d,cx1(i,j)-d:cx1(i,j)+d); 

bv_xhr=xxhr((cy1(i,j)-d-1)*pp+1:(cy1(i,j)+d)*pp,(cx1(i,j)-d-

1)*pp+1:(cx1(i,j)+d)*pp); 

bv_yhr=yyhr((cy1(i,j)-d-1)*pp+1:(cy1(i,j)+d)*pp,(cx1(i,j)-d-

1)*pp+1:(cx1(i,j)+d)*pp); 

%searcing window fo vertical edge      

window1 =  K(cy1(i,j)-d:cy1(i,j)+d,cx1(i,j)-floor(d/3):cx1(i,j)+floor(d/3)); 

bv_x1=    xx(cy1(i,j)-d:cy1(i,j)+d,cx1(i,j)-floor(d/3):cx1(i,j)+floor(d/3)); 

bv_y1=    yy(cy1(i,j)-d:cy1(i,j)+d,cx1(i,j)-floor(d/3):cx1(i,j)+floor(d/3)); 

bv_xhr1=xxhr((cy1(i,j)-d-1)*pp+1:(cy1(i,j)+d)*pp,(cx1(i,j)-floor(d/3)-

1)*pp+1:(cx1(i,j)+floor(d/3))*pp); 

bv_yhr1=yyhr((cy1(i,j)-d-1)*pp+1:(cy1(i,j)+d)*pp,(cx1(i,j)-floor(d/3)-

1)*pp+1:(cx1(i,j)+floor(d/3))*pp); 

%searcing window fo horizontal edge      

window2 =  J(cy1(i,j)-floor(d/3):cy1(i,j)+floor(d/3),cx1(i,j)-d:cx1(i,j)+d); 

bv_x2=    xx(cy1(i,j)-floor(d/3):cy1(i,j)+floor(d/3),cx1(i,j)-d:cx1(i,j)+d); 

bv_y2=    yy(cy1(i,j)-floor(d/3):cy1(i,j)+floor(d/3),cx1(i,j)-d:cx1(i,j)+d); 

bv_xhr2=xxhr((cy1(i,j)-floor(d/3)-1)*pp+1:(cy1(i,j)+floor(d/3))*pp,(cx1(i,j)-d-

1)*pp+1:(cx1(i,j)+d)*pp); 

bv_yhr2=yyhr((cy1(i,j)-floor(d/3)-1)*pp+1:(cy1(i,j)+floor(d/3))*pp,(cx1(i,j)-d-

1)*pp+1:(cx1(i,j)+d)*pp); 

  

[n1, m1]=size(window1);   

[n2, m2]=size(window2);  

  

% determination of vertical edge 

for k=1:n1 
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sq=(window1(k,:));%-mean(window1(k,:)))/std(window1(k,:));%normalization 

[maxlr,I] = max(sq);        % max of sobel along rows 

if maxlr>2                  % if max is low it is not considered 

if and(I>3,I<=length(sq)-3) % if max is in the border of the window fitting not 

possible          

int=sq(I-3:I+3);         % select neighbour interval near to max value 

dx=-mean(bv_x1(k,I-3:I+3)); 

x=bv_x1(k,I-3:I+3)+dx;  %remove average  value of ordinate to have a better 

condition in fitting 

xhr1=bv_xhr1(1+(k-1)*pp,1+((I-1)-3)*pp:1+((I-1)+3)*pp); 

% polynomial fitting 4th order (fitting of 5 points, not regression!) 

[xData, yData] = prepareCurveData( x, int ); 

ft = fittype( 'poly4' ); 

opts = fitoptions( 'Method', 'LinearLeastSquares' ); 

opts.Normalize = 'on'; 

opts.Robust = 'Bisquare'; 

[fitresult, ~] = fit( xData, yData, ft ); 

coe=coeffvalues(fitresult); 

%change fitting coefficients to match initial coordinates 

coe1(1)=  coe(1); 

coe1(2)=4*coe(1)*dx  +  coe(2); 

coe1(3)=6*coe(1)*dx^2+3*coe(2)*dx  +  coe(3); 

coe1(4)=4*coe(1)*dx^3+3*coe(2)*dx^2+2*coe(3)*dx  +coe(4); 

coe1(5)=  coe(1)*dx^4+  coe(2)*dx^3+  coe(3)*dx^2+coe(4)*dx +coe(5); 

%search for max high resolution 

ghr= coe1(1)*xhr1.^4 + coe1(2)*xhr1.^3 + coe1(3)*xhr1.^2 + coe1(4)*xhr1+coe1(5); 

[~, Ihr]= max(ghr); 

xpos(k,1)=xhr1(Ihr); %in pixel 

end 

end 

clear sq 

end 

  

data1=[bv_y1(:,1),xpos(:,1)]; 

data1( ~any(data1(:,2)>min(bv_x1(1,:))&data1(:,2)<max(bv_x1(1,:)),2), : ) = []; 

%remove zero points 

[xData, yData] = prepareCurveData( data1(:,1), data1(:,2)); %linear fitting of 

edge points 

ft = fittype( 'poly1' ); 

opts = fitoptions( 'Method', 'LinearLeastSquares' ); 

opts.Normalize = 'on'; 

opts.Robust = 'Bisquare'; 

[fity, ~] = fit( xData, yData, ft ); 

coey = coeffvalues(fity); 

coey(2)=-(coey(2)/coey(1)); %rotate coordinate system 

coey(1)=1/coey(1); 

  

%determination of horizontal border 

for k=1:m2 

sq =((window2(:,k)-mean(window2(:,k)))/std(window2(:,k)))';%normalization 

[maxlr,I] = max(sq); % max of sobel along rows 

if maxlr>2 

% if max is in the border of the window fitting not possible 

if and(I>3,I<=length(sq)-3)         

int=sq(I-3:I+3);   % select neighbour interval  

%remove average  value of ordinate to have a better condition in fitting 

dy=-mean(bv_y2(I-3:I+3,k)); 

y=(bv_y2(I-3:I+3,k)+dy)';   

yhr2=(bv_yhr2(1+((I-1)-3)*pp:1+((I-1)+3)*pp,1+(k-1)*pp))'; 

% polynomial fitting 4th order (fitting of 5 points, not regression!) 

[xData, yData] = prepareCurveData( y, int ); 

ft = fittype( 'poly4' ); 

opts = fitoptions( 'Method', 'LinearLeastSquares' ); 

opts.Normalize = 'on'; 

opts.Robust = 'Bisquare'; 

[fitresult, ~] = fit( xData, yData, ft ); 

coe=coeffvalues(fitresult); 

%change fitting coefficients to match initial coordinates 

coe1(1)=  coe(1); 

coe1(2)=4*coe(1)*dy  +  coe(2); 
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coe1(3)=6*coe(1)*dy^2+3*coe(2)*dy  +  coe(3); 

coe1(4)=4*coe(1)*dy^3+3*coe(2)*dy^2+2*coe(3)*dy  +coe(4); 

coe1(5)=  coe(1)*dy^4+  coe(2)*dy^3+  coe(3)*dy^2+coe(4)*dy +coe(5); 

%search for max high resolution 

ghr= coe1(1)*yhr2.^4 + coe1(2)*yhr2.^3 + coe1(3)*yhr2.^2 + coe1(4)*yhr2+coe1(5); 

[~, Ihr]= max(ghr); 

ypos(k,1)=yhr2(Ihr);%in pixel 

end 

end 

clear sq 

end 

data2=[bv_x2(1,:)',ypos(:,1)]; 

data2( ~any(data2(:,2)> min(bv_y2(:,1))&data2(:,2)<max(bv_y2(:,1)),2), : ) = []; 

[xData, yData] = prepareCurveData( data2(:,1), data2(:,2)); 

ft = fittype( 'poly1' ); 

opts = fitoptions( 'Method', 'LinearLeastSquares' ); 

opts.Normalize = 'on'; 

opts.Robust = 'Bisquare'; 

[fitx, ~] = fit( xData, yData, ft ); 

coex=coeffvalues(fitx); 

%intersection 

x_result(i,j)=(coex(2)-coey(2))/(coey(1)-coex(1)); 

y_result(i,j)= x_result(i,j)*coex(1)+coex(2); 

end 

end 

% %% Definition of edges for plotting 

% linea2=bv_xhr2(1,:)*coex(1)+coex(2); 

% linea1=bv_xhr1(1,:)*coey(1)+coey(2); 

% %% 

% figure 

% imagesc(bv_x(1,:),bv_y(:,1),window) 

% colormap(gray);axis image 

% hold on 

% plot(bv_xhr1(1,:),linea1,'LineWidth', 3,'Color',[1 0.1 0]) 

% plot(bv_xhr2(1,:),linea2,'LineWidth', 3,'Color',[1 0.1 0]) 

% plot(bv_x2(1,:),ypos(:,1),'o','MarkerSize',3,'LineWidth', 3,'Color',[0 0.1 0.9]) 

% plot(xpos(:,1),bv_y1(:,1),'o','MarkerSize',3,'LineWidth', 3,'Color',[0 0.1 0.9]) 

% hold off 

% Reshape corners coordinates from matrix to vector and remove zeros 

x_r=reshape(x_result,nrow*ncol,1); 

y_r=reshape(y_result,nrow*ncol,1); 

x_r( ~any(x_r,2), : ) = []; 

y_r( ~any(y_r,2), : ) = []; 

%                 %% Plotting new corners 

%                     figure 

%                 imagesc(xx(1,:),yy(:,1),im) 

%                 colormap(gray);axis image 

%                 hold on 

%                 for i=1:nrow 

%                     for j=1:ncol 

%                 plot(x_result(i,j),y_result 

(i,j),'o','MarkerSize',3,'LineWidth', 3,'Color',[0 0.1 0.9]) 

%                     end 

%                 end 

%                 hold off 

%% Save relevant variable 

[~,name,~]=fileparts(FileName); 

name=[name,'.mat']; 

name=fullfile(folder_name,name); 

save(name,'im','xx','yy','ncol','nrow','x_r','y_r','cx1','cy1','-mat','-double') 

%% 

end 
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Edge detection 
%%%%%%%%%%%% 

% Author:giucos 

% date 2016/12/01 

% Description: to calculate edges distance from reference grid and 

%             measuring object. Images selected from a single folder. 

%%%%%%%%%%%              

%% 

clc 

close all 

% clear all 

clearvars -except windows 

  

%% Select and open folder 

folder_name = uigetdir; 

addpath(genpath(folder_name)); 

% cd(folder_name) 

d = dir(folder_name);    

allFiles = dir( [folder_name '\*.bmp']); 

allNames = { allFiles.name }'; 

%% Parameters 

res= 0.2;        %Subpixel resolution, values: 0.5 , 0.1 , 0.02 

SoN=7;          %Size of Neighborhood of maximum, values: 3 , 5 , 7 

mod='POLY4';  %Fitting model, POLY2 , POLY4 , GAUSS  

modn=2; 

%note: POLY4 doesn't work with SoN=3 

%% call edge detection function 

%initialization for cycle 

output=zeros(length(allNames)+1,10); 

windows=zeros(length(allNames),16); %comment if searching windows already exist 

%% 

tic 

% call edge detection function 

for i=1:length(allNames) 

filename=char(allNames(i)); 

disp(i) 

w=windows(i,:); 

[ox,oy,alfax,alfay,x1,y1,alfa1,x2,y2,alfa2,w]=Edge_brick_grid_fun(filename,i,w,res

,SoN,mod); 

output(i+1,:)=[ox,oy,alfax,alfay,x1,y1,alfa1,x2,y2,alfa2]; 

windows(i,:)=w; %uncomment to create a searching window matrix 

%%    

h(1)=figure(i); 

h(2)=figure(i+50); 

[~,name,~]=fileparts(filename); 

name1=[name,'.fig']; 

name2=[name,'.jpg']; 

savefig(h,name1) 

saveas(h(1),name2) 

% questdlg 

choice = questdlg('Close figure?', ... 

'Figure', ... 

'Yes','No','Yes'); 

% Handle response 

switch choice 

case 'Yes' 

close (h(1)) 

close (h(2)) 

case 'No' 

end 

close all 

end 

%% 

output(1,1:3)=[res SoN modn]; 

output(1,4)= toc; 
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%%%%%%%  

% Author:giucos 

% date 2016/12/01 

% Description:function to calculate edges from images of a corner of a lego 

% brick with a reference grid. Calculate vertical and horizontal edge of 

% brick and grid. REference point of grid: intersection of two edges. 

% Points on the brick at 1 mm from other edge 

% 

% input:    filename:   image file name 

%           fig_num:    order number of image (from cycle for) 

%           w:          edge searching window matrix (could be 0) 

%           res:        subpixel resolution. 

%           SoN:        size of the neighborhood of maximum to fit with 

%                       model. MUST be even! 

%           model:      type of model to use for fitting:POLY2, POLY4, GAUSS  

% 

% output:   ox:         grid origin x coordinate 

%           oy:         grid origin y coordinate 

%           alfax:      angle of horizontal grid 

%           alfay:      angle of vertical grid 

%           xh:         x coordinate of meas. point on horizontal brick edge   

%           yh:         y coordinate of meas. point on horizontal brick edge 

%           alfah:      angle of horizontal brick edge 

%           xv:         x coordinate of meas. point on vertical brick edge 

%           yv:         y coordinate of meas. point on vertical brick edge 

%           alfav:      angle of vertical brick edge 

%           w:          edge searching window matrix used  

% 

%%%%%% 

%% 

function 

[ox,oy,alfax,alfay,xh,yh,alfah,xv,yv,alfav,win]=Edge_brick_grid_fun(filename,fig_n

um,w,res,SoN,mod) 

%% Open image and create x y matrix 

im=imread(filename); 

im=im2double((im(:,:,1))); 

[imy, imx]=size(im); 

xx=repmat(0:imx-1,imy,1);               % matrix x coord. 

xxhr=repmat(0:res:imx-res,imy/res,1);   % matrix x coord. high resolution 

yy=repmat((0:imy-1)',1,imx);            % matrix y coord. 

yyhr=repmat((0:res:imy-res)',1,imx/res);% matrix y coord. high resolution 

% 

%% Sobel of full image 

h = [1 2  1;0 0 0 ;-1 -2 -1]; 

v = [1 0 -1; 2 0 -2;1 0 -1]; 

J = imfilter(im,h); 

K = imfilter(im,v); 

sobel = (J.^2 + K.^2).^0.5; 

% 

%% Edge detection 

edge_type1='GRID'; 

edge_type2='BRICK'; 

edge_dir1='horizontal'; 

edge_dir2='vertical'; 

%% 

[a1, b1, 

edge1,w1]=edgedetection_fun_param(im,xx,yy,xxhr,yyhr,edge_type1,edge_dir1,w(1:4),  

res,SoN,mod); 

[a3, b3, 

edge3,w3]=edgedetection_fun_param(im,xx,yy,xxhr,yyhr,edge_type1,edge_dir2,w(9:12), 

res,SoN,mod); 

  

ox = (b1-b3)/(a3-a1);   %grid origin x coordinate 

oy = a1*ox+b1;          %grid origin y coordinate 

  

%% Rough search for brick edge and definition of smaller windows 

% Selection of area within a cell of the grid 

flag=ox>imx/2;  

switch flag 

case 0 
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win1=[floor(ox)+260 floor(ox)+470 floor(oy)+10  floor(oy)+220];  

win2=[floor(ox)+10  floor(ox)+220 floor(oy)+260 floor(oy)+470]; 

case 1 

win1=[floor(ox)-480 floor(ox)-270 floor(oy)+10  floor(oy)+220];  

win2=[floor(ox)-230 floor(ox)-20  floor(oy)+260 floor(oy)+470];      

end 

%% 

window1=sobel(win1(3):win1(4),win1(1):win1(2)); 

window2=sobel(win2(3):win2(4),win2(1):win2(2)); 

[~, edge_pos1]=max(sum(window1,2)); %aprox position of horizontal edge 

win1=[win1(1) win1(2) win1(3)+edge_pos1-15 win1(3)+edge_pos1+15]; %redefinition of 

searching interval 

[~, edge_pos2]=max(sum(window2,1));%aprox position of vertical edge 

win2=[win2(1)+edge_pos2-15 win2(1)+edge_pos2+15 win2(3) win2(4)]; 

%% Brick edge detection 

[a2, b2, edge2, 

w2]=edgedetection_fun_param(im,xx,yy,xxhr,yyhr,edge_type2,edge_dir1,win1,res,SoN,m

od); 

[a4, b4, edge4, 

w4]=edgedetection_fun_param(im,xx,yy,xxhr,yyhr,edge_type2,edge_dir2,win2,res,SoN,m

od);               

  

%% Calculate position 1 mm from  brick edge (alignment) 

%considering the orientation of edge 

alfa2=atan(a2); %angle of horizontal edge 

%if left side of brick I need to add 1mm to go to the right 

%if right side of brick I need to remove 1mm to go to the left 

if mean(edge1(:,2))<mean(edge2(:,2)) % control if the grid is on th eleft or on 

the right 

d=250; 

else 

d=-250; 

end 

% create a line parallel to horizontal edge 

b21=b2+d/cos(alfa2); 

line2=a2*xxhr(1,:)+b21; 

x_int3=(b21-b3)/(a3-a2);%intersection with vertical grid 

y_int3=a2*x_int3+b21; 

x_int4=(b21-b4)/(a4-a2);%intersection with vertical edge 

y_int4=a2*x_int4+b21; 

  

%angle of vertical edge 

if a4>0 

alfa4=atan(a4); 

else 

alfa4=atan(a4)+pi; 

end 

%similar to above 

if mean(edge3(:,1))<mean(edge4(:,1)) 

d=-250; 

else 

d=250; 

end 

% create a line parallel to vertical edge 

b41=b4+d/cos(alfa4); 

line4=a4*xxhr(1,:)+b41; 

x_int1=(b41-b1)/(a1-a4);%intersection with horizontal grid 

y_int1=a1*x_int1+b1; 

x_int2=(b41-b2)/(a2-a4);%intersection with horizontal edge 

y_int2=a2*x_int2+b2; 

  

%% Recalculate edge in a smaller interval (measuring edge) 

d1=10; 

%definition of new window for edge detection 

win2cx =find(xx(1,:)==round(x_int2));  

win2cy =find(yy(:,1)==round(y_int2)); 

w2new=  [max(win2cx-2*d1,win1(1)) min(win2cx+2*d1,win1(2)) max(win2cy-d1,win1(3)) 

min(win2cy+d1,win1(4))]; 

try 
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[a2new, b2new, edge2new]=edgedetection_fun_param(im, xx, 

yy,xxhr,yyhr,edge_type2,edge_dir1,w2new,res,SoN,mod);  

catch 

disp('An error occurred.'); 

disp('Execution will continue.'); 

a2new=a2;b2new= b2;edge2new=edge2; 

end 

  

  

win4cx =find(xx(1,:)==round(x_int4)); 

win4cy =find(yy(:,1)==round(y_int4)); 

w4new=  [max(win4cx-d1,win2(1)) min(win4cx+d1,win2(2)) max(win4cy-2*d1,win2(3)) 

min(win4cy+2*d1,win2(4))]; 

try 

[a4new, b4new, edge4new]=edgedetection_fun_param(im, xx, 

yy,xxhr,yyhr,edge_type2,edge_dir2,w4new,res,SoN,mod);  

catch 

disp('An error occurred.'); 

disp('Execution will continue.'); 

a4new=a4;b4new= b4;edge4new=edge4; 

end 

%% Calculate measuring points 

x_int2new=(b41-b2new)/(a2new-a4); 

y_int2new=a2new*x_int2+b2new; 

  

% 

if a4new==inf 

x_int4new=mean(edge4new(:,1)); 

else 

x_int4new=(b21-b4new)/(a4new-a2); 

end     

y_int4new=a2*x_int4new+b21; 

  

%% Outputs 

% ox = (b1-b3)/(a3-a1);   %grid origin x coordinate 

% oy = a1*ox+b1;          %grid origin y coordinate 

alfax=rad2deg(atan(a1));%angle of horizontal grid 

alfay=rad2deg(atan(a3));%angle of vertical grid 

if alfay<0 

alfay=180+alfay; 

end 

xh=x_int2new;           %x coordinate of meas. point on horizontal brick edge 

yh=y_int2new;           %y coordinate of meas. point on horizontal brick edge 

alfah=rad2deg(alfa2);   %angle of horizontal brick edge 

xv=x_int4new;           %x coordinate of meas. point on vertical brick edge 

yv=y_int4new;           %y coordinate of meas. point on vertical brick edge 

alfav=rad2deg(alfa4);   %angle of vertical brick edge 

% 

win=[w1 win1 w3 win2];      %edge searching window matrix used  

  

%% Plot 

figure(fig_num) 

imagesc(xx(1,:),yy(:,1),im) 

colormap(gray);axis image 

hold on 

plot(edge1(:,1), edge1(:,2),'LineWidth', 3,'Color',[0 0.1 0.9]) 

plot(edge2(:,1), edge2(:,2),'LineWidth', 3,'Color',[0 0.1 0.9]) 

plot(edge3(:,1), edge3(:,2),'LineWidth', 3,'Color',[0 0.1 0.9]) 

plot(edge4(:,1), edge4(:,2),'LineWidth', 3,'Color',[0 0.1 0.9]) 

plot(edge2new(:,1), edge2new(:,2),'LineWidth', 3,'Color',[0.9 0 0]) 

plot(edge4new(:,1), edge4new(:,2),'LineWidth', 3,'Color',[0.9 0 0]) 

plot(xxhr(1,:), line2,'LineWidth', 2,'LineStyle','--','Color',[0 0.1 0.9]) 

plot(xxhr(1,:), line4,'LineWidth', 2,'LineStyle','--','Color',[0 0.1 0.9]) 

plot(x_int1,   y_int1,   'o','Color',[0 0.8 

0.2],'MarkerSize',5,'MarkerFaceColor',[0 0.8 0.2]) 

plot(x_int2new,y_int2new,'o','Color',[0 0.8 

0.2],'MarkerSize',5,'MarkerFaceColor',[0 0.8 0.2]) 

plot(x_int3,   y_int3,   'o','Color',[0 0.8 

0.2],'MarkerSize',5,'MarkerFaceColor',[0 0.8 0.2]) 
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plot(x_int4new,y_int4new,'o','Color',[0 0.8 

0.2],'MarkerSize',5,'MarkerFaceColor',[0 0.8 0.2]) 

plot(ox,oy,'o','Color',[0 0.8 0.2],'MarkerSize',5,'MarkerFaceColor',[0 0.8 0.2]) 

xlim([xx(1,1) xx(1,end)]) 

ylim([yy(1,1) yy(end,1)]) 

  

hold off 

%% 

  

figure(fig_num+50) 

imagesc(xx(1,:),yy(:,1),sobel) 

colormap(gray);axis image 

hold on 

plot(edge1(:,1), edge1(:,2),'LineWidth', 3,'Color',[0 0.1 0.9]) 

plot(edge2(:,1), edge2(:,2),'LineWidth', 3,'Color',[0 0.1 0.9]) 

plot(edge3(:,1), edge3(:,2),'LineWidth', 3,'Color',[0 0.1 0.9]) 

plot(edge4(:,1), edge4(:,2),'LineWidth', 3,'Color',[0 0.1 0.9]) 

plot(edge2new(:,1), edge2new(:,2),'LineWidth', 3,'Color',[0.9 0 0]) 

plot(edge4new(:,1), edge4new(:,2),'LineWidth', 3,'Color',[0.9 0 0]) 

plot(xxhr(1,:), line2,'LineWidth', 2,'LineStyle','--','Color',[0 0.1 0.9]) 

plot(xxhr(1,:), line4,'LineWidth', 2,'LineStyle','--','Color',[0 0.1 0.9]) 

plot(x_int1,   y_int1,   'o','Color',[0 0.8 

0.2],'MarkerSize',5,'MarkerFaceColor',[0 0.8 0.2]) 

plot(x_int2new,y_int2new,'o','Color',[0 0.8 

0.2],'MarkerSize',5,'MarkerFaceColor',[0 0.8 0.2]) 

plot(x_int3,   y_int3,   'o','Color',[0 0.8 

0.2],'MarkerSize',5,'MarkerFaceColor',[0 0.8 0.2]) 

plot(x_int4new,y_int4new,'o','Color',[0 0.8 

0.2],'MarkerSize',5,'MarkerFaceColor',[0 0.8 0.2]) 

plot(ox,oy,'o','Color',[0 0.8 0.2],'MarkerSize',5,'MarkerFaceColor',[0 0.8 0.2]) 

xlim([xx(1,1) xx(1,end)]) 

ylim([yy(1,1) yy(end,1)]) 

hold off 

% % % 
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 %%%%%%%  

% Author:giucos 

% date 2016/12/01 

% Description:function to find edge (vertical or horizontal) from a selected 

windows in a 

% picture. A linear regression with exclusion of outliers is performed to 

% find a  straigt edge. 

% 

% input:    im:         grey level image matrix 

%           xx:         x coordinate matrix 

%           yy:         y coordinate matrix 

%           xxhr:       x coordinate matrix high resolution 

%           yyhr:       y coordinate matrix high resolution 

%           edge_type:  brick or grid (could not exist) 

%           edge dir:   horizontal or vertical                

%           w:          edge searching window matrix (could be 0) 

% 

% output:   a:          angular coefficient of edge regression 

%           b:          constant coefficient of edge regression 

%           edge:       x y coordinates of found edge 

%           r:          searching window used 

% 

%%%%%% 

function [a, b, edge,r]=edgedetection_fun(im, xx, yy,xxhr,yyhr, 

edge_type,edge_dir,w) 

%% Select edge and create x y matrix 

bb=any(any(w)); 

switch bb 

case 0 

figure; 

fig = gcf; 

set ( fig, 'Units', 'normalized', 'Position', [0,0,1,1]); 

imagesc(im);colorbar;colormap('gray'); 

ttl=strcat({'Select'},{' '},{edge_dir} ,{' '},{edge_type},{' '},{'edge'}); 

title(ttl, 'FontSize', 30,'Color', 'r'); 

axis image; 

r=getrect; 

close  

r=round([r(1)  r(1)+floor(r(3)/2)*2  r(2)  r(2)+floor(r(4)/2)*2]); 

otherwise 

r=w; 

end 

% 

%% create x y z matrix of selected window 

bv_z=im(r(3):r(4), r(1):r(2)); 

bv_x=xx(r(3):r(4), r(1):r(2)); 

bv_xhr=xxhr((r(3)-1)*20+1 : r(4)*20 , (r(1)-1)*20+1 : r(2)*20); 

bv_y=yy(r(3):r(4), r(1):r(2)); 

bv_yhr=yyhr((r(3)-1)*20+1 : r(4)*20 , (r(1)-1)*20+1 : r(2)*20); 

[m, n]=size(bv_z); 

% 

%% Sobel filter 

% generate horizontal/vertical edge emphasis kernel sobel 3x3 

h = [1 2  1;0 0 0 ;-1 -2 -1]; 

v = [1 0 -1; 2 0 -2;1 0 -1]; 

J = imfilter(bv_z,h); 

K = imfilter(bv_z,v); 

sobel = (J.^2 + K.^2).^0.5; 

% % generate horizontal/vertical edge emphasis kernel sobel 5x5 

% h5=[2 3 4 3 2;1 2 3 2 1;0 0 0 0 0;-1 -2 -3 -2 -1;-2 -3 -4 -3 -2]; 

% v5=[2 1 0 -1 -2;3 2 0 -2 -3;4 3 0 -3 -4;3 2 0 -2 -3;2 1 0 -1 -2]; 

% J5 = imfilter(bv_z,h5); 

% K5 = imfilter(bv_z,v5); 

% sobel = (J5.^2 + K5.^2).^0.5; 

% 

%% Remove boundary elements because not significant 

bv_x=bv_x(3:m-2,3:n-2); 

bv_xhr=bv_xhr(41:(m-2)*20,41:(n-2)*20); 

bv_y=bv_y(3:m-2,3:n-2); 

bv_yhr=bv_yhr(41:(m-2)*20,41:(n-2)*20); 
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sobel=sobel(3:m-2,3:n-2); 

[m, n]=size(sobel); 

  

% 

%% Different calculation for horizontal and vertical edges 

switch edge_dir 

  

%% Subpixel edge detection along columns     

case 'horizontal' 

ypos1=zeros(1,n); 

  

for i=1:n 

sobelNorm =(sobel(:,i)-min(sobel(:,i)))/std(sobel(:,i));%normalization 

[maxlr,I] =max(sobelNorm); % max of sobel along columns 

% if max too small edge doesn't exist 

if maxlr>2 

% if max is in the border of the selection of neighborhood isn't possible 

SoN1=7; 

if and(I>SoN1,I<m-SoN1)         

int=sobelNorm(I-SoN1:I+SoN1);   % select neighbour interval  

%remove average  value of ordinate to have a better condition in fitting 

dy=-mean(bv_y(I-SoN1:I+SoN1,i)); 

y=bv_y(I-SoN1:I+SoN1,i)+dy; 

% 

yhr=bv_yhr(1+((I-1)-SoN1)*20:1+((I-1)+SoN1)*20,1+(i-1)*20); 

[xData, yData] = prepareCurveData( y, int ); 

ft = fittype( 'poly4' ); 

[fitresult, ~] = fit( xData, yData, ft ); 

coe=coeffvalues(fitresult); 

%change fitting coefficients to match initial coordinates 

coe1(1)=  coe(1); 

coe1(2)=4*coe(1)*dy  +  coe(2); 

coe1(3)=6*coe(1)*dy^2+3*coe(2)*dy  +  coe(3); 

coe1(4)=4*coe(1)*dy^3+3*coe(2)*dy^2+2*coe(3)*dy  +coe(4); 

coe1(5)=  coe(1)*dy^4+  coe(2)*dy^3+  coe(3)*dy^2+coe(4)*dy +coe(5); 

%search for max high resolution 

ghr= coe1(1)*yhr.^4 + coe1(2)*yhr.^3 + coe1(3)*yhr.^2 + coe1(4)*yhr+coe1(5); 

[~, Ihr]= max(ghr); 

ypos1(i)=yhr(Ihr); %in pixel 

end  

end 

end 

% 

%% Linear regression of edge just found 

data=[bv_x(1,:)' ypos1']; 

data(any(data==0,2),:)=[]; 

ypos2=data(:,2)-mean(data(:,2));%remove average for better conditioned fitting 

xpos2=data(:,1)-mean(data(:,1)); 

%    

[xData, yData] = prepareCurveData( xpos2, ypos2); 

ft = fittype( 'poly1' ); 

opts = fitoptions( 'Method', 'LinearLeastSquares' ); 

opts.Lower = [-0.1 -0.1]; 

opts.Robust = 'Bisquare'; 

opts.Upper = [0.1 0.1]; 

[fitresult, ~] = fit( xData, yData, ft, opts ); 

coe=coeffvalues(fitresult); 

%% Calculation of outliers from residuals 

residuals=coe(1)*xpos2+coe(2)-ypos2; 

stdev=std(residuals); 

if stdev~=0 

av=mean(residuals); 

prob=1/length(residuals); 

bound_low=norminv(prob,av,stdev); 

bound_high=2*av-bound_low; 

data=data(any((residuals <= bound_high & residuals  >= bound_low),2),:); 

%% New Regression 

ypos2=data(:,2)-mean(data(:,2));%remove average for better conditioned fitting 

xpos2=data(:,1)-mean(data(:,1));  

[xData, yData] = prepareCurveData( xpos2, ypos2); 
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ft = fittype( 'poly1' ); 

opts = fitoptions( 'Method', 'LinearLeastSquares' ); 

opts.Lower = [-0.1 -0.1]; 

opts.Robust = 'Bisquare'; 

opts.Upper = [0.1 0.1]; 

[fitresult, ~] = fit( xData, yData, ft, opts ); 

coe=coeffvalues(fitresult); 

end 

a=coe(1); 

b=coe(2)-coe(1)*mean(data(:,1))+mean(data(:,2)); 

edge_vfit=a*bv_xhr(1,:)+b; 

edge=[ bv_xhr(1,:)' edge_vfit']; 

% 

  

%% 

% plot(bv_xhr(1,:), edge_vfit) 

%% 

  

%% Subpixel edge detection along rows     

case 'vertical' 

xpos1=zeros(m,1); 

  

for i=1:m 

sobelNorm =(sobel(i,:)-min(sobel(i,:)))/std(sobel(i,:));%normalization 

[maxlr,I] =max(sobelNorm); % max of sobel along columns 

% if max too small edge doesn't exist 

if maxlr>2 

% if max is in the border of the selection of neighborhood isn't possible 

SoN1=7; 

if and(I>SoN1,I<n-SoN1) 

int=sobelNorm(I-SoN1:I+SoN1);  % select neighbour interval  

% remove average  value of ordinate to have a better condition in fitting 

dx=-mean(bv_x(i,I-SoN1:I+SoN1)); 

x=bv_x(i,I-SoN1:I+SoN1)+dx; 

% 

xhr=bv_xhr(1+(i-1)*20,1+((I-1)-SoN1)*20:1+((I-1)+SoN1)*20); 

[xData, yData] = prepareCurveData( x, int ); 

ft = fittype( 'poly4' ); 

[fitresult, ~] = fit( xData, yData, ft ); 

coe=coeffvalues(fitresult); 

%change fitting coefficients to match initial coordinates 

coe1(1)=  coe(1); 

coe1(2)=4*coe(1)*dx  +  coe(2); 

coe1(3)=6*coe(1)*dx^2+3*coe(2)*dx  +  coe(3); 

coe1(4)=4*coe(1)*dx^3+3*coe(2)*dx^2+2*coe(3)*dx  +coe(4); 

coe1(5)=  coe(1)*dx^4+  coe(2)*dx^3+  coe(3)*dx^2+coe(4)*dx +coe(5); 

%search for max high resolution 

ghr= coe1(1)*xhr.^4 + coe1(2)*xhr.^3 + coe1(3)*xhr.^2 + coe1(4)*xhr+coe1(5); 

[~, Ihr]= max(ghr); 

xpos1(i)=xhr(Ihr); %in pixel 

end  

end 

end 

%% Linear regression of edge  

data=[xpos1 bv_y(:,1)]; 

data(any(data==0,2),:)=[]; 

ypos2=data(:,2)-mean(data(:,2));%remove average for better conditioned fitting 

xpos2=data(:,1)-mean(data(:,1));   

[xData, yData] = prepareCurveData( ypos2, xpos2); 

ft = fittype( 'poly1' ); 

opts = fitoptions( 'Method', 'LinearLeastSquares' ); 

opts.Lower = [-0.1 -0.1]; 

opts.Robust = 'Bisquare'; 

opts.Upper = [0.1 0.1]; 

[fitresult, ~] = fit( xData, yData, ft, opts ); 

coe=coeffvalues(fitresult); 

%% Calculation of outliers from residuals 

residuals=coe(1)*ypos2+coe(2)-xpos2; 

stdev=std(residuals); 

if stdev~=0 
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av=mean(residuals); 

prob=1/length(residuals); 

bound_low=norminv(prob,av,stdev); 

bound_high=2*av-bound_low; 

data=data(any((residuals <= bound_high & residuals  >= bound_low),2),:); 

%% New Regression 

ypos2=data(:,2)-mean(data(:,2));%remove average for better conditioned fitting 

xpos2=data(:,1)-mean(data(:,1));   

[xData, yData] = prepareCurveData( ypos2, xpos2); 

ft = fittype( 'poly1' ); 

opts = fitoptions( 'Method', 'LinearLeastSquares' ); 

opts.Lower = [-0.1 -0.1]; 

opts.Robust = 'Bisquare'; 

opts.Upper = [0.1 0.1]; 

[fitresult, ~] = fit( xData, yData, ft, opts ); 

coe=coeffvalues(fitresult); 

end 

a1=coe(1); 

b1=coe(2)-coe(1)*mean(data(:,2))+mean(data(:,1)); 

edge_vfit=a1*bv_yhr(:,1)+b1; 

edge=[edge_vfit, bv_yhr(:,1)]; 

% invert coordiantes (y-->x) (x-->y)  

a=1/a1;b=-b1/a1; 

%% 

% plot(edge_vfit, bv_yhr(:,1)) 

%% 

end 

end 
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Digital Image correlation 
%%% 

% Author: giucos 

% Description:  Calculate diplacement field from pictures of deformed state 

%               and a picture of original state. Possibility to divide the 

%               pictures in subsets of smaller dimensions 

%%%%% 

%% 

clc 

close all 

clear all 

%% Select folder with pictures 

folder_name = uigetdir; 

cd(folder_name)  

allFiles = dir( [folder_name '\*.bmp']); 

allNames = { allFiles.name }'; 

  

%% Define subsets grid 

prompt = {'Subset size(odd number):','Search window size (odd number):','Columns 

number:', 'Rows number:'}; 

dlg_title = 'Patch grid inputs'; 

dim_dlg=repmat([1 length(dlg_title)+40],4,1); 

defaultans = {'61','91','1','1'}; 

answer = inputdlg(prompt,dlg_title,dim_dlg ,defaultans); 

  

ss=str2double(answer{1});           %size of the feature to correlate 

ws=str2double(answer{2});           %size of the window to sweep 

col_num=str2double(answer{3});      %number of columns of the grid 

row_num=str2double(answer{4});  

  

%% 

chrono=tic; % Start measuring time 

  

n= length (allNames); %n of picture to correlate 

%reference picture = picture at time 0 

f=imread(char(allNames(1))); 

f=double(f);                                         

f=sqrt((f(:,:,1).^2+f(:,:,2).^2+f(:,:,3).^2)/3); 

f=f(1:470,1:630);%reduced image to remove edge 

% 

pic_time=[0 0 0]; 

pic_time1=zeros(1,n); 

out=zeros(col_num*row_num,14,n); 

d=[0 0]; 

r=0; 

A = cell(n,1); %element with all the pictures 

for i=1:n 

filename=char(allNames(i)); 

g=imread(filename); 

g=double(g);%convert number format                                         

g=sqrt((g(:,:,1).^2+g(:,:,2).^2+g(:,:,3).^2)/3);%sum of intensity of 3 colour 

channels 

g=g(1:470,1:630);%not all picture because there are borders 

%defining the time instant of the picture 

FileInfo = dir(filename); 

[Y, M, D, H, MN, S] = datevec(FileInfo.datenum); 

pic_time =[H MN S]; 

pic_time1(1,i)=pic_time(1,1)/24+pic_time(1,2)/1440+pic_time(1,3)/86400; %time of 

picture in days 

% 

[output,Time] =ImageCorrelationFun(ss, ws, col_num, row_num, g, f,chrono);      

%2D correlation matrix 

out(:,:,i)=output;     

%   d(i,:)=[out(2,3) out(2,4)]; 

A{i}=g; 

end 

totaltime=toc(chrono); 

  

%% 

time_poly(:,:)=out(:,14,:);  
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time_gauss(:,:)=out(:,13,:); 

time_corr(:,:)=out(:,12,:); 

time_all=[time_corr time_gauss time_poly];%time to perform the calculation 

dx_gauss=[out(:,1,1) out(:,2,1) zeros(length (out(:,1,1)),length 

(out(1,1,:)))];%displacement in µm 

dy_gauss=[out(:,1,1) out(:,2,1) zeros(length (out(:,1,1)),length (out(1,1,:)))]; 

dx_poly=[out(:,1,1) out(:,2,1) zeros(length (out(:,1,1)),length (out(1,1,:)))]; 

dy_poly=[out(:,1,1) out(:,2,1) zeros(length (out(:,1,1)),length (out(1,1,:)))]; 

for k=1:length (out(1,1,:)) 

dx_gauss(:,k+2)=out(:,5,k)/0.2472;%0.2472 =magnification 

dy_gauss(:,k+2)=out(:,6,k)/0.2472; 

dx_poly(:,k+2)=out(:,7,k)/0.2472; 

dy_poly(:,k+2)=out(:,8,k)/0.2472; 

end 

%% --- Plots --- 

figure;imagesc(A{1});colormap(gray);hold on 

for i= 1:n 

dispx(:,i)=[out(:,5,i)]; 

dispy(:,i)=[out(:,6,i)]; 

quiver(out(:,1,i),out(:,2,i),out(:,5,i)*10,out(:,6,i)*10,'AutoScale', 

'off','LineWidth',2,'Color',[1/i^0.5  1-1/i^0.5 1-1/i^0.7]); 

end 

hold off 

%% 

sub_center=[out(:,1,1) out(:,2,1)]; 
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%%% 

% Author: giucos 

% Description:  the script perform 2d correlation of two picture using 

%               smaller searching windows (faster correlation) and perform 

%               a subpixel estimation of the displacemetn using gaussian  

%               and polynomial fit on the correlation result 

% 

% Inputs:   ss = size of the feature to correlate (subset) 

%           ws = size of the window to sweep 

%           col_num = number of columns of the grid 

%           row_num = number of row of the grid 

%           f = "initial state" reference image 

%           g = "deformed state" image 

% Outputs:  center_x = x coordinate of center of correlation patchs 

%           center_y = y coordinate of center of correlation patchs 

%           disp_x   = x displacements from correlation 

%           disp_y   = y displacements from correlation 

%           disp_x_g = x displacements after gaussian fitting of correlation  

%           disp_y_g = y displacements after gaussian fitting of correlation 

%           disp_x_p = x displacements after polynomial fitting of correlation 

%           disp_y_p = y displacements after polynomial fitting of correlation 

%           max_0    = maximum values of correlation 

%           max_m    = maximum values of gaussian fitting function  

%           max_p    = maximum values of polynomial fitting function 

%           Time     = time elapsed 

%%% 

function [output,Time]=ImageCorrelationFun(ss, ws, col_num, row_num, g, f, chrono) 

%% --- Initialization for cycle --- 

time0=toc(chrono); 

%% 

[m n]=size(g); 

center_x = zeros(row_num,col_num);  %position of center of correlation patch 

center_y = zeros(row_num,col_num); 

disp_x   = zeros(row_num,col_num);  %displacement from correlation   

disp_y   = zeros(row_num,col_num); 

disp_x_g = zeros(row_num,col_num);  %displacement with gaussian fit 

disp_y_g = zeros(row_num,col_num); 

disp_x_p = zeros(row_num,col_num);  %displacement with polynomial fit 

disp_y_p = zeros(row_num,col_num); 

max_0    = zeros(row_num,col_num);  % maximum values of pathc correlations  

max_m    = zeros(row_num,col_num); 

max_p    = zeros(row_num,col_num); 

time_corr= zeros(row_num,col_num); 

time_g   = zeros(row_num,col_num); 

time_p   = zeros(row_num,col_num); 

  

if row_num~=1 

pitchx=floor((n-(ws))/(col_num-1)); 

end 

if col_num~=1 

pitchy=floor((m-(ws))/(row_num-1)); 

end 

%% --- For cycle (correlation) --- 

for i=1:row_num                      

for j=1:col_num 

%% Correlation   

%center of correlated area 

if row_num==1 

cx= floor(n/2); 

else 

cx=floor(ws+1)/2+pitchx*(j-1); 

end 

if col_num==1 

cy=floor(m/2); 

else 

cy=floor(ws+1)/2+pitchy*(i-1); 

end     

center_x(i,j)=cx; 

center_y(i,j)=cy; 

% 
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g1=g(cy-(ss-1)/2:cy+(ss-1)/2,cx-(ss-1)/2:cx+(ss-1)/2);  %correlation subset 

f1=f(cy-(ws-1)/2:cy+(ws-1)/2,cx-(ws-1)/2:cx+(ws-1)/2);  %correlation searching 

window 

  

time=toc(chrono);      

r_norm=normxcorr2(g1,f1);                   %2d normalized correlation 

time_corr(i,j)=toc(chrono)-time; 

% figure;surf(r_norm,'EdgeColor','none'); shading interp 

[M1,I1] = max(r_norm(:));                   %identification of maximum in the 

corr. matrix 

[I_row, I_col] = ind2sub(size(r_norm),I1);  %index of maximum point 

%time_corr(i,j)=toc; 

s1=size(r_norm); 

disp_x(i,j)=(s1(2)+1)/2-I_col; 

disp_y(i,j)=(s1(1)+1)/2-I_row; 

% if M1>0.5     %Threshold. If maximumvalue is small the correlation is 

inefficient (not real overlapping) 

  

%% subpixel maximum search correlation function fitting method 

time=toc(chrono);  

[Mg,X_max_g,Y_max_g]=mainD2GaussFitRot1(r_norm,I_row,I_col); %Gaussian fit 

% Mg=0; X_max_g=0; Y_max_g=0; %Uncomment to remove gaussian fit 

time_g(i,j)=toc(chrono)-time; 

% plot 

figure; 

surf(Xhr,Yhr,Zgauss,'EdgeColor','none'); 

colormap parula; 

axis('tight') 

% axis([-2.3 2.3 -2.3 2.3]) 

hold on 

  

scatter3(reshape(X,[25,1]),reshape(Y,[25,1]),reshape(Z,[25,1]),100,'k','filled'); 

mesh(X,Y,Z,'EdgeColor','k','facecolor','none') 

xlabel('x' ,'FontSize', 20,'FontName','Times New Roman') 

ylabel('y', 'FontSize', 20,'FontName','Times New Roman') 

zlabel('Correlation function', 'FontSize', 20,'FontName','Times New Roman') 

  

set(gca, 'FontSize', 20,'FontName','Times New Roman'); 

hold off 

axes1 = axes('Parent',figure1); 

view(axes1,[-37.5 30]); 

box(axes1,'on'); 

grid(axes1,'on'); 

hold(axes1,'all'); 

box on 

ax=gca; 

ax.BoxStyle = 'back'; 

% 

  

  

time=toc(chrono); 

[Mp,X_max_p,Y_max_p]=mainD2PolyFit(r_norm,I_row,I_col); %Second order polynomial 

fit 

% Mp=0; X_max_p=0; Y_max_p=0;%Uncomment to remove polynomial fit 

time_p(i,j)=toc(chrono)-time; 

% 

%% 

  

center_x(i,j)=cx; 

center_y(i,j)=cy; 

  

disp_x(i,j)=(s1(2)+1)/2-I_col; 

disp_y(i,j)=(s1(1)+1)/2-I_row; 

disp_x_g(i,j)=(s1(2)+1)/2-I_col-X_max_g; 

disp_y_g(i,j)=(s1(1)+1)/2-I_row-Y_max_g; 

disp_x_p(i,j)=(s1(2)+1)/2-I_col-X_max_p; 

disp_y_p(i,j)=(s1(1)+1)/2-I_row-Y_max_p; 

  

max_0(i,j)=M1; 

max_m(i,j)=Mg; 
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max_p(i,j)=Mp; 

  

% else 

% end 

  

end 

end 

  

%% --- Outputs --- 

center_x = reshape(center_x , row_num*col_num,1); 

center_y = reshape(center_y , row_num*col_num,1); 

  

disp_x   = reshape(disp_x   , row_num*col_num,1); 

disp_y   = reshape(disp_y   , row_num*col_num,1); 

disp_x_g = reshape(disp_x_g , row_num*col_num,1); 

disp_y_g = reshape(disp_y_g , row_num*col_num,1); 

disp_x_p = reshape(disp_x_p , row_num*col_num,1); 

disp_y_p = reshape(disp_y_p , row_num*col_num,1); 

  

max_0    = reshape(max_0    , row_num*col_num,1); 

max_m    = reshape(max_m    , row_num*col_num,1); 

max_p    = reshape(max_p    , row_num*col_num,1); 

  

time_corr= reshape(time_corr   , row_num*col_num,1); 

time_g   = reshape(time_g   , row_num*col_num,1); 

time_p   = reshape(time_p   , row_num*col_num,1); 

  

%output dimensions n.subsets x 14 

output=[center_x center_y disp_x disp_y disp_x_g disp_y_g disp_x_p disp_y_p... 

max_0 max_m max_p time_corr time_g time_p]; 

% TF = output(:,3)==0; 

% output(TF,:) = [] ; 

  

Time = toc(chrono)-time0; 
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%% Fit a 2D gaussian function to data 

%% 

%      

function [Mg1,X_max,Y_max]=mainD2GaussFitRot1(r_norm,I_row,I_col) 

%%  

FitSize=5; %Size of matrix to fit. Even number 

if and(I_row>(FitSize-1)/2,and(I_row<(length(r_norm(:,1))-(FitSize-1)/2),... 

and(I_col>(FitSize-1)/2,(I_col<(length(r_norm(1,:))-(FitSize-1)/2))))) 

  

Z=r_norm(I_row-(FitSize-1)/2:I_row+(FitSize-1)/2,I_col-(FitSize-

1)/2:I_col+(FitSize-1)/2); 

[X,Y] = meshgrid(-(FitSize-1)/2:1:(FitSize-1)/2); 

  

MdataSize = length(Z(:,1)); 

x0 = [1,0,50,0,50,0]; %Inital guess parameters[Amplitude, x0, sigmax, y0, sigmay, 

angle(in rad)] 

xdata = zeros(size(X,1),size(Y,2),2); 

xdata(:,:,1) = X; 

xdata(:,:,2) = Y; 

  

%% --- Fit--------------------- 

lb = [0,-MdataSize/2,0,-MdataSize/2,0,-pi/4]; 

ub = 

[realmax('double'),MdataSize/2,(MdataSize/2)^2,MdataSize/2,(MdataSize/2)^2,pi/4]; 

[x,~,~,exitflag] = lsqcurvefit(@D2GaussFunctionRot,x0,xdata,Z,lb,ub); 

  

[Xhr,Yhr] = meshgrid(-MdataSize/2:0.05:MdataSize/2); % generate high res grid for 

plot 

sizehr=size(Xhr); 

xdatahr = zeros(sizehr(1),sizehr(2),2); 

xdatahr(:,:,1) = Xhr; 

xdatahr(:,:,2) = Yhr; 

Zgauss=D2GaussFunctionRot(x,xdatahr); 

[Mg1,Img1] = max(Zgauss(:)); 

X_max=Xhr(Img1);Y_max=Yhr(Img1); 

else 

Mg1=0;X_max=0;Y_max=0; end 



Appendix A: Matlab codes 213 

 

 

% Fit a 2D polynominal function to data 

%% 

function [Mp1,X_max,Y_max]=mainD2PolyFit(r_norm,I_row,I_col) 

%% ---------User Input--------------------- 

FitSize=5; %Size of matrix to fit. Even number 

if and(I_row>(FitSize-1)/2,and(I_row<(length(r_norm(:,1))-(FitSize-1)/2),... 

and(I_col>(FitSize-1)/2,(I_col<(length(r_norm(1,:))-(FitSize-1)/2))))) 

%definition of three  matrix of coordinates to fit 

Z=r_norm(I_row-(FitSize-1)/2:I_row+(FitSize-1)/2,I_col-(FitSize-

1)/2:I_col+(FitSize-1)/2); 

[X,Y] = meshgrid(-(FitSize-1)/2:1:(FitSize-1)/2); 

% 

MdataSize = length(Z(:,1)); 

x0 = [1,1,0,1,0,1,0]; %Inital guess parametersx [a0, ax1, ax2, ay1, ay2, axy, fi] 

xdata = zeros(size(X,1),size(Y,2),2); 

xdata(:,:,1) = X; 

xdata(:,:,2) = Y; 

  

%%  --- Fit--------------------- 

lb = [-inf,-inf,-inf,-inf,-inf,-inf,-pi/4]; 

ub = [ inf,inf,inf,inf,inf,inf,pi/4]; 

[x,~,~,exitflag] = lsqcurvefit(@D2PlynomialFunctionRot,x0,xdata,Z,lb,ub); 

  

% [xData, yData, zData] = prepareSurfaceData(X,Y,Zm); 

% [fitresult, gof] = fit([xData, yData],zData,'poly22'); 

% c_val=(coeffvalues(fitresult))'; 

  

[Xhr,Yhr] = meshgrid(-MdataSize/2:0.05:MdataSize/2); % generate high res grid for 

plot 

sizehr=size(Xhr); 

xdatahr = zeros(sizehr(1),sizehr(2),2); 

xdatahr(:,:,1) = Xhr; 

xdatahr(:,:,2) = Yhr; 

Zpoly=D2PlynomialFunctionRot(x,xdatahr); 

[Mp1,Imp1] = max(Zpoly(:)); 

X_max=Xhr(Imp1);Y_max=Yhr(Imp1); 

[Min_g1,Imin_g1] = min(Zpoly(:)); 

else 

Mp1=0;X_max=0;Y_max=0;  

end 
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