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Abstract
Frequency tuned parametric amplifiers may experience changes in both the two-to-one frequency ratio between the parametric and the direct excitation, and between the direct excitation frequency and the systems natural frequency. These effects are investigated theoretically using a Duffing-Mathieu equation as the model system, and investigated experimentally using a macro cantilever beam as the model object. The approximate analytical steady-state vibration amplitudes are derived using the method of varying amplitudes, and compared with results of direct numerical integration, showing good agreement. Theoretical predictions reveal that for detuned superthreshold parametric amplification some of the amplitude-frequency curves appear to collapse. Experiments show that a drop in the maximum steady-state vibration amplitude occurs for specific areas in the amplitude-excitation detuning domain, whereas for other areas frequency detuning may yield an increased maximum steady-state vibration amplitude. Thus frequency detuning is a feature which can purposefully be avoided or utilized, dependent on the usage e.g. for sensors or energy harvesters. We report experimentally obtained bistable amplified steady-state responses, which also support theoretical findings.
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1. Introduction

Parametric amplification (in the present context understood as adding parametric excitation to direct excitation for boosting resonant oscillations)
may be exploited in mechanical [1, 2], electrical [3], optical [4], acoustical [5] and thermal [6] systems. It has been utilized for e.g. mass and force sensing, signal filtering, timing, switching and signal processing [7, 8, 9]. Recently parametric amplification was examined in a macromechanical context [10, 11] as a means for amplifying the output of resonant macrotransducers. The effect of superthreshold parametric pumping was demonstrated in [12]; here one adds parametric excitation to direct excitation, where the resulting steady-state vibration amplitude-frequency response is dominated by the parametric excitation component, and where the parametric instability threshold is associated with the Arnold tongue. Optimal excitation parameters, i.e. how to maximize the steady-state vibration amplitude for a superthreshold parametrically pumped amplifier, were examined in [13]. Effects of cubic nonlinearity on subthreshold parametrically pumped steady-state vibration amplitude and frequency bandwidth was examined theoretically in [12, 14, 15] and experimentally in [16]. Most of these references consider a Duffing-Mathieu system. This is similar to [17] which has a reference to wind turbine blades, to [18] where the effect of quadratic and cubic nonlinearities are considered, and to [19] where higher-order resonances are studied.

It has been common to distinguish between perfectly tuned (i.e. a strict two-to-one frequency ratio between the principle parametric and the direct excitation) and detuned parametric amplification. In this context detuned parametric amplification was understood as a frequency ratio between the parametric and the direct excitation much different from two-to-one [10, 13]. In the perfectly tuned case a steady-state vibration amplitude which is dependent on the excitation phase has been observed, and in the strongly detuned case one obtains a steady-state vibration amplitude which is independent on the excitation phase. The present work examines effects of frequency detuning close to the two-to-one ratio between the parametric and the direct excitation frequencies. This is motivated by changes in frequencies, where the two-to-one ratio between the parametric and the direct excitation, and also the closeness to resonance, might undergo slight variations during normal operation. The two-to-one frequency ratio could also be affected by e.g. uncertainties with respect to physically adding the parametric excitation component, and the natural frequency could change due to e.g. wear, damage, or varying mass loading.

As a mathematical model, a Duffing-Mathieu equation with independent frequencies for the parametric and direct excitation is considered. The steady-state vibration amplitude is predicted approximately using the method
of varying amplitudes (MVA) [20], and compared to results of numerical direct integration and experimental observations. Compared to the preliminary work [21] the present paper provides elaborate theoretical predictions, details about the experimental setup, time-domain results, and additional experimental results in terms of amplitude-excitation phase and amplitude-frequency relations.

2. Theoretical predictions

A forced Duffing-Mathieu equation with parametric and direct excitation frequencies $\Omega_p$ and $\Omega_d$ is investigated:

$$\ddot{x} + \beta \dot{x} + \omega_0^2 (1 + p \cos (\Omega_p t)) x + \gamma x^3 = d \cos (\Omega_d t + \phi),$$

where (\dot{\cdot}) denotes temporal derivatives, $\beta = 2 \omega_0 \zeta$ where $\zeta$ is the damping ratio, $\omega_0$ is the linear natural frequency, $\gamma$ the nonlinear coefficient, $p$ the parametric excitation amplitude, $d$ the direct excitation amplitude, $t$ time, and $\phi$ the phase between the parametric and direct excitation.

A simple system described by (1) is a beam with a vibrated suspension, as shown in Fig. 1, where horizontal (axial) vibrations correspond to parametric excitation, vertical (transverse) vibrations correspond to direct excitation, the displacement amplitudes $\tilde{p}$ and $\tilde{d}$ are proportional to the excitation coefficients $p$ and $d$ in (1), and $x$ represents the modal coefficient of a single vibration mode.

2.1. General steady-state model response

The frequencies $\Omega_p$ and $\Omega_d$ are considered constant in time or quasistatically varying, and are typically tuned to be commensurate for parametric

![Figure 1: Schematic illustration of mathematical model (1).](image-url)
amplifiers, i.e. $\Omega_p/\Omega_d = 2$, which provides a periodic steady-state response. Frequency detuning, by contrast, generally yields quasi-periodic steady-state responses. Note that conventional harmonic balance methods are not applicable to obtain solutions describing quasi-periodic responses, whereas methods based on Floquet theory are only for linear pure periodic systems. Employing conventional asymptotic methods, e.g. the multiple scales perturbation method, for the considered problem results in non-autonomous nonlinear equations for amplitude and phase for the response, thus the MVA is used to solve Eq. (1). First a frequency detuning $\sigma_{pd}$ between the parametric and the direct excitation is introduced, defined by:

$$\sigma_{pd} = \Omega_d - \frac{1}{2} \Omega_p, \quad (2)$$

quantifying the nearness to exact two-to-one tuning. The MVA assumes a solution form consisting of a series of harmonics with time-varying amplitudes $B_{m1}$ and $B_{m2}$:

$$x(t) = \sum_{m=1}^{n} B_{m1}(t) \cos \left( \frac{1}{2} m \Omega_p t \right) + B_{m2}(t) \sin \left( \frac{1}{2} m \Omega_p t \right), \quad (3)$$

which, by contrast to perturbation methods such as multiple scales or averaging [22], is without restrictions such as slowly varying amplitudes. Also, by contrast to the method of harmonic balance where the coefficients $B_{m1}$ and $B_{m2}$ would be constants and Eq. (3) an approximation, the allowed time dependency of $B_{m1}$ and $B_{m2}$ means that Eq. (3) merely represents a shift of variables, which is exact for any value of $n$, even $n = 1$. The shift from the original dependent variable $x$ to $2n$ new variables, $B_{m1}$ and $B_{m2}$, implies that $2n$ equations are needed. This can be accomplished by introducing constraints in the form of $2n - 1$ additional equations. The constraints are introduced by substituting Eq. (3) into Eq. (1), and requiring $2n - 1$ groups of terms to equal zero. Equation 2$n$ includes all the remaining terms including the harmonics having order higher than $n$. The $2n - 1$ groups of terms are proposed to be the coefficients of the involved harmonic terms. Considering only the first harmonic terms in Eq. (3), i.e. $n = 1$, one obtains two equations for the amplitudes $B_1$ and $B_2$ (in which the first index has been omitted since of no importance for $n = 1)$:

$$\ddot{B}_1 + \beta \dot{B}_1 + \Omega_p \dot{B}_2 + \frac{1}{2} \beta \Omega_p B_2 + \left( \omega_0^2 \left( 1 + \frac{1}{2} p \right) - \frac{1}{4} \Omega_p^2 \right) B_1 + \frac{3}{4} \gamma \left( B_1^2 + B_2^2 \right) B_1 = d \cos \left( \sigma_{pd} t + \phi \right), \quad (4)$$
\[ \ddot{B}_2 + \beta \dot{B}_2 - \Omega_p \dot{B}_1 - \frac{1}{2} \beta \Omega_p B_1 + \left( \omega_0^2 \left( 1 + \frac{1}{2}p \right) - \frac{1}{4} \Omega_p^2 \right) B_2 + \frac{3}{4} \gamma \left( B_1^2 + B_2^2 \right) B_2 = -d \sin (\sigma_{pd} t + \phi). \] (5)

Thus Eq. (1) is restated through eqs. (4)-(5), with \( B_1 \) and \( B_2 \) as the dependent variables instead of \( x \). Approximations have been introduced by neglecting higher harmonics. This simplification is valid for small values of the nonlinear term \( \gamma x^3 \) and parametric excitation term \( p \omega_0^2 x \), compared to the linear restoring term \( \omega_0^2 x \). To solve eqs. (4) and (5) a shift of variables from \( B_1 \) and \( B_2 \) is performed:

\[ B_1(t) = B_{1s} + B_{1ns}(t), \quad B_2(t) = B_{2s} + B_{2ns}(t), \] (6)

where \( B_{1s} \) and \( B_{2s} \) are constants that satisfy:

\[ \begin{align*}
\frac{1}{2} \beta \Omega_p B_{2s} + B_{1s} \left( \omega_0^2 \left( 1 + \frac{1}{2}p \right) - \frac{1}{4} \Omega_p^2 \right) + \frac{3}{4} \gamma B_{1s} \left( B_{1s}^2 + B_{2s}^2 \right) &= 0, \\
-\frac{1}{2} \beta \Omega_p B_{1s} + B_{2s} \left( \omega_0^2 \left( 1 - \frac{1}{2}p \right) - \frac{1}{4} \Omega_p^2 \right) + \frac{3}{4} \gamma B_{2s} \left( B_{1s}^2 + B_{2s}^2 \right) &= 0.
\end{align*} \] (7) (8)

Substituting Eq. (6) into eqs. (4) and (5), and considering eqs. (7)-(8), one obtains equations for \( B_{1ns} \) and \( B_{2ns} \):

\[ \begin{align*}
\ddot{B}_{1ns} + \beta \dot{B}_{1ns} + \Omega_p \dot{B}_{2ns} + \frac{1}{2} \beta \Omega_p B_{2ns} + \left( \omega_0^2 \left( 1 + \frac{1}{2}p \right) - \frac{1}{4} \Omega_p^2 \right) B_{1ns} + \frac{3}{4} \gamma \left[ B_{1ns} \left( 3B_{1s}^2 + B_{2s}^2 + 3B_{1s}B_{1ns} + B_{1ns}^2 \right) \right] + (2B_{2s} + B_{2ns}) (B_{1s} + B_{1ns}) B_{2ns} &= d \cos (\sigma_{pd} t + \phi), \]
\[ \ddot{B}_{2ns} + \beta \dot{B}_{2ns} - \Omega_p \dot{B}_{1ns} - \frac{1}{2} \beta \Omega_p B_{1ns} + \left( \omega_0^2 \left( 1 - \frac{1}{2}p \right) - \frac{1}{4} \Omega_p^2 \right) B_{2ns} + \frac{3}{4} \gamma \left[ B_{2ns} \left( 3B_{2s}^2 + B_{1s}^2 + 3B_{2s}B_{2ns} + B_{2ns}^2 \right) \right] + (2B_{1s} + B_{1ns}) (B_{2s} + B_{2ns}) B_{1ns} &= -d \sin (\sigma_{pd} t + \phi). \] (9) (10)

To solve eqs. (9)-(10) one can employ the MVA once more and search for a solution in the form:

\[ B_{kns} = C_{k1}(t) \cos \psi + C_{k2}(t) \sin \psi, \] (11)

where \( \psi = \sigma_{pd} t + \phi \) and \( k = 1, 2 \). This gives the following equations for \( C_{k1} = C_{k1}(t) \) and \( C_{k2} = C_{k2}(t) \):

\[ \begin{align*}
\gamma \left[ \frac{3}{4} \left( 3B_{1s}^2 + B_{2s}^2 + \frac{3}{4} \Omega_1^2 + \frac{3}{4} \Omega_2^2 + \frac{3}{4} \Omega_3^2 + \frac{1}{4} \Omega_4^2 \right) C_{11} + \frac{3}{2} \left( \frac{1}{4} \Omega_4 C_{22} + B_{1s} B_{2s} \right) C_{21} \right] + \left( \omega_0^2 + \frac{1}{2} \Omega_0^2 - \frac{1}{4} \Omega_p^2 - \sigma_{pd}^2 \right) C_{11} + \frac{1}{2} \beta \Omega_p C_{21} + \beta \sigma_{pd} C_{12} + \sigma_{pd} \Omega_p C_{22} + \beta \dot{C}_{11} + 2 \sigma_{pd} \dot{C}_{12} + \Omega_p \dot{C}_{21} + \dot{C}_{11} &= d. \]
\] (12)
\[ \gamma \left[ \frac{3}{4} (3B_{1s}^2 + B_{2s}^2 + \frac{3}{4}C_{11}^2 + \frac{3}{4}C_{12}^2 + \frac{3}{4}C_{21}^2 + \frac{3}{4}C_{22}^2) C_{12} \right. \\
+ \frac{3}{2} \left( \frac{1}{4}C_{11}C_{21} + B_{1s}B_{2s} \right) C_{22} + \left( \omega_0^2 + \frac{1}{2}p_\omega^2 - \frac{1}{4}C_{12}^2 \right) C_{12} \left. \right] \\
+ \frac{1}{2} \beta \Omega_0 C_{22} - \beta \sigma_{pd} C_{11} - \sigma_{pd} \Omega_0 C_{21} + \beta \dot{C}_{12} \\
- 2\sigma_{pd} \dot{C}_{11} + \Omega_0 \ddot{C}_{22} + \dddot{C}_{12} = 0, \quad (13) \]

\[ \gamma \left[ \frac{3}{4} (B_{1s}^2 + 3B_{2s}^2 + \frac{3}{4}C_{11}^2 + \frac{3}{4}C_{12}^2 + \frac{3}{4}C_{21}^2 + \frac{3}{4}C_{22}^2) C_{21} \right. \\
+ \frac{3}{2} \left( \frac{1}{4}C_{12}C_{22} + B_{1s}B_{2s} \right) C_{11} + \left( \omega_0^2 - \frac{1}{2}p_\omega^2 - \frac{1}{4}C_{12}^2 \right) C_{21} \left. \right] \\
- \frac{1}{2} \beta \Omega_0 C_{11} + \beta \sigma_{pd} C_{22} - \sigma_{pd} \Omega_0 C_{12} + \beta \dot{C}_{21} \\
+ 2\sigma_{pd} \dot{C}_{22} - \Omega_0 \ddot{C}_{11} + \dddot{C}_{21} = 0, \quad (14) \]

\[ \gamma \left[ \frac{3}{4} (B_{1s}^2 + 3B_{2s}^2 + \frac{1}{4}C_{11}^2 + \frac{3}{4}C_{12}^2 + \frac{3}{4}C_{21}^2 + \frac{3}{4}C_{22}^2) C_{22} \right. \\
+ \frac{3}{2} \left( \frac{1}{4}C_{11}C_{21} + B_{1s}B_{2s} \right) C_{12} + \left( \omega_0^2 - \frac{1}{2}p_\omega^2 - \frac{1}{4}C_{12}^2 \right) C_{22} \left. \right] \\
- \frac{1}{2} \beta \Omega_0 C_{12} - \beta \sigma_{pd} C_{21} + \sigma_{pd} \Omega_0 C_{11} + \beta \dot{C}_{22} \\
- 2\sigma_{pd} \dot{C}_{21} - \Omega_0 \ddot{C}_{12} + \dddot{C}_{22} = -d, \quad (15) \]

in which higher harmonics have been neglected. Results are valid for small values of the nonlinear term and parametric excitation term compared to the linear restoring term. Neglecting all time derivatives in eqs. (12)-(15), and solving for the constant amplitudes \( C_{k1} = C_{k1s} \) and \( C_{k2} = C_{k2s} \) (omitted for brevity), gives the steady-state approximate solution of Eq. (1):

\[ x(t) = \left( B_{1s} + C_{11s} \cos (\sigma_{pd} t + \phi) + C_{12s} \sin (\sigma_{pd} t + \phi) \right) \cos (\frac{1}{2} \Omega_0 t) + \left( B_{2s} + C_{21s} \cos (\sigma_{pd} t + \phi) + C_{22s} \sin (\sigma_{pd} t + \phi) \right) \sin (\frac{1}{2} \Omega_0 t). \quad (16) \]

2.2. Perfectly tuned superthreshold steady-state response

Fig. 2 depicts superthreshold parametrically pumped steady-state vibration amplitude as a function of direct excitation detuning \( (\sigma_{pd} = 0) \). The instability threshold associated with superthreshold pumping corresponds to primary parametric instability of the zero solution of the linearized Eq. (1) for the case of pure parametric excitation. Fig. 2(a) shows that adding superthreshold parametric pumping to a directly excited system yields a bistable amplified steady-state peak. Good agreement between the theoretical predictions and results of direct numerical integration is noted even for
not weak nonlinearity and parametric excitation. The gaps at the base of each peak can be reduced by introducing higher order harmonics into the solution. Results of direct numerical integration support this claim. A distinct feature, compared to the subthreshold parametrically pumped case is, that in the resonance frequency range the steady-state vibration amplitude increases significantly. This feature might be useful for sensor applications, because the transition from a small to a large amplitude becomes more pronounced, and it might also be useful for energy harvesters due to the larger amplitude. Fig. 2(b) shows that increasing the nonlinear coefficient \( \gamma \) hardens the superthreshold parametrically pumped response, similarly to the case of a subthreshold nonlinear hardened response. In other words the impact of increasing the nonlinear coefficient is qualitatively the same for sub- and superthreshold parametric pumping. The values of parameters and meaning of markers and curves are given in the caption of Fig. 2 and used in subsequent figures unless stated otherwise.

2.3. Detuned sub- and superthreshold steady-state response

Fig. 3 depicts the sub- and superthreshold parametrically pumped steady-state vibration amplitude as a function of parametric excitation detuning \( (\Omega_p - 2\omega_0 \text{ while } \Omega_d = \omega_0) \). The inserts show typical time-responses. Beatting is obtained in the detuned case. For \( \Omega_p = 2\omega_0 \) there is no beating as
illustrated by the single circle without a solid vertical line in Fig. 3(a). Beating occurs in all results shown in Fig. 3(b) because none of these are strict $\Omega_p = 2\omega_0$. The nearest result $\Omega_p - 2\omega_0 \approx 0.01$ and thus with beating. For subthreshold parametric pumping (Fig. 3(a)) the steady-state vibration amplitude is maximum slightly away from linear parametric resonance ($\Omega_p = 2\omega_0$) due to the effect of cubic nonlinearity. This effect is pronounced in the case of superthreshold parametric pumping (Fig. 3(b)) until a jump happens. These results show that one can obtain high steady-state vibration amplitudes even in the nonlinear case with beating.

Fig. 4 shows detuned ($\sigma_{pd} \neq 0$) superthreshold parametrically pumped steady-state vibration amplitudes. A frequency ratio $\Omega_p/\Omega_d = 2.05$ and a frequency ratio $\Omega_p/\Omega_d = 1.95$ between the parametric and the direct excitation are used. The somewhat larger deviation between the approximate analytical solution and results of direct numerical integration around the intersection between the lower solution and the stable peak, can be reduced by including higher harmonics in the approximation (i.e. $n > 1$ in Eq. (3)), though omitted here since the calculations become more lengthy with only minor increase in accuracy. Up to five solution branches coexist at a given frequency. Two of them are duplicates in the steady-state amplitude-frequency relation except for a difference in excitation phase. That is, with frequency detuning between the parametric and direct excitation, the branches of the bistable amplified peak of Fig. 2 appear to collapse into a single curve. This is contrary to perfect frequency tuning (Fig. 2 and [12, 23, 24]). Jumps are observed both during a down- and upsweep in $\Omega_d$. The upsweep jump is, for the chosen parameters, considerably smaller than the downsweep jump, but this might be otherwise for other parameter values. Also, the frequency separation between the two peaks changes with the frequency detuning $\sigma_{pd}$ between the parametric and the direct excitation. Compared to the perfectly tuned case (Fig. 2), an upsweep jump emerges, and both peaks appear to shift to either the left or right side of linear resonance. Furthermore, slightly frequency detuned superthreshold parametric pumping can result in a further increase in steady-state vibration amplitude. For a negative nonlinear coefficient $\gamma$ the steady-state vibration amplitude bends to the left instead of to the right, and the peaks of the stable and unstable solutions interchange stability.

To summarize the results of figs. 2 and 4, it is noted that with perfectly tuned subthreshold parametric pumping, the response qualitatively resembles that of a system subjected to pure direct excitation. The parametric
pumping component merely increases the steady-state vibration amplitude – mostly around the linear resonance frequency. With perfectly tuned superthreshold parametric pumping a bistable amplified steady-state response is observed. With detuned \((\Omega_p/\Omega_d \neq 1)\) subthreshold parametric pumping the steady-state response drops in the entire frequency range. With detuned superthreshold parametric pumping both characteristics of the pure directly excited system and of the pure parametrically excited system are observed. Specifically, the zero solution of a purely parametrically excited system is not present, but the abrupt amplitude-frequency shift, as present for a purely parametrically excited system, is observed. The nonzero solution on each side of the two peaks is due to the direct excitation component, and appears split into two due to the parametric excitation component. The responses that are split up becomes more nonlinear for increasing steady-state vibration amplitude due to the effect of the cubic stiffness nonlinearity. For a purely parametrically excited system with a hardening nonlinearity \((\gamma > 0)\), the upper left (lower right) amplitude-frequency solution is stable (unstable); this is also the case for detuned superthreshold parametric pumping. It appears that not only is the parametric excitation component dominant in the case of perfectly tuned superthreshold parametric pumping, as also noticed in [12], but its characteristics become even more dominant with frequency.
Fig. 4: Theoretical superthreshold parametrically pumped steady-state vibration amplitude as a function of direct excitation detuning for (a) $\Omega_p/\Omega_d = 2.05$ and (b) $\Omega_p/\Omega_d = 1.95$. ($p = 0.35$, $\gamma = 1$.)

detuning.

Fig. 5 shows the steady-state vibration amplitude, using results obtained by numerical direct integration of Eq. (1), as a function of parametric and direct excitation frequencies for sub- and superthreshold parametric pumping. The magnitudes of the steady-state vibration amplitudes are given in the colourbars. They have been normalized with respect to the minimum value which yields parametric resonance, and not the maximum steady-state vibration amplitude to improve the scaling of figs. 5 and 6. In the subthreshold parametrically pumped case (Fig. 5(a)), the steady-state vibration amplitude is mostly dependent on the direct excitation frequencies as opposed to the case of superthreshold parametric pumping (Fig. 5(b)). Interchanging the inner and outer loop, i.e. parametric and direct excitation frequency increments, yields identical steady-state vibration amplitudes, even though initial conditions from the previous steady-state solution are used. This is opposed to the experimental results discussed in Sect. 3.

2.4. Dependency on the excitation phase

Fig. 6 shows perfectly tuned ($\sigma_{pd} = 0$) sub- and superthreshold parametrically pumped steady-state vibration amplitudes as a function of excitation phase $\phi$ and direct excitation detuning, using results of direct numerical integration. With $\Omega_d = \omega_0$ figs. 6(a,b) simplify to typical two-dimensional steady-state vibration amplitude plots with the excitation phase as the de-
Figure 5: (a) subthreshold $p = 0.04$ and (b) superthreshold $p = 0.8$ parametrically pumped steady-state vibration amplitude as a function of direct and parametric excitation detuning using results of direct numerical integration. ($\gamma = 10$.)

Figure 6: Numerical simulation of perfectly tuned (a) subthreshold $p = 0.04$ and (b) superthreshold $p = 0.8$ steady-state vibration amplitudes as function of excitation phase and direct excitation detuning. ($\gamma = 10$.)

dependent variable, [10]. These results are discussed and compared with experimental results in Sect. 3.

2.5. Summary

The theoretical part shows good agreement between approximate analytical responses and results of direct numerical integration, both in the perfectly tuned and detuned cases, even for stronger nonlinearity and parametric excitation. The approximate analytical expression Eq. (16) provides responses
which can be otherwise challenging to find numerically, and it can provide expressions for the backbones by zeroing the damping and external forces. Increasing the positive cubic nonlinearity makes the superthreshold parametric pumping response more hardened, just as in the classical case with subthreshold parametric pumping. For detuned superthreshold parametric pumping some of the amplitude-frequency branches appear to collapse, the frequency separation between the two peaks changes, and jumps are observed both during a down- and upsweep of the direct excitation frequency.

3. Experimental observations

Eq. (1) can model e.g. transverse vibration amplitudes of a cantilever beam. A cantilever beam is used as the model object with parametric amplification realized by adding direct and parametric excitation at the base. The base excitation components for a cantilever beam being directly and parametrically excited [10] have been simplified in Eq. (1) to focus on qualitative and not quantitative aspects. Experimental vibration amplitudes refer to the absolute maximum steady-state vibration amplitude scaled by the cantilever beam length.

3.1. Setup

Fig. 7 shows the experimental setup. A steel cantilever beam with length×width×thickness=80×8.5×0.2 mm, a fundamental natural frequency of 28.1 Hz, and Young’s modulus of approximately 210 GPa, is fixed at a B&K Measurement Exciter Type 4808, with an angle between the imposed base-excitation and the axial direction of the cantilever beam of 75 degrees. The signal to the vibration exciter is generated by an Agilent 33512B Waveform Generator and amplified by a B&K Power Amplifier Type 2712. The transverse deflection of the cantilever beam is measured by an Omron ZX-LD40 Smart Sensor (laser displacement sensor) at the free end of the cantilever beam, digitally sampled and filtered using a National Instruments USB-6216 data acquisition module, and imported into National Instruments LabVIEW System Design Software for data processing. The output motion of the vibration exciter is checked using accelerometers at its base. The damping ratio for the cantilever beams lowest mode is about 0.1%, estimated using standard impulse hammer testing. This is significantly lower than the damping ratio used in the theoretical predictions (10%), which was chosen to reduce computational time to reach steady-state. Lowering the theoretical damping...
ratio to have the same damping ratio in the theoretical and experimental cases will alter the response quantitatively, mostly around the resonance frequency, but not qualitatively, neither in the case of subthreshold nor superthreshold parametric pumping. Thus, having different damping ratios in the theoretical and experimental cases are of minor importance as for testing the theoretical findings with regard to main parameter dependencies.

3.2. Sub- and superthreshold parametrically pumped steady-state response

Fig. 8 shows typical superthreshold displacement-time responses. Fig. 8(a) shows the response with perfect frequency tuning, whereas Fig. 8(b) shows the response with frequency detuning. Beating is observed in the detuned case. Qualitatively similar responses were obtained theoretically (inserts in Fig. 3).

Fig. 9 depicts the parametric instability threshold as function of parametric frequency detuning and parametric excitation amplitude (zero direct excitation). The parametric instability threshold appears as a sharp transition between a lower and higher steady-state vibration amplitude. For experimental subthreshold parametric excitation, the amplitude is chosen well below the parametric instability threshold, and for superthreshold parametric excitation the amplitude is chosen well above the parametric instability threshold.

Figure 7: Experimental setup with custom made fixture attached to vibration exciter.
threshold.

Fig. 10 shows a perfectly tuned amplitude-frequency response, obtained with a frequency up- and downsweep. A classical hardening (i.e. right bend) nonlinear resonance peak is observed. Notice the lower stable solutions on the peak; they appear to resemble the lower stable theoretical solutions on the peak in Fig. 2 (insert). The upper stable solutions on the peak might be obtained with a frequency upsweep with smaller increments; this is left for future studies. To the authors’ knowledge these experimental bistable amplified steady-state responses are the first reported in the literature. In the subsequent frequency experiments, both up- and downsweeps are conducted for the parametric and direct excitation frequencies. The direct excitation frequency is incremented in an inner sweep and the parametric excitation frequency in an outer sweep, unless otherwise stated.

Fig. 11 depicts experimental sub- (left) and superthreshold (right) parametrically pumped steady-state vibration amplitudes as function of parametric and direct excitation frequencies. Fig. 11(a) shows results for variation in direct and subthreshold parametric pumping. The maximum steady-state vibration amplitude is mostly sensitive to variation in direct excitation frequency. A notch is observed (the area entangled by dashed lines). For some detuning ranges, specifically within the notches, the lower solution below the peak seems to be preferred. These solutions are not results of instantaneous jumps, but results of beating, causing time intervals where the beam oscillates with a very small deflection around its equilibrium position, i.e.
where an approximate zero amplitude is realized, and where the amplitude subsequently stays at approximately zero. The maximum steady-state vibration amplitude is, in the perfectly tuned case, located along the black solid line ($\Omega_p \approx 2\Omega_d$). Fig. 11(b) shows results for variation in direct and superthreshold parametric pumping. An approximate two-to-one ratio between the parametric and the direct excitation frequency is denoted by the lower right black solid line. The amplitude-frequency relation corresponding to this line resembles results of Fig. 10, which is qualitative similar to the theoretical predictions (Fig. 2). Another notch appears as compared to the case with subthreshold parametric pumping. In these areas three stable solutions exist: an upper and a lower solution on the peak, and a lower solution below the peak. As discussed with Fig. 10, it seems that the lower solution on the peak is easier to obtain than the corresponding upper solution on the peak. The areas of these notches are considerably larger with superthreshold parametric pumping than with subthreshold pumping (compare figs. 11(a,b)). Within the areas of the notches related to superthreshold parametric pumping, one is capable of reaching the lower stable solution of the peak, as denoted by the few nonzero experimental results left of the markers I, II, and III, creating what could resemble three different horizontal lines. These results are similar to the lower stable response within the red square shown in Fig. 10. The frequency range with a steady-state vibration amplitude $a \geq 0.2$ increases in the case of superthreshold parametric pumping, but the emergence of an extra notch means that there exist one additional parameter subspace within which a smaller steady-state vibration amplitude (either the lower stable so-
A suggested strategy, to look for these theoretical predictions experimentally, is to provoke a jump from the lower to the upper stable solution branch of the peak through a slowly increasing steady-state vibration amplitude, i.e. by increasing \( p \) gradually, at a fixed frequency ratio and at a fixed closeness to resonance. This jump could occur when the attraction to the upper stable solution on the peak becomes stronger than the attraction towards the lower stable solution on the peak. The frequency range for which this is suggested, is as close to the lower fold point as possible, since the distance between the peaks upper and lower stable solution is largest here. One can also change this distance via the excitation phase. The theoretical predictions presented in Fig. 4 depict two special cases of the superthreshold parametric pumping experimental observations presented in Fig. 11. That is, figs. 4(a,b) are simplified representations of Fig. 11(b), namely for specific frequency ratios. One of these, for \( \Omega_p/\Omega_d = 1.95 \), corresponds to the upper straight black line. Good agreement is noted: Jumps and the overall qualitative behaviour appears similar, and the change in frequency separation between the two peaks as predicted theoretically (Fig. 4) is also observed experimentally. Figs. 11(c,d) show that interchanging the order of parameter variation, i.e. fixing the parametric while varying the direct excitation frequency, results in an amplitude jump (red line in Fig. 11(d)) approximately at the lower left peak.
points of the notches in the initial results (Fig. 11(b)). The amplitude jump is related to parametric resonance, but the system is also subjected to direct excitation, which in the present case decreases the amplitude (the experimentally obtained steady-state vibration amplitude is normalized with respect to pure parametric resonance, which yields a higher steady-state amplitude in this study). Within the notch subspace, one is able to perturb the beam such that the lower solution of the peak is reached, but as in the case with fixed parametric excitation and varying direct excitation, the lower solution below the peak seems preferred (Fig. 10). This means that with changes in frequency at near-resonant oscillations, one can expect severe performance degradation for e.g. energy harvesters and sensors. In particular, one should
account for performance degradation when an additional notch appears and small response amplitudes are obtained. Outside the frequency region of the notches, detuning of either the direct or parametric excitation frequency has a relatively small influence on the response.

In summary, frequency detuning can result in decreased as well as increased steady-state vibration amplitudes, making it an effect which could either be avoided or utilized dependent on the applications.

3.3. Perfectly tuned case: dependency on the excitation phase

Fig. 12 depicts sub- and superthreshold parametrically pumped steady-state vibration amplitudes as a function of excitation phase and direct excitation frequencies. A comparison with Fig. 6(b) shows that there appears to be an excitation phase lag of $\pi/2$ between the theoretically and experimentally obtained (minimum and maximum) results. This offset is of no importance to the qualitative discussions. Fig. 12(a) shows the subthreshold parametrically pumped case. Typical jumps occur due to hardening, and a steady-state vibration amplitude which is somewhat dependent on the excitation phase is observed around resonance. The latter has also been observed in e.g. [10, 11]. This dependency on excitation phase diminishes with detuning from resonance. Fig. 12(b) shows that with superthreshold parametric pumping, a response with less dependency on the excitation phase is observed, and that the amplitude-excitation phase relationship becomes increasingly asymmetric for larger amplitudes (compare the black dotted lines in figs. 12(a,b)). The steady-state vibration amplitudes are generally larger, and the jumps happen at larger direct excitation frequencies. Thus, the location of the jump between a higher and lower solution shifts as a function of the nonlinearity.

3.4. Summary

Experiments show that a drop in steady-state vibration amplitude occurs for specific areas in the amplitude-excitation detuning domain, indicating performance degradation, whereas for other parts of this domain an increased steady-state vibration amplitude can be obtained. The identified notches are not results of jumps, but reflect that beating causes moments where an approximate zero amplitude is realized, and which subsequently stays at approximately zero. With superthreshold parametric pumping the dependency on excitation detuning becomes less pronounced, as compared
Figure 12: Experimental perfectly tuned (a) sub- and (b) superthreshold parametrically pumped steady-state vibration amplitudes as function of excitation phase and direct excitation frequency.

to subthreshold parametric pumping. Also, the steady-state vibration amplitudes are generally larger, and the jumps happen at larger direct excitation frequencies.

4. Conclusions

Frequency detuning effects between direct and parametric excitation frequencies for a parametric amplifier are investigated. The study is conducted theoretically using a Duffing-Mathieu equation as the model system, and experimentally using a macro cantilever beam as the model object. The approximate analytical steady-state vibration amplitudes are derived using the method of varying amplitudes and compared to results of direct numerical integration, showing good agreement both in the perfectly tuned and detuned case. For detuned superthreshold parametric pumping some of the theoretical amplitude-frequency curves appear to collapse, causing fewer potential jumps during operation. Qualitative agreement are generally obtained between the theoretical predictions, which are valid for a relatively wide range of system parameters, and experimental observations. Experiments show that a drop in steady-state vibration amplitude occurs for specific areas in the amplitude-excitation detuning domain indicating performance degradation, whereas for other parts of this domain an increased steady-state vibration amplitude can be obtained. This makes frequency detuning a feature which can purposefully be avoided or utilized, dependent on the application, e.g.
with sensors and energy harvesters. Experimental bistable amplified steady-state responses are also demonstrated.
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