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framework towards a security constrained unit commitment problem under uncertainty. However, it is assumed that the forecast errors and resulting generation and load mismatch are balanced at each bus internally via curtailment, energy storage or reserve units located at this bus. Hence, the line flows and voltages do not change as a result of different uncertainty realizations. This assumption is restrictive and can lead to high levels of curtailment in practice, e.g. for offshore wind generation without energy storage.

An overview of the proposed methodology to achieve a tractable formulation of the chance constrained AC-OPF for interconnected AC and HVDC grids is illustrated in Fig. 1. First, to address uncertainty in wind power injections, we include a joint chance constraint which ensures that the AC and HVDC system constraints are satisfied for a defined probability. We use a scenario-based rectangular uncertainty set. As the AC power flow is non-linear, a suitable approximation of the system state as a function of the uncertain variables has to be introduced. The work in [12] proposes a linearization around the forecasted operating point. In this work, to accurately model large uncertainty deviations, we use a piecewise linear approximation between the forecasted operating point and the vertices of a rectangular or polyhedral uncertainty set. Then, we relax the non-convex chance constrained AC-OPF formulation to a semidefinite program. As the resulting chance constraints are convex, we enforce them only for the vertices of the uncertainty set [19].

For the semidefinite relaxation of the AC-OPF to be feasible to the non-convex AC-OPF, the rank of the introduced matrix variables has to be equal to 1 [17]. In case we do not obtain rank-1 solution matrices, we propose a systematic method using a penalty term on active power losses to recover rank-1 solution matrices. As we solve a convex relaxation, we can derive near-global optimality guarantees that upper bound the distance to the global optimum of the non-convex AC-OPF. We will show in our simulation studies that the obtained set-points from the piecewise affine approximation lead to AC power flow solutions which respect the joint chance constraint violation probability.

In our previous work [20], we introduced a comprehensive framework to handle chance constraints for the semidefinite relaxation of the AC-OPF, including Gaussian distributions, while in [21] we addressed issues related to the affine approximations of the chance-constrained OPF for the second-order cone formulation. In [22], we further extended the work of [20] by considering security constraints. In this paper, we introduce a tractable formulation of the AC-OPF under uncertainty for interconnected AC and HVDC grids. The main contributions of our work are:

- To the authors’ knowledge, this is the first paper that proposes a tractable formulation of the chance constrained AC-OPF for interconnected AC and HVDC grids.
- We introduce the decomposition of the positive semidefinite matrix variables in separate submatrices, each corresponding to an individual AC or HVDC grid. This technique increases scalability and improves numerical stability.
- We also introduce piecewise affine corrective control policies for active and reactive power of HVDC converters in addition to generator active power and voltage, and utilize wind farm reactive power capabilities, to react to wind forecast errors.
- We enable parallel computation through Benders decomposition to address high-dimensional uncertainty. To this end, we formulate one subproblem for each vertex of the rectangular uncertainty set and define suitable feasibility and optimality cuts. We apply the decomposition strategy on a 214-bus AC-DC system.
- We propose a systematic method to identify suitable penalty weights to obtain rank-1 solution matrices, by introducing a penalty term on active power losses. We show that this penalty term obtains significantly tighter near-global optimality guarantees than a reactive power penalty proposed in literature.
- Using realistic day-ahead forecast data, we demonstrate the performance of our approach on two 24 bus systems interconnected with an HVDC grid and offshore wind generation. With a Monte Carlo analysis and using AC-DC power flows of MATACDC [23], we compare our approach to a chance constrained DC-OPF formulation. We find that our approach complies with the considered joint chance constraint whereas the DC-OPF leads to violations. For the considered time steps, the obtained near-global optimality guarantees are higher than 99.5%.
- To match the empirical closely with the maximum allowable joint chance constraint violation probability, we propose a heuristic adjustment procedure for the scenario-based uncertainty set by discarding worst-case samples. This allows us to reduce the cost of uncertainty.

The rest of this paper is organized as follows. Section III states the semidefinite relaxation of the AC-OPF for interconnected AC and HVDC grids and includes the joint chance constraint. Section IV defines the scenario-based uncertainty set, the piecewise affine approximation and formulates corrective control policies. To achieve tractability, a method from randomized and robust optimization is applied. Then, Benders decomposition is applied to the AC-OPF formulation. Section V presents the results. Section VI concludes.
II. AC OPTIMAL POWER FLOW FORMULATION

In this section, we formulate the semidefinite relaxation of the AC-OPF for interconnected AC and HVDC grids and include a joint chance constraint. Ref. [17] proposes a semidefinite relaxation of the AC-OPF by formulating the OPF as a function of a positive semidefinite matrix variable $W$ describing the product of real and imaginary bus voltages. The convex relaxation is obtained by dropping the rank-1 constraint on the matrix $W$. We build our formulation upon [16], which extends the initial work [17] to AC-DC grids. Among the contributions of this paper is that we decompose the problem, using one matrix $W^i$ for each AC and HVDC grid instead of one matrix $W$ for the entire system, as in [16], and we include a chordal decomposition of the semidefinite constraints on matrices $W^i$. This allows for scalability and increased numerical stability.

A. Semidefinite Relaxation of AC Optimal Power Flow for Interconnected AC and HVDC Grids

The system of interconnected AC and HVDC grids consists of a number of $n_{grid}$ AC and HVDC grids which are interfaced by a number of $n_c$ HVDC converters. Each HVDC grid is modeled similar to an AC grid, but with purely resistive transmission lines, and generators operating at unity power factor. Each AC and HVDC grid $i$ is comprised of $N^i$ buses and $L^i$ lines. The set of buses with a generator connected is denoted with $G^i$. The following auxiliary variables are introduced for each bus $k$ in $N^i$ and line $(l,m) \in L^i$:

\[
Y_k^i := e_k e_k^T Y^i, \quad Y_{lm}^i := (y_{lm}^i + y_{lm}^c) e_l e_m^T
\]

\[
Y_k^i := \frac{1}{2} \begin{bmatrix} \Re \{ Y_k^i \} + \Im \{ Y_k^i \} \end{bmatrix}, \quad Y_{lm}^i := \frac{1}{2} \begin{bmatrix} \Im \{ Y_{lm}^i \} \end{bmatrix}
\]

\[
Y_k^i := \frac{1}{2} \begin{bmatrix} \Re \{ Y_k^i \} + \Im \{ Y_k^i \} \end{bmatrix}, \quad Y_{lm}^i := \frac{1}{2} \begin{bmatrix} \Im \{ Y_{lm}^i \} \end{bmatrix}
\]

\[
Y_k^i := \frac{1}{2} \begin{bmatrix} \Re \{ Y_k^i \} + \Im \{ Y_k^i \} \end{bmatrix}, \quad Y_{lm}^i := \frac{1}{2} \begin{bmatrix} \Im \{ Y_{lm}^i \} \end{bmatrix}
\]

\[
M_k := \begin{bmatrix} c_k e_k^T \quad 0 \\ 0 \quad e_k e_k^T \end{bmatrix}, 
\]

\[
M_{lm} := \begin{bmatrix} (e_l - e_m) (e_l - e_m)^T \\ 0 \quad (e_l - e_m) (e_l - e_m)^T \end{bmatrix}
\]

For each AC and HVDC grid $i$, matrix $Y^i$ denotes the bus admittance matrix, $e_k$ the k-th basis vector, $y_{lm}^i$ the shunt admittance of line $(l,m) \in L^i$ and $y_{lm}^c$ the series admittance. The non-linear AC-OPF problem for interconnected AC and HVDC grids can be written as

\[
\min_{W^i} \sum_{i=0}^{n_{grid}} \sum_{k \in G^i} \begin{cases} c_{k2} (\text{Tr}\{Y_k^i W^i\} + P_{Dk}^i)^2 + c_{k1} (\text{Tr}\{Y_k^i W^i\} + P_{Dk}^i + Q_{Dk}^i) + c_{k0} & \text{subject to the following constraints for each bus } k \in N^i \text{ and line } (l,m) \in L^i \text{ of each power grid } i:} \\
P_{Dk}^i \leq \text{Tr}\{Y_k^i W^i\} + P_{Dk}^i \leq T_{Gk}^i \\
Q_{Dk}^i \leq \text{Tr}\{Y_k^i W^i\} + Q_{Dk}^i \leq Q_{Gk}^i \end{cases}
\]

The objective (1) minimizes generation cost, where $c_{k2}, c_{k1}$ and $c_{k0}$ are quadratic, linear and constant cost variables associated with power production of generator $k \in G^i$. The terms $P_{Dk}^i$ and $Q_{Dk}^i$ denote the active and reactive power consumption at bus $k \in N^i$. Constraints (2) and (3) include the nodal active and reactive power flow balance; $P_{Gk}^i, P_{Gk}^i, Q_{Gk}^i$, and $Q_{Gk}^i$ are generator limits for minimum and maximum active and reactive power, respectively. The bus voltages are constrained by $\Re\{Y^i_{lm}\}$ with corresponding lower and upper limits $V_{lm}^i, \bar{V}_{lm}^i$. The active and apparent power branch flow $P_{lm}^i$ and $Q_{lm}^i$ on line $(l,m) \in L^i$ are limited by $P_{lm}^i$ and $Q_{lm}^i$, respectively. The vector of complex bus voltages is denoted with $V^i$. To obtain an optimization problem linear in $W^i$, the objective function is reformulated using Schur’s complement introducing auxiliary variables $\alpha^i$ for each power grid $i$:

\[
\min_{\alpha^i, W^i} \sum_{i=0}^{n_{grid}} \sum_{k \in G^i} a_k^i 
\]

where $a_k^i := -\alpha_k^i + c_{k0} + c_{k1} P_{Dk}^i + b_k^i := \sqrt{c_{k2}^i} P_{Dk}^i$. In addition, the apparent branch flow constraint (6) is rewritten:

\[
\begin{bmatrix} -\text{Tr}\{Y_{lm}^i W^i\} \quad \text{Tr}\{Y_{lm}^i W^i\} \\ \text{Tr}\{Y_{lm}^i W^i\} \quad -1 \end{bmatrix} \leq 0
\]

Fig. 2 shows the model of the HVDC converter with filter bus $f$, AC bus $k$ and DC bus $s$ connecting AC grid $i$ to HVDC grid $j$. We model the HVDC converters as Voltage Source Converter (VSC) and make the following assumptions based on the work in [16]: Each VSC can control the active power $P_{Ck}$, and either the reactive power $Q_{Ck}$ or the AC terminal voltage. A converter with resistance $R_{Tj}$ and reactivity $X_{Tj}$ connects the AC grid to the filter bus $f$. The resistance $R_{Ck}$ of the phase reactor in the VSC is substantially smaller than its reactivity $X_{Ck}$. The set of converters is denoted with the term $\mathcal{C}$. The converter is able to modulate the voltage from the AC $i$ to the DC side $j$ by a certain modulation factor $m$:

\[
\text{Tr}\{M_k W^j\} \leq m^2 \text{Tr}\{M_k W^j\}
\]

The following active power balance has to hold between the AC bus $k$ and DC bus $s$:

\[
P_{Ck} + P_{C_s} + P_{\text{loss,k}} = 0
\]
The term $P_{\text{loss},k}$ denotes the converter active power losses. To determine the exact converter losses, a detailed assessment of the power electronic switching behavior is necessary, which substantially differs for each converter technology. In this work, we model converter losses as a sum of a constant $a_k$ and a term that depends quadratically with factor $c_k$ on the converter current magnitude $|I_k|$:

$$P_{\text{loss},k} = a_k + c_k |I_k|^2$$  \hfill (13)

It is also possible to include an additional term which depends linearly on the converter current. As shown in [16], however, this requires the introduction of a variable containing the converter current and its squared value; and a relaxation of the rank constraint on this variable to achieve a convex formulation. A penalization term is then required in the objective function to enforce the rank-1 property for this matrix variable. As this complicates the formulation, we choose here to use a loss model that uses a constant and quadratic term. As this complicates the formulation, we choose here to use a loss model that uses a constant and quadratic term. With Ohm’s Law, the current flow magnitude $|I_k|$ from filter bus $f$ to AC bus $k$ of the converter at AC side $i$ is:

$$|I_k|^2 = (R_{C_k}^2 + X_{C_k}^2)^{-1} \text{Tr}[M_{kf}W^i]$$  \hfill (14)

The converter current $|I_k|^2$ from (14) can be inserted in the converter power balance (12) using the converter power losses (13) with $z_{C_k} := c_k (R_{C_k}^2 + X_{C_k}^2)^{-1}$:

$$\text{Tr}[Y_k W^i] + \text{Tr}[Y_k W^i] + a_k + z_{C_k} \text{Tr}[M_{kf} W^i] + P_{D_k}^i + P_{D_e}^i = 0$$  \hfill (15)

The converter has a feasible operating region to inject and absorb both reactive and active power as depicted in Fig. 3. The maximum reactive power which can be absorbed or inject by the converter is lower- and upper-bounded with positive constants $m_b$ and $m_e$ as follows [25]:

$$-m_b S_{C_k}^{\text{nom}} \leq \text{Tr}[Y_k W] \leq m_e S_{C_k}^{\text{nom}}$$  \hfill (16)

The non-convex AC-OPF minimizes the objective subject to AC and HVDC grid constraints (2) – (5), (7), (9), (10), and HVDC converter constraints (11), (15) – (16), (18). The non-convex rank constraint (17) can be expressed by:

$$W^i \succeq 0$$  \hfill (19)

$$\text{rank}(W^i) = 1$$  \hfill (20)

The convex relaxation is introduced by dropping the rank-1 constraint (20), relaxing the non-linear, non-convex AC-OPF to a convex semidefinite program (SDP). The work in [17] proves for AC grids that if the rank of $W$ obtained from the SDP relaxation is 1 or 2, then $W$ is the global optimum of the non-linear, non-convex AC-OPF and the optimal voltage vector can be computed following the procedure described in [26]. Whether the rank is 1 or 2 when the relaxation is exact, depends on if the slack bus angle is fixed as an additional constraint in the AC-OPF. In [16], there are two necessary conditions to obtain zero relaxation gap for interconnected AC and HVDC grids: First, as in [17], a small resistance of $10^{-4}$ p.u. has to be included for each transformer. Second, a large resistance of $10^4$ p.u. has to be added between the AC bus $k$ and DC bus $s$ of each converter. This is to ensure the resistive connectivity of the power system graph. In our work, we eliminate the need for the second condition. We formulate the problem not as a function of one matrix $W$ for the whole grid, as in [16], but one matrix $W^i$ for each AC and HVDC grid. This allows us to eliminate the need for the large resistance and still obtain zero relaxation gap. This leads to two desirable effects. First, the numerical stability is increased as the high value of $10^4$ p.u. used to be causing numerical scaling problems to the SDP solver in our experiments. Second, the computational run time is reduced, as we consider a reduced amount of matrix entries.

In order to further increase scalability, a chordal decomposition of the semidefinite constraints is applied. Following [27], in order to obtain a chordal graph, a chordal extension of each AC and HVDC grid graph is computed with a Cholesky factorization. Then, we compute the maximum cliques decomposition of the obtained chordal graph. We replace the semidefinite constraint (19) with:

$$(W^i)_{\text{clq},\text{clq}} \succeq 0$$  \hfill (21)

The positive semidefinite matrix completion theorem ensures that if (21) holds for each maximum clique $\text{clq}$, the resulting matrix $W^i$ can be completed such that it is positive semidefinite. This allows to substantially reduce the number of considered matrix entries and the computational burden [27]. The chordal decomposition requires additional equality constraints between matrix entries of $W$ appearing in several cliques to ensure consistency. There is a computational tradeoff between the complexity of the decomposed semidefinite constraint (21) and the number of those equality constraints. Using heuristic clique merging, an optimal computational trade-off can be achieved [26, 28].

B. Inclusion of Chance Constraints

Renewable energy sources and stochastic loads introduce uncertainty in power system operation. To account for uncer-
tainty in bus power injections, we extend the presented OPF formulation with a joint chance constraint. A total number of $n_W$ wind farms are introduced in the system of interconnected AC and HVDC grids at buses $k \in \mathcal{W}$ and modeled as

$$P_{W_k} = P^f_{W_k} + \zeta_k,$$  

(22)

where $P_{W_k}$ are the actual wind infeeds, $P^f_{W_k}$ are the forecasted values and $\zeta$ are the uncertain forecast errors. The chance constrained AC-OPF for interconnected AC and HVDC grids uses the semidefinite relaxation of the AC-OPF and includes a joint chance constraint for all buses $k \in \mathcal{N}^3$, lines $(l, m) \in \mathcal{L}^3$ and converters $(s, k, f, i, j) \in \mathcal{C}$.

For a given maximum allowable violation probability $\epsilon \in (0, 1)$, the joint chance constraint (25) ensures that compliance with the system constraints is achieved with probability higher than the confidence interval $1 - \epsilon$. The formulation with a joint chance constraint is desirable from the operator’s point of view, as it ensures for a given probability that the entire AC and HVDC system state is secured against the uncertainty. The system constraints can be classified in two types. The system constraints can be classified in two types. The system constraints can be classified in two types. The system constraints can be classified in two types. The system constraints can be classified in two types. The system constraints can be classified in two types.

$$\min_{\alpha_i, W_{0}^i, W^i(\zeta)} \sum_{i=0}^{n_{w}} \sum_{k \in \mathcal{G}^i} \alpha_k$$  

(23)

subject to

$$P^f_{W_k} = W_{0}^i$$  

(24)

$$\mathbb{P}\{P^f_{W_k} \in \mathcal{N}_{\zeta} \} \geq 1 - \epsilon$$  

(25)

The system state of each power grid is Euler’s number and the term $\delta$ is the number of uncertain variables, which in our case is the number of wind farms $n_W$. The minimum and maximum bounds on the forecast errors which are retrieved by a simple sorting operation among the $N_s$ scenarios. In the following, an approximation of an explicit dependence of $W^i(\zeta)$ on the forecast errors is presented.

III. TRACTABLE OPTIMAL POWER FLOW FORMULATION

Using a scenario-based method, we define the uncertainty set associated with forecast errors. As the optimization problem is infinite-dimensional, we use a piecewise affine approximation to model the system state as a function of forecast errors. This allows us to include corrective control policies of active and reactive power set-points of HVDC converters, and of generator active power and voltage set-points. To achieve tractability of the resulting chance constraint, theoretical results from robust optimization are leveraged. By using a penalty term on power losses, we introduce a heuristic method to identify suitable penalty terms to obtain rank-1 solution matrices. We show how the proposed AC-OPF formulation can be decomposed using Benders decomposition.
of the forecast errors is approximated as a piecewise affine interpolation between the forecasted system state \( W_0^i \) and the vertices of the uncertainty set \( W_0 \):

\[
W^i(\zeta) := W_0^i + \Psi_{v=1}^{\ell} (\zeta)(W^i_v - W_0^i)
\]

The function \( \Psi_{v=1}^{\ell}(\zeta) \) denotes a piecewise affine interpolation operator of the wind forecast error \( \zeta \) between all vertices \( \bar{\zeta}_v \). It returns a weight for the direction of each vertex, corresponding to the distance. For the case of three uncertain wind infeeds, this concept is illustrated in Fig. 5.

C. Corrective Control Policies

The piecewise affine approximation allows to include corresponding piecewise corrective control policies. We assume that the system operator can respond to forecast errors with corrective control of HVDC converters and generator active power and voltage set-points, i.e. the system operator sends updated set-points based on the realization of forecast errors.

During steady-state power system operation, generation has to match demand and system losses. If an imbalance occurs due to e.g. an occurring forecast error, designated generators in the power grid will respond by adjusting their active power output as part of automatic generation control (AGC). The vector \( d_{G_k}^i \in \mathbb{R}^{n_l} \) defines the participation factors for each grid \( i \). The term \( n_l \) denotes the number of buses of grid \( i \). The vector \( d_{w}^i \in \mathbb{R}^{n_b} \) has a \( \{-1\} \) entry corresponding to the bus where the \( w \)-th wind farm is located. The other entries of this vector are \( \{0\} \). The sum of the generator participation factors should compensate the deviation in wind generation, i.e. \( \sum_{k \in G} d_{G_k}^i = 1 \). The line losses of the AC power grid vary non-linearly with changes in wind infeeds and corresponding adjustments of generator output. To allow for a compensation of the change in system losses, we introduce a slack variable \( \gamma_v \) for each vertex. In order to link the generation dispatch of the forecasted system state \( W_0^i \) with system states in which forecast errors occur, the following constraints are introduced for each vertex \( v \in \mathcal{V} \setminus \{0\} \), bus \( k \in \mathcal{N}^i \) and power grid \( i \):

\[
\text{Tr}(\mathbf{Y}_k^i(W_v^i - W_0^i)) = \sum_{w=1}^{n_w} \bar{\zeta}_w (d_{G_k}^i + \gamma_v d_{G_k}^i + d_{w}^i)
\]

As a result, it is ensured that each generator compensates the non-linear change in system losses proportional to its participation factor. We allow for a corrective control of voltage set-points at generator terminals in case of forecast errors and recover the set-point at bus \( k \in \mathcal{N}^i \) and grid \( i \):

\[
|V_{k}^i|^2 := \text{Tr}(\mathbf{M}_k W_0^i) + \Psi_{v=1}^{\ell}(\zeta) \text{Tr}(\mathbf{M}_k(W_v^i - W_0^i))
\]

Grid codes specify reactive power capabilities of wind farms often in terms of power factor \( \cos \phi = \sqrt{\frac{P^2}{P^2 + Q^2}} \). We allow for a power factor set-point being sent to each wind farm. Note that our AC-OPF framework captures the variation of the wind farm reactive power injection as a function of wind farm active power. To this end, we modify constraints (3) to include the reactive power capabilities of wind farms. We introduce the reactive power set-point \( \tau_k \) for each wind farm \( k \in \mathcal{W} \):

\[
-\sqrt{1 - \cos^2 \phi} \leq \tau_k \leq \sqrt{1 - \cos^2 \phi} (28)
\]

The HVDC converter can be operated in \( PV \) or \( PQ \) control mode. Here, we consider the latter, that is the HVDC converter is able to independently control its active and reactive power set-point. Note that our framework can capture the \( PV \) control mode as well. The resulting controllability can be utilized to react to uncertain power injections by rerouting active power flows, injecting, or absorbing additional reactive power. In this work, a piecewise affine corrective control policy is introduced for the HVDC converter. The optimization determines an optimal set-point for the active and reactive power of the converter for each vertex and for the operating point. The set-points for a realization of the forecast errors \( \zeta \) are computed as a piecewise affine interpolation for converter \( k \in \mathcal{C} \):

\[
P_{C_k}(\zeta) := \text{Tr}(\mathbf{Y}_k^i(W_0^i) - P_{D_k}^i + \Psi_{v=1}^{\ell}(\zeta) \text{Tr}(\mathbf{Y}_k^i(W_v^i - W_0^i)))
\]

\[
Q_{C_k}(\zeta) := \text{Tr}(\mathbf{Y}_k^i(W_0^i) - Q_{D_k}^i + \Psi_{v=1}^{\ell}(\zeta) \text{Tr}(\mathbf{Y}_k^i(W_v^i - W_0^i)))
\]

D. Robust Optimization

To obtain a tractable formulation of the chance constraints including the control policies, the following result from robust optimization is used: If the constraint functions are linear, monotone or convex with respect to the uncertain variables, then the system variables will take the maximum values at the vertices of the uncertainty set \( \mathcal{W} \). Using the piecewise affine approximation of Section III-B, the system constraints corresponding to equations (2-5), (11), (15) – (16) are linear and those corresponding to equations (10), (18), (21) are semi-definite, i.e. convex. Hence, it suffices to enforce the joint chance constraint at the vertices \( v \in \mathcal{V} \) of the rectangular uncertainty set or the corner points of a polyhedral uncertainty set. We provide a tractable formulation of (25) for each vertex \( v \in \mathcal{V} \), bus \( k \in \mathcal{N}^i \), line \( (l, m) \in \mathcal{L}^i \) and grid \( i \); the converter constraints are formulated for each converter \( (s, k, f, i, j) \in \mathcal{C} \):

\[
P_{k}^i \leq \text{Tr}(\mathbf{Y}_k^i W_{v}^i) + P_{D_k}^i - P_{W_k}^i - \zeta_{v} \leq \bar{P}_{k}^i
\]

\[
Q_{k}^i \leq \text{Tr}(\mathbf{Y}_k^i W_{v}^i) + Q_{D_k}^i - \zeta_{v} (P_{W_k}^i + \zeta_{v}) \leq \bar{Q}_{k}^i
\]

\[
|V_{k}^i|^2 \leq \text{Tr}(\mathbf{M}_k W_{v}^i) \leq \bar{V}_{k}^i
\]

\[
-\bar{P}_{lm}^i \leq \text{Tr}(\mathbf{Y}_{lm}^i W_{v}^i) \leq \bar{P}_{lm}^i
\]

\[
-\bar{Q}_{lm}^i \leq \text{Tr}(\mathbf{Y}_{lm}^i W_{v}^i) \leq \bar{Q}_{lm}^i
\]

\[
W_{e_{k},(clg,clg)}^i \geq 0
\]

\[
\text{Tr}(\mathbf{Y}_{k}^i W_{v}^i) + \text{Tr}(\mathbf{Y}_{f}^j W_{v}^i) + a_{k} + \bar{z}_{C_l} \text{Tr}(\mathbf{M}_k W_{v}^i) + P_{D_k}^i + P_{D_s}^i = 0
\]

\[
\text{Tr}(\mathbf{M}_k W_{v}^i) \leq m^2 \text{Tr}(\mathbf{M}_k W_{v}^i)
\]

\[
-\bar{m}_{b} s_{k}^\text{nom} \leq \text{Tr}(\mathbf{Y}_k^i W_{v}^i) \leq \bar{m}_{b} s_{k}^\text{nom}
\]

\[
\bar{V}_{k}^i \text{Tr}(\mathbf{M}_k W_{v}^i) \text{Tr}(\mathbf{Y}_k^i W_{v}^i) + P_{D_k}^i \text{Tr}(\mathbf{Y}_k^i W_{v}^i) + Q_{D_k}^i
\]

\[
\text{Tr}(\mathbf{Y}_k^i W_{v}^i) + Q_{D_k}^i \geq 0
\]
\[
\text{Tr}\{K_i(W_v^i - W_0^i)\} = \sum_{w}^{n_w} \alpha_{vw}^i (d_{Gk}^i + \gamma_v d_{Gk} + d_{wk}^i) \quad (39)
\]

Equation (39) links the forecasted system state with each of the vertices \( v \). The chance constrained AC-OPF formulation minimizes (23) subject to (24), (28), (29) – (39).

E. Systematic Procedure to Obtain Rank-1 Solution Matrices

In case we do not obtain rank-1 solution matrices for all vertices of the uncertainty set, we propose to add an active power loss penalty term to the objective function (23), where the terms \( \alpha_v \geq 0 \) are weighting factors:

\[
\min_{\alpha_v, W_0^i, W_v^i, \tau_v, \gamma_v} \sum_{i=0}^{n_v} \sum_{k \in G} \alpha_k^i + \sum_{v=1}^{n_v} \mu_v \gamma_v \quad (40)
\]

We use an individual penalty term \( \mu_v \) for each vertex and outage instead of a uniform penalty parameter \( \mu \) as in (20). We found in [22] that this allows us to introduce a robust systematic method to identify rank-1 solution matrices, as we will show in Section [V]. For this purpose, we solve the chance constrained AC-OPF in an iterative manner. First, we set all penalty weights \( \mu_v \) to 0 and solve the OPF problem. If we obtain rank-1 solutions, we terminate. Otherwise, we increase the penalty weight \( \mu_v \) by a defined step-size \( \Delta \mu \) only for higher rank matrices and re-solve the OPF problem. We repeat this procedure until all \( W_v \) matrices are rank-1 (in each grid \( i \), there is a \( W_v \) matrix for the operating point, and one additional \( W_v \) matrix for each vertex, see Fig. 5). With the penalized semidefinite AC-OPF formulation, near-global optimality guarantees can be derived, which can specify the maximum distance to the global optimum of a non-convex AC-OPF using the piecewise affine approximation [32]. The numerical results in Section [IV-B] show that while this penalty is necessary to obtain rank-1 solution matrices, in practice the deviation of the near-global optimal solution (40) from the global optimum is small. Alternatively, a penalty term on the generator reactive power injections based on [32] can be introduced for each vertex in the objective function:

\[
\min_{\alpha_v, W_0^i, W_v^i, \tau_v, \gamma_v} \sum_{i=0}^{n_v} \sum_{k \in G} \alpha_k^i + \sum_{v=1}^{n_v} \mu_v \sum_{i=0}^{n_v} \sum_{k \in G} Q_{Gk}^{u,i} \quad (41)
\]

The term \( Q_{Gk}^{u,i} \) denotes the reactive power injection at bus \( k \) of grid \( i \) at vertex \( v \). The objective (41) minimizes generation cost and penalizes the generator reactive power injections for each vertex. We show in our simulation studies in Section [IV] that the reactive power penalty term can also obtain rank-1 solution matrices but leads to substantially larger upper bounds for the distance to the global optimum than the active power loss penalty (40), i.e. a higher generation cost.

F. Benders Decomposition For Vertices of Uncertainty Set

In the following, using Benders decomposition, we show how the proposed optimization problem can be decomposed in one master problem, and one subproblem for each vertex of the uncertainty set. This is desirable as the number of vertices in the proposed OPF formulation grows exponentially with the number of wind farms. For a detailed explanation of decomposition techniques the interested reader is referred to [33]. We assume the power factor \( \tau \) of the wind farms is fixed. Then, the forecasted system state \( W_0 \) couples the system states for each vertex \( W_v \) only through the equality constraints (39). In fact, only the active generator power dispatch \( y_{G,0} \) of the forecasted system state links the vertices, i.e. is the complicating variable. If \( P_{G,0} \) is assumed fixed, then the optimization problem decomposes into one subproblem for each vertex. The master problem at iteration \( J \) can be stated:

\[
\min_{\alpha, W_0^i, P_{G,0}, \Theta \geq \Theta_{\mathrm{min}}} \sum_{i=0}^{n_v} \sum_{k \in G} \alpha_k^i + \Theta \quad (42)
\]

s.t. (24), \( P_{G,0}^i = \text{Tr}\{K_i W_0^i\} + P_{D,0}^i \quad \forall k \in G \quad (43)
\]

\[
\Theta \geq \sum_{v=1}^{n_v} \mu_v \gamma_v + \sum_{i=0}^{n_v} \sum_{k \in G} \Lambda_{k}^{v,j} (P_{G,0}^i - P_{G,0}^{j,i}) \quad \forall j = 1, \ldots, J - 1 \quad (44)
\]

\[
0 \geq S_v + \sum_{i=0}^{n_v} \sum_{k \in G} \Omega_{k}^{v,j} (P_{G,0}^i - P_{G,0}^{j,i}) \quad \forall v \in V, j = 1, \ldots, J - 1 \quad (45)
\]

The original objective function is reconstructed using the optimality cuts (44) for the auxiliary variable \( \Theta \). In case subproblems are infeasible for the chosen generation dispatch \( P_{G,0} \), feasibility cuts (45) are added. The optimality subproblem for vertex \( v \) and fixed active generator power dispatch \( P_{G,0}^i \) from the master problem can be stated at iteration \( J \) as:

\[
\min_{\alpha_{v}, W_v^i, \tau_v} \mu_v \gamma_v \quad (46)
\]

s.t. (29) – (38), \( \text{Tr}\{K_i W_v^i\} - P_{G,0}^i + P_{D,0}^i = \sum_{i=0}^{n_v} \sum_{k \in G} \alpha_k^i + d_{Gk}^i + d_{wk}^i \quad (47)
\]

\[
P_{G,0}^i = \hat{P}_{G,0}^i - \Omega_{v,j}^{v,j} \quad (48)
\]

If the subproblem is feasible, then an optimality cut in form of (43) is added to the master problem based on the Lagrangian multipliers \( \Lambda^{v,j} \). If the subproblem is infeasible or the penalty weight \( \mu_v \) is zero, we solve the following feasibility subproblem and add one feasibility cut (45) based on the Lagrangian multipliers \( \Omega^{v,j} \) to the master problem:

\[
\min_{\alpha_{v}, W_v^i, \tau_v, s_v \geq 0} S_v = \sum_{i=0}^{n_v} \sum_{k \in G_v} s_{pk}^i + \pi_{pk}^i + s_{Qk}^i + \pi_{Qk}^i \quad (49)
\]

s.t. (31) – (39), (47)

\[
P_{d}^{i} - s_{pk}^i \leq \text{Tr}\{K_i W_v^i\} + P_{D,0}^i - P_{D,0}^i \quad (50)
\]

\[
-P_{d}^{i} - s_{Qk}^i \leq \text{Tr}\{K_i W_v^i\} + Q_{D,0}^i - Q_{D,0}^i \quad (51)
\]

\[
Q_{k}^{i} - s_{Qk}^i \leq \text{Tr}\{K_i W_v^i\} + Q_{D,0}^i - Q_{D,0}^i \quad (52)
\]

\[
P_{G,0}^i = \hat{P}_{G,0}^i - \Omega_{v,j}^{v,j} \quad (53)
\]

In the feasibility subproblem, we introduce the slack variables \( s_{pk}, \pi_{pk}, s_{Qk}, \pi_{Qk} \) to allow for curtailment and over-satisfaction of active and reactive power at each bus, re-
respectively. In the objective function \( p (v) \), we minimize the sum of the slack variables \( S_v \), i.e., the amount of constraint violation. The trivial solution of zero active and reactive power nodal injections is included, hence ensuring the existence of a solution to the feasibility subproblem. Using only a subset of possible slack variables had two desirable effects in our numerical studies: First, it reduced the computational time, as less slack variables need to be considered. Second, the amount of iterations was decreased.

The Benders algorithm includes the following steps. First, the master problem is solved without optimality and feasibility cuts. With the obtained generation dispatch \( P_{G0} \), one optimality subproblem is solved for each vertex of the uncertainty set. If the subproblem is infeasible or the penalty term \( \mu_v \) is zero, then the feasibility subproblem is solved and a feasibility cut is added if the sum of the slack variables \( S_v \) is larger than zero. The algorithm continues to iteratively solve master and subproblems and terminates when the difference in the value of the objective function (49) we minimize the sum of the objective values \( \sum_{v \in V} S_v \) is lower than a specified tolerance.

The advantage of applying Benders decomposition is that it allows us to deal with high dimensions of uncertainty, (i.e., a large number of vertices), since the complexity of one subproblem remains constant independent of the number of uncertain injections. Assuming that the subproblems are solved in parallel, the complexity of the subproblem is comparable to the complexity of solving the OPF without considering uncertainty. Note that this framework also allows to include security constraints in a straightforward way as e.g. in [34] for the security constrained unit commitment problem, which would result in one subproblem for each vertex and each outage. Last but not least, a significant additional benefit of this framework is that, contrary to non-convex AC-OPF formulations, the convex SDP formulation guarantees theoretical convergence of the Benders decomposition [33].

IV. SIMULATION AND RESULTS

The optimization problem is implemented in MATLAB using the optimization toolbox YALMIP [35] and the SDP solver MOSEK 8 [36]. A small resistance of \( 10^{-4} \) p.u. has to be added to each transformer, which is a condition for obtaining an exact solution, i.e., rank-1 solution matrices [17]. We do not include the slack bus angle constraint. Therefore, to investigate whether the rank of an obtained solution matrix \( W^* \) is 2, the ratio of the 2nd to 3rd eigenvalue of each maximum clique \( \text{clq} \) is computed, a measure proposed by [26]. This value should be around \( 10^5 \) or larger to imply that the obtained solution matrix is rank-2. The respective rank-1 solution can be retrieved by following the procedure in [26]. The obtained solution is then a feasible solution to the original non-convex AC-OPF. The work in [32] proposes the use of the following measure to evaluate the degree of the near-global optimality of a penalized relaxation: Let \( f_1(x) \) be the generation cost of the convex OPF without a penalty term and \( f_2(x) \) the generation cost with a penalty weight sufficiently high to obtain rank-1 matrices, i.e., it corresponds to a solution that is feasible to the non-convex chance constrained AC-OPF using the piecewise affine approximation. The near-global optimality can be assessed by computing the parameter \( \delta_{\text{opt}} := \frac{f_1(x)}{f_2(x)} \cdot 100\% \). Note that this distance is an upper bound to the distance from the global optimum.

For the following analysis, we consider a 53-bus AC-DC system, i.e., two IEEE 24 bus systems interconnected with a 5 bus HVDC grid shown in Fig. 6. A total of three on- and offshore wind farms with a rated power of 150 MW, 300 MW and 400 MW are placed at bus 8 of the first AC grid, at bus 24 of the second AC grid, and at bus 3 of the HVDC grid, respectively. Table I shows the simulation parameters. For the generator participation factors, each generator adjusts its active power proportional to its maximum active power. For the first two subsections, we solve the proposed OPF formulation as one optimization problem. In Section IV-D, we replace the IEEE 24 bus systems with IEEE 118 bus systems, i.e., we consider a 241-bus AC-DC system, and solve the decomposed OPF formulation with one subproblem for each vertex of the uncertainty set as proposed in Section III-F.

A. Systematic Procedure to Obtain Rank-1 Solution Matrices

In this section, we showcase the systematic, heuristic procedure to identify rank-1 solution matrices. For illustrative
purposes, we assume for each wind farm a forecasted infed of 50% of rated power and assume the forecast error bounds are within \( \pm 25\% \) of rated power with 95% probability. We select the penalty weight step size \( \Delta \mu \) to be 25. In Fig. 7 we show minimum eigenvalue ratios \( \rho \) of all grids \( i \), generation cost and penalty for each iteration of the proposed systematic procedure using the active power loss penalty in (40). Furthermore, we report the maximum constraint violation at each iteration evaluated with non-linear AC power flows using the obtained set-points for the forecasted system state and the vertices. The procedure would terminate at iteration 20. In this test case only, we extend the number of iterations to 40 to further investigate the relationship between eigenvalue ratio and penalty parameter. For this purpose, once we reach the defined minimum clique eigenvalue ratio, we double it.

![Image of Fig. 7. Minimum eigenvalue ratios \( \rho \) over all grids \( i \), generation cost and penalty for each iteration of the systematic procedure for the considered test case. The change of generation cost and penalty is normalized to the non-penalized objective value. We report the maximum constraint violation at each iteration evaluated with non-linear AC power flows using the obtained set-points for the forecasted system state and the vertices. The procedure would terminate at iteration 20. In this test case only, we extend the number of iterations to 40 to further investigate the relationship between eigenvalue ratio and penalty parameter. For this purpose, once we reach the defined minimum clique eigenvalue ratio, we double it.](image_url)

TABLE II

<table>
<thead>
<tr>
<th>Time step (h)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical bus voltage constraint violation probability (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AC-OPF w/o CC</td>
<td>24.07</td>
<td>24.24</td>
<td>15.71</td>
<td>13.85</td>
<td>23.35</td>
</tr>
<tr>
<td>Penalized CC-AC-OPF</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>CC-DC-OPF</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Empirical apparent branch flow constraint violation probability (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AC-OPF w/o CC</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Penalized CC-AC-OPF</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>CC-DC-OPF</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Cost of uncertainty (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AC-OPF w/o CC</td>
<td>3.94</td>
<td>4.78</td>
<td>3.90</td>
<td>5.02</td>
<td>5.46</td>
</tr>
<tr>
<td>Penalized CC-AC-OPF</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>CC-DC-OPF</td>
<td>1.36</td>
<td>2.26</td>
<td>1.87</td>
<td>3.06</td>
<td>3.51</td>
</tr>
</tbody>
</table>

B. Monte Carlo Analysis Using Realistic Forecast Data

In this section, we compare the proposed chance constrained AC-OPF using the active power loss penalty in (40) to a DC-OPF formulation [10] and to an AC-OPF without considering uncertainty, for the test case shown in Fig. 6 using realistic forecast data. Note that in literature the application of chance constraints to interconnected AC and HVDC grids is limited to the DC-OPF formulation. We select the penalty weight step size \( \Delta \mu \) to be 100. The DC-OPF includes a joint chance constraint on active generator power and active line flows, and corrective control of active power set-points of HVDC converters. As the branch flow limits are specified in terms of apparent power, for the DC-OPF only we set the maximum active branch flow to 80% \( S_{\text{lim}} \). To construct the rectangular uncertainty set for both formulations, we draw \( N_S = 377 \) samples according to (25) with \( \epsilon = 0.05 \) and \( \beta = 10^{-3} \). The sample base representing realistic wind day-ahead forecast data has been constructed exactly following the procedure in [38] and is based on wind power measurements in the Western Denmark area from 15 different control zones collected by the Danish transmission system operator Energinet. We select control zone 1, 11, 3 to correspond to the wind farm at bus 8, 24, and 3, respectively. We use three different sets of \( N_S \) samples to run the following computational experiments and report the averaged results. Note that we use the same sample base for both drawing the \( N_S \) samples and the Monte Carlo analysis. The converter C2 is selected as DC slack bus which compensates the possible mismatch between set-points and the realized active power flows. Note that the DC-OPF
approach does not model converter losses and that the AC-OPF without considering uncertainty includes no corrective control policies, i.e. resulting mismatches are compensated via the slack bus converter. With our approach we include suitable HVDC converter corrective control policies.

In order to evaluate the empirical constraint violation probabilities of the three approaches, we run a Monte Carlo analysis using AC-DC power flows of MATACDC [23] with 10,000 samples drawn from the realistic forecast data sample base. MATACDC is a sequential AC/DC power flow solver interfaced with MATPOWER [39] which uses the HVDC converter model shown in Section II-A. The DC-OPF provides only the active power set-points for generators and HVDC converters. To exclude numerical errors, a minimum violation limit of $10^{-3}$ per unit for generator limits on active power and 0.1% for voltage and apparent line flow limits is assumed. In the AC power flow the generator reactive power limits are enforced to avoid a possibly high non-physical overloading of the limits. Furthermore, we distribute the loss mismatch from the active generator set-points among the generators according to their participation factors and rerun the power flow to mimic the response of automatic generation control (AGC).

In Table II the resulting violation probability of the joint chance constraint on active power, bus voltages, and active branch flows, and the cost of uncertainty are compared for our approach, an AC-OPF without considering uncertainty and the chance constrained DC-OPF. We find that our proposed approach complies with the joint chance constraint. If we do not consider uncertainty in the AC-OPF, violations of generator and voltage limits occur. The chance constrained DC-OPF violates the target value of $\epsilon = 5\%$ as well. Violations of voltage limits occur as the DC-OPF approximation does not model voltage magnitudes. As losses which can make up several percent of load are also neglected, the limits on generator active power are violated as well. The cost of uncertainty, i.e. the additional cost incurred by taking uncertainty into account, is lower for the DC-OPF approach as the cost for the active power losses are not included. On average, for our approach, using a laptop with Intel i7-7820HQ CPU @ 2.90 GHz and 32 GB RAM, the total solving time is 13.0 seconds, the individual SDP solving time is 1.9 seconds and the number of iterations for the systematic procedure to obtain rank-1 solution matrices is 6.8. For the HVDC converter C3 and time step 3, we show in Fig. 8 the active and reactive power set-points from our approach for the first sample set and the resulting 10,000 realizations which comply with the HVDC converter limits.

In Table III we compare the near-global optimality guarantee that we obtain by using the active loss penalty from [40] and the reactive power penalty [41] averaged for the three $N_s$ sample sets. For both approaches, we use the same penalty weight step size $\Delta \mu = 100$ for the systematic procedure. By using the active loss penalty, the near-global optimality guarantee evaluates to at least 99.5% for all considered time steps, i.e. the distance to the global optimum is at most 0.5%. The upper bound on the sub-optimality incurred by the reactive power loss penalty is substantially larger with an average of 5.1% which is more than ten times larger than the bound obtained by the active power loss penalty, i.e. the obtained generation cost is higher for the reactive power penalty by that amount. This highlights the effectiveness of the proposed active power loss penalty to obtain rank-1 solution matrices without incurring a significant sub-optimality.

To provide more insight into the active power loss and reactive power generator penalty, Fig. 9 shows the average active power loss $P_{\text{loss}}$, the average sum of generator reactive power $\sum Q_G$, the change in generation cost and the penalty term for time step 3 for the active power loss and reactive power generator penalty terms. The iterations are shown until rank-1 solution matrices are obtained. Note that all quantities are normalized by the corresponding values of the forecasted system state $W_0$ for the non-penalized CC-AC-OPF and the first two are averaged over all vertices of the uncertainty set.
the first two are averaged over all vertices of the uncertainty set. We observe that for the non-penalized formulation, i.e. at iteration 1, both the high average active power loss of 197.1% and the high average generator reactive power of 245.5% indicate that several of the solution matrices \( W \) correspond to non-physical higher rank solutions. Furthermore, the active power loss and the generator reactive power are coupled, and both heuristic penalty terms reduce these values from high non-physical values until a rank-1 solution can be recovered. However, in this case, the active power loss penalty requires significantly less iterations, 7 compared to 25, and a two orders of magnitude smaller penalty term to recover rank-1 solution matrices. An intuitive explanation is that the active power loss penalty penalizes directly the change in active power losses with respect to the forecasted system state, represented by \( \gamma \), and that this term is significantly smaller than the absolute sum of generator reactive power.

### C. Tuning of Confidence Parameter \( \beta \)

In the previous section, we have shown that our proposed tractable chance constrained AC-OPF formulation achieves compliance with the maximum allowable joint chance constraint violation probability of \( \epsilon = 5\% \). However, the actual observed empirical joint violation probability is \( \epsilon_{\text{emp}} = 0\% \) in Table 11. The underlying reason is that the methodology we employ to achieve a tractable formulation of the chance constraints does not make any assumption on the distribution of the forecast errors, i.e. we are robust against the worst-case distribution for defined violation probability \( \epsilon \). In this section, we propose a procedure to adjust the confidence parameter \( \beta \) to match the empirical violation probability \( \epsilon_{\text{emp}} \) with the maximum allowable constraint violation probability \( \epsilon \) more closely while systematically reducing the cost of uncertainty.

For this purpose, after we obtain the empirical violation probability \( \epsilon_{\text{emp}} \) as a result of the Monte Carlo Analysis for a given \( \epsilon \) and \( \beta \), we adjust the confidence parameter \( \beta \). Based on the new confidence parameter, which we denote with \( \beta^* \), we compute the reduced number of samples according to (26), and discard samples from the initial \( N_s \) samples of the rectangular uncertainty set. In the discarding process, we select the worst-case samples, i.e. the samples which when removed reduce one of the dimensions of the rectangular set the most. We can tune the confidence parameter \( \beta^* \) iteratively, until the empirical violation probability \( \epsilon_{\text{emp}} \) matches the maximum allowable constraint violation probability \( \epsilon \). Note, that in case of a minimum confidence parameter \( \beta^* \) (here \( \beta^* = 0.5 \)) the solution is still conservative, the number of considered samples could be further reduced by also adjusting the violation probability \( \epsilon \) in (26). This proposed procedure is similar to distributionally robust optimization, e.g. [40] in which both the distance metric around the empirical distribution and violation probability \( \epsilon \) are varied over a wide range of values to achieve a target empirical violation probability \( \epsilon_{\text{emp}} \).

In Fig. 10 for the previous simulation setup, the time step 4 and a penalty step size of \( \Delta \mu = 10 \), the cost of uncertainty and the empirical joint violation probability \( \epsilon_{\text{emp}} \) are shown as a function of the adjusted confidence parameter \( \beta^* \) for a fixed value of \( \epsilon \). We consider the first \( N_s \) sample set. By tuning the confidence parameter \( \beta^* \), and subsequently discarding samples from the rectangular uncertainty set, we can match the empirical joint violation probability \( \epsilon_{\text{emp}} \) with the maximum allowable joint violation probability \( \epsilon \) more closely at a lower cost of uncertainty, and reduce the conservativeness of our approach. For \( \epsilon = 5\% \), we can achieve an empirical violation probability \( \epsilon_{\text{emp}} = 4.13\% \) with \( \beta^* = 0.025 \), while reducing the cost of uncertainty from 5.06% to 3.29%. Similarly for \( \epsilon = 10\% \), an empirical violation probability \( \epsilon_{\text{emp}} = 9.15\% \) with \( \beta^* = 0.075 \) is achieved, while reducing the cost of uncertainty from 4.90% to 1.72%. Note that for each of the three values of \( \epsilon \), we redraw the samples and obtain slightly different forecast values. As a result, the cost of uncertainty is not directly comparable between different values of \( \epsilon \).

### D. Benders Decomposition for 241-Bus AC-DC System

In the following, we demonstrate the performance of the Benders decomposition of our proposed OPF formulation for a system of two IEEE 118 bus test systems interconnected with a 5 bus multi-terminal HVDC grid. To this end, for the previously used test case in Fig. 9 we replace the IEEE 24 bus systems with IEEE 118 bus systems [41]. The converters C1 and C2 are connected to the AC buses 8 and 65 of the first 118 bus system. The converters C3 and C4 are connected to the AC buses 8 and 65 of the second 118 bus system. We place one wind farm with rated power of 300 MW at bus 5 of the first 118 bus system and a second wind farm with rated power of 600 MW at bus 64 of the second 118 bus system. The offshore wind farm with rated power of 400 MW remains at bus 3 of the HVDC grid. For the forecast data, we select control zone 1, 11, 3 to correspond to the wind farms at bus 8, 65, and 3, respectively. We consider the time step 1 and one \( N_s \) sample set.

We solve the decomposed OPF formulation for a uniform penalty parameter of \( \mu_v = 100 \). We select \( \theta_{\text{min}} \) to be \( 10^{-8} \). As convergence criterion, we assume that the difference between the auxiliary variable and the sum of the objective value of the optimality subproblems is less than \( 10^{-4} \) of the overall objective value. Furthermore, the sum of the feasibility subproblems
\( S_v \) should be lower than \( 10^{-4} \). In Fig. 11, the convergence characteristics of the decomposed formulation are shown. In the first iterations, feasibility cuts are included, which lead to an increase in the generation cost for the forecasted system state. As the optimality cuts from the subproblems are gradually included the generation cost decreases. At the same time, the difference between auxiliary variable and the sum of the objective values of the subproblems decreases until the algorithm converges after 41 iterations. The solving time for one instance of the subproblem is on average 0.45 s and for the master problem on average 0.65 s. Note that we observe a decrease in the resulting numerical accuracy for the decomposed problem compared with solving the original optimization problem. If we solve the problem with a different penalty term, we can directly include the feasibility cuts from previous iterations to the master problem to speed up the convergence of the Benders algorithm.

V. CONCLUSIONS

In this work, we propose a tractable formulation of a chance constrained AC-OPF for interconnected AC and HVDC grids, which uses the semidefinite relaxation of the AC-OPF and can provide guarantees regarding (near-)global optimality. We include control policies related to active power, reactive power, and voltage, in particular of HVDC converters. To enhance scalability and numerical stability, we split the semidefinite matrix in parts corresponding to each individual subsystem, i.e. different AC or DC grids. By using a penalty term on active power losses, we propose a systematic method to identify suitable penalty weights to obtain rank-1 solution matrices. To facilitate computational tractability, we propose a decomposition of our AC-OPF formulation using Benders decomposition and show its success on a 214-bus AC-DC system. For a test case of two IEEE 24 bus AC grids interconnected through an HVDC grid, using realistic forecast data, we show that a chance constrained DC-OPF leads to violations of the considered joint chance constraint whereas our proposed approach complies with all constraints. To match the empirical closely with the maximum allowable joint chance constraint violation probability, we propose a heuristic adjustment procedure for the scenario-based uncertainty set by discarding worst-case samples which allows us to reduce the cost of uncertainty. Our future work will focus on including (i) N-1 security and post-contingency HVDC corrective control, and (ii) successive penalization techniques.
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