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Wind profiles above the atmospheric surface layer are not accurately described by classic similarity theories. Far from the surface the underlying assumptions of such surface-layer theories break down due to stronger influences of the buoyancy forces induced by the temperature inversion that caps the atmospheric boundary layer (ABL), as well as the Coriolis force. This paper examines the influence of these forces on the mean flow and presents a new similarity theory to predict mean wind profiles in and above the surface layer, for an ABL with zero surface heat flux and capped by an inversion of potential temperature—i.e. the conditionally neutral ABL. The analysis here is based on the results of seventeen large-eddy simulations over a flat homogeneous rough surface, which leads to and supports the new similarity theory. The development is based on two applications of the Buckingham-

Π2

theory. A first application allows determination of the entrainment-induced heat flux profile through the ABL and into the surface layer, which is then used within a second dimensional argument for the vertical shear of mean wind speed. We subsequently find a new dimensionless group (Π2) depending on the capping-inversion strength, Coriolis parameter, surface stress, and

Abbreviations: ABL, atmospheric boundary layer; ASL, atmospheric surface layer; LES, large-eddy simulation; M-O, Monin-Obukhov; M-O ST, Monin-Obukhov stability theory.
ABL depth; it is correlated to the dimensionless shear ($\Pi_1$) through a universal function $\beta$. Integrating the functional relation between $\Pi_1$ and $\Pi_2$, an equation for the mean wind speed profile is obtained: it effectively includes an additive ‘correction’ to the log-law in terms of $\Pi_2$, analogous to the Monin-Obukhov profile correction function. Unlike surface-layer similarity, the new form accounts for the influences of both the surface and ABL top. Relative to LES the new profile form exhibits errors in mean wind speed below 5% for heights below 90% of the ABL depth; this is relevant for applications above the surface layer (e.g., wind energy).
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### 1 INTRODUCTION

In recent years, interest in wind profiles and description of the mean flow above the surface layer has increased. Driven by applications such as wind energy, where hub-heights of modern wind turbines typically exceed the depth of the atmospheric surface layer (ASL), there is a need for better characterization of the wind beyond the ASL. Above the ASL, accepted and classic similarity theories for the wind profile, namely Monin-Obukhov (M-O) theory, become less valid (e.g., Wyngaard, 1973; Gryning et al., 2007; Optis et al., 2014; Kelly and Troen, 2016); there is thus also a long-standing interest in consistent description of the wind profile at such heights (e.g., Blackadar, 1962; Hess and Garratt, 2002; Kelly et al., 2014a). M-O theory is defined for stationary conditions over flat homogeneous terrain, assuming that surface-layer parameters—which dictate the wind profile—do not vary appreciably (Foken, 2004) over the depth of the ASL (Horst, 1999; Wyngaard, 2010). The applicability of M-O theory becomes yet more tenuous in the upper part of the ABL, where other parameters affect the wind field.

For the upper part of the ABL to be considered, one must address the influence of additional parameters: the potential temperature inversion magnitude and Coriolis parameter (e.g., Grachev et al., 2005; Zilitinkevich and Esau, 2005; Zilitinkevich et al., 2012). By potential temperature inversion we mean a positive gradient of mean potential temperature above the ABL, i.e. $(\partial \Theta / \partial z)_c > 0$, where the subscript ‘$c$’ denotes capping inversion. This is often written in terms of the Brunt-Väisälä frequency $N_c \equiv \sqrt{(g/\Theta_0)(\partial \Theta / \partial z)_c}$, sometimes referred to as the ‘strength of the inversion.’ The presence of a potential temperature inversion sets the height of the ABL (e.g., Deardorff, 1974; Wyngaard, 2010) and induces a downward entrainment (flux) of higher potential temperature, which causes stable stratification within the ABL (Tennekes and Driedonks, 1981; Zilitinkevich and Calanca, 2000).

Traditional classification of ABLs is based on surface potential temperature flux $Q_0 = \overline{w'\theta'_{z=0}}$, and may lead to inaccurate description of mean profiles (of e.g. wind and temperature) when applied to boundary layers capped by inversions $(\partial \Theta / \partial z)_c$. To distinguish and allow for the effects of the inversion, a split of the neutral ABL classification was introduced by Zilitinkevich et al. (2012): ‘truly neutral’ and ‘conditionally neutral’ ABLs. A ‘truly neutral’ ABL is characterized by a constant mean potential temperature profile (neutral stratification), while a ‘conditionally neutral’ ABL is capped by a positive gradient of potential temperature that extinguishes the turbulence (stable stratification).
The influence of the Coriolis force is typically excluded in surface-based theories, disregarded under the assumption that close to the surface its contribution to scalar fields (and the mean wind speed $S$) is negligible. However, further from the surface the relative contribution to $S(z)$ of the Coriolis force increases, approaching a balance with the pressure-gradient force, i.e. a (mean) geostrophic balance. The objective of the present work is to derive a similarity theory for the wind profile in conditionally neutral conditions. For this purpose seventeen large eddy simulations (LES) have been used as input data for this study.

2. LARGE-EDDY SIMULATIONS

The analysis here was done on data from seventeen different LES of the conditionally neutral ABL (i.e. $Q_0 = 0$ K m s$^{-1}$, $N_c = 0$), which were run using NCAR’s standard LES code (Sullivan and Patton, 2011; Sullivan et al., 2016). The group of simulations covers a range of atmospheric parameters, in addition to the surface roughness length $z_0$: the geostrophic wind speed $G$, Coriolis parameter $f$, and capping inversion strength $(\partial\Theta/\partial z)_c$ (or alternately $N_c$); here we aim to find the dependence of $S(z)$ upon these parameters. All the simulations are run in a domain of size $[2560 \times 2560 \times 1792$ m] using $512^3$ grid points, and are initialised with a surface temperature $T_0 = 290$ K and surface heat flux ($Q_0$) of zero.\(^1\) The choice of the size of the domain and number of grid points were made to provide simulations within the ‘high-accuracy zone’ elucidated by Brasseur and Wei (2010).

In order to investigate mean profiles from the space-time dependent LES simulations, the results have been averaged in space (horizontal average in the x-y plane) and time. To compare two different simulations, each must be analysed at the same dimensionless development time ($t/T$), expressed here in terms of the turnover time $T_t \equiv z_i/u_*$, where $u_*$ is the (near-surface) friction velocity and $z_i$ is the ABL depth (defined by the maximum gradient as in Sullivan et al., 1998, where $\partial^2 \Theta/\partial z^2 = 0$). The parameters of the simulations are summarised in Table 1, together with the derived statistics \{$z_i$, $u_*$\} after time $507 T_t$.

To begin with an example, the mean wind speed profile for simulation A is plotted in terms of dimensionless height, i.e. $S(z/z_i)$, in Figure 1 together with the logarithmic profile. Figure 1 may be seen as visualisation of the problem stated in the introduction: the presence of a capping inversion influences the mean wind speed profile within the ABL.

\(^1\) The initial profile is not particularly relevant, as we are concerned with the stationary conditions after spin-up (see e.g. Pedersen et al., 2014).
TABLE 1  Set-up of LES runs; all have \( n_x = n_y = n_z = 512 \) and zero surface heat flux (\( Q_0 = 0 \) K m s\(^{-1} \)).

<table>
<thead>
<tr>
<th>case</th>
<th>( z_0 ) [m]</th>
<th>( G ) [m s(^{-1} )]</th>
<th>( \frac{\partial \theta}{\partial z} ) [K m(^{-1} )]</th>
<th>( \tau ) [s(^{-1} )]</th>
<th>( z_i ) [m]</th>
<th>( u_i ) [m s(^{-1} )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.05</td>
<td>10</td>
<td>0.003</td>
<td>0.0001</td>
<td>620</td>
<td>0.41</td>
</tr>
<tr>
<td>B</td>
<td>0.05</td>
<td>5</td>
<td>0.003</td>
<td>0.0001</td>
<td>346</td>
<td>0.22</td>
</tr>
<tr>
<td>C</td>
<td>0.05</td>
<td>5</td>
<td>0.006</td>
<td>0.0001</td>
<td>273</td>
<td>0.22</td>
</tr>
<tr>
<td>D</td>
<td>0.1</td>
<td>5</td>
<td>0.003</td>
<td>0.0001</td>
<td>363</td>
<td>0.24</td>
</tr>
<tr>
<td>E</td>
<td>0.1</td>
<td>10</td>
<td>0.003</td>
<td>0.0001</td>
<td>646</td>
<td>0.44</td>
</tr>
<tr>
<td>F</td>
<td>0.1</td>
<td>5</td>
<td>0.006</td>
<td>0.0001</td>
<td>288</td>
<td>0.23</td>
</tr>
<tr>
<td>G</td>
<td>0.1</td>
<td>10</td>
<td>0.006</td>
<td>0.0001</td>
<td>489</td>
<td>0.41</td>
</tr>
<tr>
<td>H</td>
<td>0.05</td>
<td>10</td>
<td>0.006</td>
<td>0.0001</td>
<td>512</td>
<td>0.43</td>
</tr>
<tr>
<td>I</td>
<td>0.1</td>
<td>10</td>
<td>0.006</td>
<td>0.00005</td>
<td>548</td>
<td>0.35</td>
</tr>
<tr>
<td>J</td>
<td>0.1</td>
<td>10</td>
<td>0.006</td>
<td>0.00005</td>
<td>705</td>
<td>0.38</td>
</tr>
<tr>
<td>K</td>
<td>0.1</td>
<td>10</td>
<td>0.003</td>
<td>0.00005</td>
<td>382</td>
<td>0.20</td>
</tr>
<tr>
<td>L</td>
<td>0.05</td>
<td>5</td>
<td>0.003</td>
<td>0.00005</td>
<td>299</td>
<td>0.18</td>
</tr>
<tr>
<td>M</td>
<td>0.05</td>
<td>5</td>
<td>0.006</td>
<td>0.00005</td>
<td>401</td>
<td>0.21</td>
</tr>
<tr>
<td>N</td>
<td>0.1</td>
<td>5</td>
<td>0.006</td>
<td>0.00005</td>
<td>310</td>
<td>0.19</td>
</tr>
<tr>
<td>O</td>
<td>0.1</td>
<td>5</td>
<td>0.006</td>
<td>0.00005</td>
<td>676</td>
<td>0.36</td>
</tr>
<tr>
<td>P</td>
<td>0.05</td>
<td>10</td>
<td>0.003</td>
<td>0.00005</td>
<td>530</td>
<td>0.34</td>
</tr>
<tr>
<td>Q</td>
<td>0.05</td>
<td>10</td>
<td>0.006</td>
<td>0.00005</td>
<td>383</td>
<td>0.25</td>
</tr>
</tbody>
</table>

**FIGURE 1**  Comparison between wind profile of simulation A (solid) and logarithmic profile (dotted)

**FIGURE 2**  Profiles of mean potential temperature \( \Theta \) and flux \( \overline{w\theta} \) for simulation A

Close to the surface the log-law provides a good prediction of the LES mean wind speed profile, but moving upwards
in the ABL the two profiles deviate significantly: predicting the speed profile with the log-law may lead to errors exceeding 25% for the cases analysed here (shown later in Figure 15 for all cases). The potential temperature inversion \((\partial \Theta / \partial z)_z > 0\) induces a mean temperature flux \(\overline{w \theta}(z) < 0\) (i.e. downward flux of warmer air), as shown in Figure 2; this reduces the turbulent kinetic energy and significantly affects the wind profile \(S(z)\).

![Figure 3](image_url)  **Figure 3** Mean wind speed profiles for simulations A, B, F, H and P

![Figure 4](image_url)  **Figure 4** Potential temperature flux profiles for simulations A, B, F, H and P

The collective influence of the parameters \(\{G, f, (\partial \Theta / \partial z)_z, z_0\}\) upon \(S(z)\) and \(\overline{w \theta}(z)\) diagnosed from the LES is shown in Figures 3 and 4. From these figures, one sees the influence of each:

1. Higher geostrophic wind \(G\) causes larger shear stresses at the surface, which result in taller ABL and larger \(\overline{w \theta}\).
2. Increased \((\partial \Theta / \partial z)_z\), i.e. stronger inversions, causes more negative (increased amplitude) \(\overline{w \theta}(z)\) and a shallower ABL.
3. Larger \(f\) results in slightly smaller magnitude of \(\overline{w \theta}(z)\) and a slightly shallower ABL. The functional behaviour is sensitive to \(f\), and is particularly different close to the inversion.
4. Larger \(z_0\), i.e. rougher surface, causes higher shear stresses at the surface \(\left( u_* \text{ for a given } G \right)\); this results in a taller ABL and larger magnitude of \(\overline{w \theta}(z)\).
5. The qualitative trend of \(S(z)\) appears to be similar in all the simulations and highly dependent on \(\overline{w \theta}(z)\)—and thus \((\partial \Theta / \partial z)_z\): \(S(z)\) is well-predicted by the log-law close to the surface, where \(\overline{w \theta} \rightarrow 0\). Above the surface layer, where \(\overline{w \theta}\) is more negative, the simulated \(S(z)\) exceeds the log-law prediction. The wind speed increases up to a maximum (super-geostrophic jet) close to the ABL top and then adjusts to its geostrophic value as \(z > \sim z_i\).
6. The profile \(\overline{w \theta}(z)\) is linear for most of the ABL, and \(\partial \overline{w \theta} / \partial z\) appears to depend on \(u_*, (\partial \Theta / \partial z)_z\).

Points 1–5 above have been documented before in the literature, but point 6 has not yet been treated well; it is the focus of this paper, along with the relation between entrainment heat flux and \(S(z)\). As analysed in detail in Chapter 3 and 4 of Cersosimo (2017), and to some extent in Pedersen et al. (2014), the effects listed above are caused by changes of the shear and buoyancy term in the turbulent kinetic energy budget of the flow.
3 | THEORY AND DEVELOPMENT: THE CONDITIONALLY NEUTRAL ABL

The aim of this present section is to obtain a simple expression for the wind profile through similarity theory. This is composed by two applications of the Buckingham Π theorem. The first application allows to predict the \( \overline{w\theta} \) profile for most of the ABL height. This profile is then used in a successive application of the theorem that enables prediction of the wind speed profile with accuracy up to the 90% of the ABL height.

3.1 | Potential temperature flux profile: \( \overline{w\theta}(z) \)

As seen in Figure 4 the profile of \( \overline{w\theta}(z) \) is linear for most of the boundary layer height and its slope depends on \( u_* \) and \( \frac{\partial\theta}{\partial z} \), which suggests that these are significant parameters. This provided a first guess of the significant dimensional groups to be considered when applying Buckingham Π theorem. Considering the following dimensional \( n=5 \) grouping: strength of the inversion \( \left( \frac{\partial\theta}{\partial z} \right)_c \), vertical coordinate \( z \), surface stress \( \tau_0 \), air density \( \rho \) and the potential temperature flux profile \( \overline{w\theta}(z) \) and using the \( m=4 \) dimensions \( \{m, s, K, g, K\} \) follows that there will be only \( n-m=1 \) dimensionless group that describes the 5 parameters involved:

\[
\Pi_{\overline{w\theta}} = \left( \frac{\partial\theta}{\partial z} \right)_c \frac{\alpha}{z^\gamma} \tau_0 \rho^\delta \cdot \overline{w\theta}. \tag{1}
\]

Consideration of units results in \( \alpha = \beta = -1, \gamma = -1/2, \) and \( \delta = 1/2 \); recalling that \( \tau_0 = \rho u_*^2 \) then gives a heat flux profile defined by

\[
\overline{w\theta}(z) = \Pi_{\overline{w\theta}} u_* z \frac{\partial\theta}{\partial z}_c.
\tag{2}
\]

This follows the classic flux-gradient form \( \overline{w\theta} = -K \frac{\partial\theta}{\partial z} \) (where \( K \) is the product of turbulent velocity and length scales, e.g. Wyngaard, 2010), and yet more closely resembles the surface-layer form \( \overline{w\theta}(z)_{ASL} = -K u_* z \frac{\partial\theta}{\partial z} \); here in (2) the negative sign is absorbed into \( \Pi_{\overline{w\theta}} \). The formulation (2) is consistent with the observation that in the conditionally neutral ABL the potential temperature flux is zero at the surface and observed to be linearly increasing with height through most of the boundary layer (see Figure 4). Thus over the range of \( z \) where (2) is valid, then \( \Pi_{\overline{w\theta}} \) has to be a constant. Expressing \( \overline{w\theta} = m_{\overline{w\theta}} z \), where \( m_{\overline{w\theta}} = \frac{\partial\overline{w\theta}}{\partial z} \) is simply the 'slope' of the flux profile (the heat flux divergence in horizontally homogeneous conditions), then

\[
\Pi_{\overline{w\theta}} = \frac{z\left(\frac{\partial\overline{w\theta}}{\partial z}\right)}{u_* z \frac{\partial\theta}{\partial z}_c} = \frac{m_{\overline{w\theta}}}{u_* \frac{\partial\theta}{\partial z}_c}. \tag{3}
\]

To check the validity of assuming a linear profile and to obtain the value of the corresponding constant \( \Pi_{\overline{w\theta}} \), the slope of the linear part of \( \overline{w\theta}(z) \) is plotted versus the corresponding values of \( u_* \left( \frac{\partial\theta}{\partial z} \right)_c \) in Figure 5. There it can be observed that indeed (3) holds, giving \( \Pi_{\overline{w\theta}} = -0.0031 \) and confirming the initial assumption of constant \( \frac{\partial\overline{w\theta}}{\partial z} \). Though the agreement is generally good, it can be seen in Figure 5 that the effect of the Coriolis parameter and roughness length is not perfectly captured; this causes errors in prediction of \( \frac{\partial\overline{w\theta}}{\partial z} \) up to 20%, as shown in Table 2.

In order to account for the influence of the Coriolis parameter, two approaches can be followed. One approach would be to include an additional parameter \( \ell \) within application of the Buckingham Π theorem. However, this would result in an additional dimensionless group, and an additional universal functional relation between the two dimensionless groups would have to be found. For the sake of simplicity the dependence on \( \ell \) has been included through
FIGURE 5  Dimensional analysis on $\bar{w}\bar{\theta}$: convergence of $\Pi_{\bar{w}\bar{\theta}}$ to a constant

TABLE 2  Error ($\epsilon$) in prediction of $\partial \bar{w}\bar{\theta}/\partial z$, using $\Pi_{\bar{w}\bar{\theta}}$ (eqn. 3 without $Ro$) or via $\Pi_{\bar{w}\bar{\theta}}^2$ (eqn. 4 including $Ro$ effect).

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
<th>K</th>
<th>L</th>
<th>M</th>
<th>N</th>
<th>O</th>
<th>P</th>
<th>Q</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{\Pi_{\bar{w}\bar{\theta}}}$ (%)</td>
<td>21</td>
<td>19</td>
<td>4</td>
<td>12</td>
<td>10</td>
<td>2</td>
<td>7</td>
<td>3</td>
<td>-8</td>
<td>-11</td>
<td>-11</td>
<td>-13</td>
<td>-7</td>
<td>-11</td>
<td>-9</td>
<td>-11</td>
<td>7</td>
</tr>
<tr>
<td>$\epsilon_{\Pi_{\bar{w}\bar{\theta}}^2}$ (%)</td>
<td>8</td>
<td>4</td>
<td>-1</td>
<td>-0.4</td>
<td>-1</td>
<td>-3</td>
<td>2</td>
<td>-2</td>
<td>-1</td>
<td>-8</td>
<td>-9</td>
<td>-5</td>
<td>-6</td>
<td>-4</td>
<td>-5</td>
<td>-3</td>
<td>-4</td>
</tr>
</tbody>
</table>

a dimensionless correction based on a Rossby number $Ro$: 

$$\Pi_{\bar{w}\bar{\theta}}^2 = \Pi_{\bar{w}\bar{\theta}} Ro^{-0.3} = \frac{\partial \bar{w}\bar{\theta}/\partial z}{u_\ast (\partial \Theta/\partial z)_c} Ro^{-0.3},$$  

(4) 

where the Rossby number here is defined as $Ro \equiv u_\ast / (f z_i)$. The exponent ($-0.3$) has been found empirically, to minimize the mean absolute error in prediction of $m_{\bar{w}\bar{\theta}}$. Using (4) and plotting $\partial \bar{w}\bar{\theta}/\partial z$ versus $u_\ast (\partial \Theta/\partial z)_c Ro^{-0.3}$ as shown in Figure 6, the data collapse to give

$$\frac{\partial \bar{w}\bar{\theta}}{\partial z} = -0.0016 u_\ast \frac{\partial \Theta}{\partial z}_c Ro^{0.3},$$  

(5) 

i.e. $\Pi_{\bar{w}\bar{\theta}}^2 = -0.0016$. We also note that one could alternately keep the coefficient of $\Pi_{\bar{w}\bar{\theta}} = -0.0031$ found from (3), and instead introduce a factor of $(\Pi_{\bar{w}\bar{\theta}}^2/\Pi_{\bar{w}\bar{\theta}})^{1/3} \approx 0.11$ within $Ro$ in eq. 5; this is consistent, on average, with both (3) and known parameterizations for the ABL depth: $z_i$, can be estimated by $z_i = c_h u_\ast / f$, where $c_h \sim 0.1 - 0.2$ for the range of $z_i$ and $N_c$ considered (Zilitinkevich and Esau, 2002), so on average the $Ro^{0.3}$ defined here would roughly cancel this factor of 0.11. Employing (4)–(5) leads to significantly reduced prediction errors compared to ignoring $Ro$, as reported in Table 2.
Finally, the functional form of the potential temperature flux obtained through dimensional analysis is given by

\[
\overline{\theta_D}(z) = \Pi_2 u_\ast z \frac{\partial \Theta}{\partial z} |_{c} \times Ro^{0.3}.
\]  

(6)

It is in accord with the profiles observed in Figure 4: \(\overline{\theta}(z)\) starts from a null value at the surface, and decreases linearly with \(z\) through most of the ABL. The strength of this formulation is that it allows one to determine \(\overline{\theta}(z)\) based solely on surface and ABL-top parameters, since the dependence on \(z\) is linear and explicit. A comparison between the potential temperature flux profile given by the LES simulations and the profile predicted by (6) is shown in Figure 7, with the corresponding prediction error displayed in Fig. 8.
3.2 | Vertical shear of mean wind speed

The second step in development begins with a dimensional argument for the vertical shear of mean wind speed. Considering the following six \((n = 6)\) dimensional groups:

- vertical coordinate, \(z\) [m];
- surface stress, \(\tau_0\) [Kg m\(^{-1}\) s\(^{-2}\)];
- air density, \(\rho\) [Kg m\(^{-3}\)];
- buoyancy parameter, \(g/\theta_0\) [m s\(^{-2}\) K\(^{-1}\)];
- the vertical shear of wind speed, \(dS/dz\) [s\(^{-1}\)];
- potential temperature flux, \(\overline{w\theta}\) [m K s\(^{-1}\)];

and noting the \(m = 4\) dimensions (m, s, kg, K), there will be \(n - m = 2\) dimensionless groups correlated by a dimensionless function that can describe the mean flow. Reviewing the Buckingham-Pi theorem, these two groups are found via

\[
\Pi_1 = z^{e_{1a}}\tau_0^{e_{1b}}\rho^{e_{1c}}\left(\frac{g}{\theta_0}\right)^{e_{1d}} \frac{dS}{dz}
\]

and

\[
\Pi_2 = z^{e_{2a}}\tau_0^{e_{2b}}\rho^{e_{2c}}\left(\frac{g}{\theta_0}\right)^{e_{2d}} \overline{w\theta}
\]

where the exponents \((e_{1a} \ldots e_{1d}, e_{2a} \ldots e_{2d})\) are found by considering the units of each term and that each group is dimensionless. We find \(e_{1a} = e_{2a} = e_{2d} = 1\) and \(e_{1d} = 0\), whereas \(e_{1c} = -e_{1b} = 1/2\) and \(e_{2c} = -e_{2b} = 3/2\). The two dimensionless groups \(\Pi_1\) and \(\Pi_2\) should be correlated through a dimensionless universal function \(\beta\), so we may then write \(\Pi_1 = \beta(\Pi_2)\) as

\[
\frac{dS}{dz} = \frac{u_z}{\Pi_1} = \beta\left(z\frac{g}{\theta_0}\frac{\overline{w\theta}(z)}{u_z^2}\right) \frac{\Pi_2}{\Pi_1}
\]

where we have again used \(u_z^2 = \tau_0/\rho\). The function \(\beta(\Pi_2)\) is not necessarily linear, and can include dimensionless constants.

Up to this point the sole difference between the above and Monin-Obukhov similarity theory is that \(\overline{w\theta}\) has been considered as a function of height \(z\), rather than being the surface-layer value (denoted by \(Q_0\)). If \(Q_0\) was used instead of \(\overline{w\theta}\) then two groups would coincide with Monin-Obukhov theory, with \(\Pi_2 \rightarrow -z/L\) and \(\beta(\Pi_2)\) then becoming the M-O function typically denoted by \(\phi_m(z/L)\). Without considering the particular inversion-affected form of the heat flux profile, then \(9\) simply resembles a local similarity statement as in Nieuwstadt (1984). However, here we have something a bit different than local similarity: we are dealing with an entire profile of heat flux, rather than considering fluxes and wind speed at just one height \(z\). Through the profile \(\overline{w\theta}(z)\), it is possible to derive an equation for the wind speed profile \(S(z)\) based solely on surface and upper-ABL parameters, through the universal function \(\beta(\Pi_2)\). The behavior of \(\Pi_1\) with \(\Pi_2\) over the entire ABL for all the simulations is plotted in Figure 9.

From Figure 9 several significant observations can be made. First, it can be seen that for smaller magnitudes of \(\Pi_2 = z\frac{\overline{w\theta}(z)}{u_z^2}\), which corresponds to limited heights and/or small potential temperature flux, the data tend to collapse roughly onto a line with fixed slope. Each case presents a linear behaviour of \(\Pi_1 = \beta(\Pi_2)\) from \(\Pi_2 = 0\) up to...
some negative value, where it starts diverging. The point where each case’s function $\Pi_1 = \beta(\Pi_2)$ starts to diverge from a constant $\beta$ corresponds to a height $z$ where the influence of the potential temperature inversion starts to dominate, so this observation sets the limits of the validity of the similarity theory developed. This can be observed in Figure 10, where the correlation between $\Pi_1$ and $\Pi_2$ is plotted as far up as the influence of the ABL top can be considered negligible; empirically we choose this to be $z/z_i = 0.7$, which also ensures a linear profile of the potential temperature flux up to $z = 0.7z_i$.

In Figure 10 it can be observed that for large magnitudes of $\Pi_2$ (above the ASL and/or for sufficiently large values of $w\theta$), all the cases exhibit a linear behaviour with approximately the same slope, while for small values of $\Pi_2$ (in the ASL) the lines curve towards lower values of $\Pi_1$ and intersect the axis $\Pi_2 = 0$ at $\Pi_1$. Even if all the functions show a similar profile, it can be seen that the correlation between the two dimensionless groups is not exactly the same for all the simulations, and this slight difference may question the existence of a universal function $\beta$ that correlates $\Pi_1$ and $\Pi_2$. However, dimensional analysis is not guaranteed to provide perfectly clean results, due to its nature of being an approximation of the dominant physical phenomena based on the most significant dimensional groups representing the system. Furthermore, even if the LES simulations represent a powerful tool for the analysis of atmospheric flow, their accuracy may be questioned, especially close to the surface and inversion (Otte and Wyngaard, 2001). Keeping in mind these two last considerations, it has been concluded that the assumptions made regarding the significant dimensional groups are valid for the purposes of this paper—since the key developments here have most impact (are valid) above the ASL and below $0.7z_i$. Up to this point it has been shown that, if the potential temperature flux profile $w\theta(z)$ is used rather then $Q_0$, the dimensional groups of M-O similarity represent a reasonable choice for conditionally neutral atmospheric boundary layers.
\subsection*{3.3 Top-down similarity and wind profile}

Here we derive the mean wind profile following from the similarity form (9) and ‘top-down’ heat flux profile (6). Inserting (6) into (9) one can re-rewrite \( \Pi_2 \) as

\[
\Pi_2 = \Pi_{\frac{w_0^2}{\beta}} \left[ \frac{z (g/\theta_0)}{u_0^2} \frac{\partial \Theta}{\partial z} \right] u_* z R_0^{0.3} = -\left( \frac{z}{\ell_{TD}} \right)^2,
\]

where we define the ‘top-down’ length scale by

\[
\ell_{TD} = \sqrt{\frac{u_*^2}{-\Pi_{\frac{w_0^2}{\beta}} \left[ \frac{z (g/\theta_0)}{u_0^2} \frac{\partial \Theta}{\partial z} \right] R_0^{0.3} \frac{u_*}{N_c} \frac{0.04 R_0^{0.15}}{}}}
\]

with \( N_c \) being the Brunt-Väisälä frequency of the capping inversion. Note that \( \ell_{TD} \) could be compared to the “non-local external static-stability scale” of \( u_*/N_c \) given by Zilitinkevich and Esau (2005), but modified to account for the effect of ABL depth and Coriolis parameter through the ABL Rossby number \( R_0 = u_*/(fz) \), and with the mean efficiency of the entrainment process accounted for through the constant \( \sqrt{-\Pi_{\frac{w_0^2}{\beta}}} = 0.04 \). Now using (10) and (11) the dimensionless shear (9) can be re-written to show its explicit dependence on \( z^2/\ell_{TD}^2 \):

\[
\frac{k z}{u_*} \frac{dS}{dz} = \beta \left( \frac{-z^2}{\ell_{TD}^2} \right),
\]

where we remind that the \( \beta \)-function is analogous to the MOST \( \phi_m \)-function, but accounting for the effectively stable conditions due to negative heat flux caused by the capping inversion.

As with Monin-Obukhov theory, the correlation between the two dimensionless groups can be re-written as a function of the vertical coordinate \( z \) and a length scale (now \( \ell_{TD} \)); this supports simplicity of application. The specific details of the linear function \( \beta(\Pi_2) \) are found, and its applicability tested, by plotting dimensionless shear \( \Pi_1 \) versus \( \Pi_2 \).
employing (10)–(12). This is done in Figure 11, which shows that the functional behaviours presented in Figure 10 are matched by (12). All the cases present similar linear trends in terms of $z^2/\ell_{TD}^2$ (Fig. 11), and therefore for each of them a line of the form

$$\Pi_1 = -a \frac{z^2}{\ell_{TD}^2} + b$$  \hspace{1cm} (13)

was fitted to the data. Based on the assumptions made, we arrive at a single universal function $\beta(\Pi_2)$:

$$\beta \left( \frac{z^2}{\ell_{TD}^2} \right) = -\langle a \rangle \frac{z^2}{\ell_{TD}^2} + \langle b \rangle,$$  \hspace{1cm} (14)

where $\langle a \rangle = -4.3$ and $\langle b \rangle = 1$ are the mean of the parameters $a$ and $b$ respectively obtained by the fit of the single lines in Figure 11 over all cases. Inserting (14) into (12) we then obtain

$$\frac{dS}{dz} \left( \frac{k z}{u_*} \right) = 1 - \langle a \rangle \frac{z^2}{\ell_{TD}^2},$$  \hspace{1cm} (15)

or simply $\Pi_1 = 1 + \langle a \rangle \Pi_2 = \beta(\Pi_2)$ in terms of dimensionless groups. Integrating (15) over $z$ and considering that the speed profile close to the surface is described well by the log-law (i.e. the integration constant is equal to $-\log z_0$ as in M-O theory), we find the wind speed profile $S(z)$ for the conventionally neutral boundary layer:

$$S(z) = \frac{u_*}{k} \left[ \log \left( \frac{z}{z_0} \right) - \frac{\langle a \rangle}{2} \left( \frac{z}{\ell_{TD}} \right)^2 \right]$$

\hspace{1cm} (16)

$$= \frac{u_*}{k} \log \left( \frac{z}{z_0} \right) + aB \frac{N^2 z^2}{ku_*} \cdot R_0^{0.3},$$
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where \( z_B \equiv -\frac{\Pi w_\theta}{w_\theta'}(a)/2 \approx 1/290 \) and the von Kármán constant is \( k = 0.4 \). We remind that the 'correction' term has a weaker \( z_B^{-0.7} \) dependence due to \( R_\alpha \) (along with the \( z_B^{-0.3} f^{-0.3} \) behavior). Thus for conventionally neutral conditions the speed profile \( S(z) \) follows the log-law near the surface, but then increases with height more rapidly than the logarithmic profile.

Figure 12 compares the wind speed profile (16) with the log-law and the LES profiles for a sample case (A), while Figure 13 shows the percentage error in wind speed relative to the LES speeds. It can be seen from the results that (16) models the wind profile up to approximately \( z/z_i = 0.9 \); this is a significant improvement over the log-law, which is applicable only below \( z = 0.2 z_i \).

The validity of (16) can be checked via Figures 14 and 15, which presents profiles of prediction error relative to the LES data, for (16) and the log-law, respectively. While the logarithmic profile presents errors growing with height that exceed 25%, the speed profiles predicted by (16) exhibit errors less than 5% for heights up to 90% of the ABL depth.

The analysis of the profiles \( S(z) \) and \( \overline{\theta}(z) \), together for all simulations show that the largest errors occur when \( \partial w_\theta / \partial z \) is not accurately predicted by (6). Along with the earlier finding that incorporation of \( R_\alpha \) in the heat-flux profile reduces errors in prediction of \( \partial w_\theta / \partial z \) and \( \overline{\theta}(z) \), this implies that
inclusion of the additional parameter $R_0$—which accounts for the effect of the Coriolis force—is justified in the dimensional analysis for the inversion-induced potential temperature flux (also mentioned in Cersosimo, 2017); and it is reasonable to assume that $\beta(z/\ell_{TD})$ is effectively a universal function, for homogeneous conditions with negligible surface heat flux and capping inversion with strength described by $N_c$.

Regarding applicability for the profile derived here, we note that approaching the equator $f \to 0$ and subsequently the $R_0^{0.3}$ correction to the heat flux and wind profiles becomes large and non-physical. Thus we suggest a lower limit of $f$ based on applicability of geostrophic arguments (e.g. Arya and Wyngaard, 1974; Kelly et al., 2014b; following the European Wind Atlas (Troen and Petersen, 1989) and decades of its standard use, one expects the limit to be at the latitude where $f$ corresponds to $\sim 1/2$–1 day. This limit corresponds to where daily convective activity (on average) dominates boundary-layer depth development (more so than any Coriolis effects), roughly at a latitude of 10 degrees.

One additional aspect regarding applicability, or uncertainty, stems from resolution-dependence of the large-eddy simulations used. In particular, although the turbulence and mean fields are essentially independent of resolution (within the high-accuracy zone of Brasseur and Wei, 2010, as noted earlier), the entrainment heat flux can have a slight dependence upon resolution, even with our relatively fine vertical resolution of 3.5 m (see e.g. Sullivan and Patton, 2011). But because the heat flux profile is linear in $(\partial \Theta/ \partial z)_c$ and consequently linear in the associated entrainment flux $(\omega \theta)_{\text{strain}}$ (e.g. Otte and Wyngaard, 2001), for $z$ below $\sim 0.7z_i$ at resolutions finer than 10–20 m, then the small impact of (vertical) resolution is simply to affect the coefficient $\Pi_{\omega \theta}$ in a similarly linear manner. In other words, the form (16) is the same independent of resolution, but there is a small uncertainty in the coefficient $a_B$ due to dependence of $(\omega \theta)_{\text{strain}}$ upon resolution; the uncertainty in $a_B$ is of similar magnitude to the entrainment-flux uncertainty, because $a_B \propto \Pi_{\omega \theta}$ while $\Pi_{\omega \theta} \propto (\omega \theta)_{\text{strain}}$; the slight (vertical) resolution dependence corresponds to a different simulated entrainment flux efficiency and consequently $\Pi_{\omega \theta}$.

4. CONCLUSION

A new equation for the mean wind speed profile $S(z)$ in neutral, inversion-capped atmospheric boundary layers (the ‘conventionally neutral’ ABL) has been found through the Buckingham-$\Pi$ theorem. It can be written in a form comparable to M-O similarity in stable conditions, as

$$S(z) = \frac{u_\ast}{k} \left[ \log \left( \frac{z}{z_0} \right) - \frac{\langle a \rangle}{2} \left( \frac{z}{\ell_{TD}} \right)^2 \right],$$

where $\langle a \rangle = -4.3$ and

$$\ell_{TD}^2 = \frac{(u_\ast/N_c)^2}{-\Pi_{\omega \theta} R_0^{0.3}}.$$

with $\Pi_{\omega \theta} \approx -0.0016$ and the ABL Rossby number defined by $R_0 \equiv (u_\ast/f)/z_i$. Thus it is possible to predict the wind speed in the ABL over homogeneous terrain with zero surface heat flux, based on five parameters: the surface-layer friction velocity $u_\ast$, roughness length $z_0$, Coriolis parameter $f$, ABL depth $z_i$, and free-stream Brunt-Väisälä frequency (inversion strength) $N_c = [(g/\theta_0)(\partial \Theta/ \partial z)_c]^1/2$ where the latter may be expressed in terms of the capping inversion’s mean temperature gradient $(\partial \Theta/ \partial z)_c$ and the mean ABL temperature $\Theta_0$. For the LES simulations analysed, this new
formulation returns a maximum error of 5%, in contrast to errors growing beyond 25% when using the logarithmic profile, for heights up to 90% of the ABL depth.

In practice three parameters \( \{ z_0, u_*, f \} \) are typically readily available; the ABL depth \( z_i \) can be a bit more challenging, though obtainable to some extent through mesoscale modelling (e.g., WRF) or via statistical estimates (Liu and Liang, 2010) and parameterizations (Zilitinkevich et al., 2012). Getting the inversion strength \( N_c \) can be more difficult, as RASS observations (Emeis et al., 2012) are not commonly available, and models such as WRF that predict \( N_c \) also offer limited reliability (e.g., García-Diez et al., 2013). We can loosely recommend a range of \( (\partial \Theta / \partial z) \) similar to what was used here (3–6 K/km), consistent with the ‘typical midlatitude values’ of 1–5 K/km tabulated in Hartmann (1994) and values of 1–10 K/km used by Sorbian (1996), while also accounting for the modestly increased \( (\partial \Theta / \partial z) \) just within the capping part (Pedersen et al., 2013) of the inversion, in contrast with the free-stream \( \partial \Theta / \partial z \).

The form derived here could potentially be extended to include non-zero surface heat fluxes; however, need for this and its derivation are not clear for convective boundary layers (positive surface heat flux), where the entrainment effect is confined to the top portion of the ABL due to the existence of the mixed layer stemming from convective mixing (e.g., Wyngaard, 2010). In stable boundary layers the heat flux profile described here could in principle be ‘added’ to that stemming from negative surface heat flux, though this is beyond the scope of the current paper. Future work also includes testing the formulation over a yet broader range of \( f, z_0, N_c, \) and \( G \) (and subsequently potentially different values of \( z_i \) and \( u_* \)), as well as comparing to LIDAR observations well above the surface layer. Another aspect regarding applicability for the profile derived here involves the range of \( f \): we have suggested a lower limit of \( f \), and consequently latitude \( (\sim 10^\circ) \) based on applicability of geostrophic arguments. Further, it is possible that a slightly different combination of \( f \) and \( z_0 \) could be more optimal than \( R_0 \); both analysis of broader LES datasets, as well as comparison with observations, can justify the current formulation or facilitate adjustment.

Finally, a parallel development of the wind direction profile is underway, including connection with the theory presented herein.
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