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I. INTRODUCTION

The edge and scrape-off layer in magnetically confined plasmas are typically treated as a cold and collision-rich region where the turbulence is characteristically of low frequency and long wavelength in nature. In this regime, fluid models are arguably widely applicable, as they are suitable for studying the stability and transport properties of the plasma on scales much longer than the ion gyroradius and much longer than the cyclotron frequency. In fact, many key characteristics of the edge and scrape-off layer are captured by the drift-fluid theory (see, e.g., Refs. 5, 6, 9, and 10). For drift-fluid models, it is common to treat the fluid-momentum equation in a singular perturbation expansion that makes it possible to solve explicitly for the perpendicular components of the fluid velocity. Together with the additional fluid conservation equations, this constitutes the so-called drift-ordered fluid equations. Perturbative fluid equations derived in this way are used in many plasma physics simulation codes. However, there are several fundamental concerns with respect to the consistency of such perturbative schemes:

(i) In the standard derivation of drift-ordered fluid equations, the dynamical field variables are (questionably) rarely expanded on equal footing. It is therefore impossible to systematically check how well the approximation represents the true underlying system as there is no notion of “order.” To control the expansion in a coupled non-linear system, all dynamical fields should in general be treated on equal footing such that the corrections to the dynamics appear in an ordered scheme. In this way, one can monitor the corrections and estimate whether a given order of approximation has converged to a sufficient degree.

(ii) An ionized plasma is primarily governed by the electromagnetic force. In many cases, one is therefore interested in systems where (at least a part of) the electromagnetic fields are self-consistently obtained alongside the non-relativistic fluid variables, e.g., the electric field sustained by a plasma in a background magnetic field. However, electromagnetism is a Lorentz invariant theory, and therefore, a suitable non-relativistic limit of the Maxwell equations is required to obtain a coupled system (with the non-relativistic fluid equations) that is fully invariant under Galilean transformations.

(iii) One of the defining criteria for an ionized gas to be characterized as a plasma is to have a sufficiently high density such that local concentrations of charge are shielded out at very short distances. In such cases, the plasma can be said to exist in a quasi-neutral state, where the densities of the charged species are equilibrated. However, all interesting electromagnetic phenomena ultimately rely on the separation of charge. There exists therefore a subtle interplay between the quasi-neutral property and the dynamics of the plasma. For this reason, it is important that the quasi-neutral assumption is implemented on the same footing along with any other assumption such that it becomes a natural consequence of the perturbative setup and comes under perturbative control. In general, if an assumption is implemented before treating the full underlying system of equations, the perturbative nature of the assumption is lost.

Treating the fluid-momentum equation as a singular perturbation problem allows for a separation between the fast and slow...
dynamics and the construction of the drift expansion. However, since the momentum equation is now degenerate, it cannot possibly satisfy all initial conditions that can be specified for the full underlying fluid system (i.e., the solution space is naturally restricted). The initial conditions will instead be completely determined by the initial conditions for the other dynamical fields. One should therefore make sure that the perturbation problem under consideration is not ill-posed.

Before proceeding, we start with a general discussion about the quasi-neutral assumption in drift-ordered fluid models. In the general drift-ordered setup, the perpendicular components of the velocity are decomposed into three primary terms: the $\mathbf{E} \times \mathbf{B}$, the diamagnetic, and the polarization-drift velocity. The latter two manifest the separation of charge in the system. However, under a strict quasi-neutral assumption, no charge separation in the system is in principle allowed, which gives rise to some interesting constraints on the possible ordering of the drift velocities to ensure the consistency of the system of equations. Typically, the $\mathbf{E} \times \mathbf{B}$-drift velocity is taken to be the main contribution to the velocity field and (advection of density), while the polarization-drift velocity by the construction of the singular perturbation expansion appear at higher order. Now, in many drift-fluid models, the diamagnetic-drift velocity is typically assumed to be of the same magnitude as the $\mathbf{E} \times \mathbf{B}$-drift velocity. However, in a proper perturbative setup, this would require the charge separation to be treated at the same order as the $\mathbf{E} \times \mathbf{B}$-drift velocity, which is in direct contradiction with the assumption that the separation of charge is negligible. Such cases can only make sense for sufficiently dilute plasmas where the quasi-neutral assumption can be lifted (or if the diamagnetic-drift velocity does not coexist as in a constant magnetic field configuration). Otherwise, it will have to appear at the succeeding order where it in conjunction with the polarization-drift velocity provides a time evolution for the electric potential. In fact, the quasi-neutral assumption reduces the charge-current conservation equation to the divergenceless current constraint, and only due to the polarization-drift velocity, this appears as a dynamical constraint equation. Alternatively, it is natural to attempt to push the convection due to the diamagnetic-drift velocity to the next order as it is marginally small (in a nearly constant magnetic field). However, it turns out that this will push the polarization-drift velocity to an even higher order, reducing the current conservation equation to a purely spatial constraint that can only be satisfied by a constant magnetic field or zero pressure gradients.

We go through the steps of obtaining a consistent perturbative expansion of a simple collisionless isothermal fluid governed by the Lorentz force in Sec. II that addresses all of the above listed points. Subsequently, we find solutions to the perturbative system using the numerical tools available in the Feltor library$^{1,4,5}$ in the case of a two species fluid in Sec. III. Through the numerical solutions, we perform a quantitative analysis and estimate the physical regime of validity of the presented perturbative system. We include three appendices. In Appendix A, we show how a consistent non-relativistic limit of the Maxwell equations can be obtained. In Appendix B, we provide some details on the conserved charges of the forced fluid system presented in Sec. II. In Appendix C, two alternative perturbative setups valid for dilute plasmas (in contrast to the equations given in Sec. II A) are given.

II. NON-RELATIVISTIC FLUID EQUATIONS

A charged non-relativistic fluid in $(3+1)$-dimensions is constituted by the continuity, momentum, energy, and charge-current conservation equations. Here, we will consider a collisionless isothermal fluid system without dissipative terms of charged particles governed by the Lorentz force

$$\partial_t n_a + \nabla \cdot (n_a v_a) = 0,$$

$$m_a \partial_t v_a = -T_a \nabla \log (n_a) + q_a (\nabla \phi + v_a \times \mathbf{B}).$$

The Latin subscript $a$ labels the species of the particle, and bold symbols are spatial vectors. The total derivative is defined by $d \equiv \partial_t + v_a \cdot \nabla$. The physical quantities associated with the individual species are the particle mass $m_a$ and charge $q_a$, while the fields are density $n_a$, pressure $p_a$, temperature $T_a$ (in units of $k_B$), and velocity $v_a$. Each species is assumed to satisfy the equation of state $p_a = n_a T_a$.

The particle dynamics is governed by the existence of a given external background magnetic field $\mathbf{B} \equiv B(x)$ created by some external steady current, satisfying $\nabla \cdot \mathbf{B} = 0$. The dynamical electromagnetic field satisfies the non-relativistic (electric limit) of the Maxwell equations (see Appendix A for details). In this limit, there is no magnetic back-reaction on the particle dynamics. The magnetic field appearing in the Lorentz force of Eq. (1) is therefore given entirely by the external background field $\mathbf{B}$. Although the magnetic part of the dynamical electromagnetic field exists in the non-relativistic limit [see Eq. (A3)], the field equation is decoupled from the rest of the dynamical system. The only coupling between the particle dynamics Eq. (1) and the dynamical electromagnetic field is therefore through the Poisson equation for the electric potential

$$\nabla^2 \phi = -\frac{\rho}{\varepsilon_0},$$

where $\varepsilon_0$ is the electric (vacuum) permittivity. The electric potential appearing in Eq. (2) is the leading order in the non-relativistic expansion. With the addition of initial and boundary conditions, Eqs. (1) and (2) provide a coupled set of equations for the dynamical fields $n_a$, $v_a$, and $\phi$, which are driven by the external magnetic field $\mathbf{B}$.

For the clarity of the presentation, we will in this work present the above system in the case of two species of charged particles, electrons, and ions with atomic number $Z = 1$, labeled by $a = [e, i]$, respectively. The system of equations we consider is however straightforwardly generalizable to the case of multiple species. The charge density and current density are given by

$$\rho = q_e n_e + q_i n_i,$$

and

$$\mathbf{J} = n_e q_e \mathbf{v}_e + n_i q_i \mathbf{v}_i.$$

Charge-current conservation is therefore directly satisfied by the sum of the continuity equations. We will consider the system (1)–(3) in a perturbative setup where the fields are assumed to approximate the solution in the form of perturbative expansions. It is therefore convenient to first put the system in dimensionless form. Introducing the characteristic length $\ell$, frequency $\omega$, and velocity $\mathbf{v} = \omega \ell$ together with the scale of the magnetic field $B$, density $n$, and temperatures $T_a$ with $T_e = m_e \mathbf{v}_e^2$, the system in dimensionless form is

$$\frac{\varepsilon_0}{\mu_0} \nabla^2 \phi = n_e - n_i,$$

$$\partial_t n_a + \nabla \cdot (n_a v_a) = 0,$$

$$\mu_0 \partial_t v_a = -\varepsilon_0 \nabla \log (n_a) + z_a (\nabla \phi + v_a \times \mathbf{B}),$$

where all quantities are now dimensionless. The parameter $z_a$ specifies the sign and multiple of the elementary charge for the species, and the dimensionless parameters are $\mu_a = m_a / m_e$, $\tau_a = T_a / T_e$, $\varepsilon = \frac{e^2}{2 m_e}$, and...
For many practical purposes, we do not require to resolve the fast time scales. It is therefore natural to split the system into two subsystems, one for the fast dynamics and another for the slow dynamics. This is possible in the framework of singular perturbation methods. For many practical purposes, we do not require to resolve the fast particle dynamics, i.e., the physics on the scale of the ion gyro-frequency.

We thus consider a long-wavelength expansion where all derivatives come with a factor of $\varepsilon$. In addition, we are mainly interested in the systems where the densities are sufficiently large for the system to be in a near neutral state. Note that in the limit $\lambda = 0$, the system of Eq. (4) is invariant under scaling transformations of the density. We thus consider the two-fluid system (4) in a perturbation in $\varepsilon$ while keeping $\lambda$, $\mu_x$, and $\tau_a$ finite. (For example, for $B = 1\text{Td}$ and $n = 10^{15}\text{cm}^{-3}$, one has $\lambda \approx \mu_x$. The perturbative equations are equivalently obtained by choosing $\omega = \omega_0$, and scaling the independent variables by $t \rightarrow \varepsilon^{-1}t$ and $x \rightarrow \varepsilon^{-1}x$, together with the scaling of the electric potential $\phi \rightarrow \varepsilon^{-1}\phi$ such that the small scale structures of the electrical potential are suppressed. Other choices of perturbation setups are discussed in Appendix C.

The particular placement of the expansion parameter $\varepsilon$ in Eq. (4) puts both Poisson’s equation and the momentum equation into the form of a singular perturbation problem, where the zeroth-order equation has a lower differential order than the unperturbed equation. This means that the degenerate system cannot satisfy all initial and boundary conditions in general. In particular, the velocity fields $\mathbf{v}_s$ are no longer dynamical, and their initial conditions are specified by the initial conditions for the densities $n_s$ and electric potential $\phi$. We nevertheless expect that a solution to the full system (4) will approach the solution of the perturbative system much in the same way ordinary dynamical systems behave (at least for some initial conditions and for some time interval). Under this assumption, we can therefore restrict to considering the singular perturbation problem and consider the dynamical fields in a formal power series

$$ n_s = \sum_{k=0}^{\infty} \varepsilon^k n_s^{(k)} , \quad \phi = \sum_{k=0}^{\infty} \varepsilon^k \phi^{(k)} , \quad v_a = \sum_{k=0}^{\infty} \varepsilon^k v_a^{(k)} . \quad (5) $$

Since we cannot hope to prove convergence, we will simply assume that the expansion behaves as a derivative expansion and consider the first two terms. The best we could do would be to estimate the radius of convergence by extrapolation using a finite number of terms. In the end of the computation, we of course set $\varepsilon$ to unity and keep in mind that the expressions only hold as a long-wavelength, low frequency expansion, i.e., for sufficiently slowly varying configurations. We thus consider the system (4) order-by-order in $\varepsilon$.

Due to the singular perturbative nature of the momentum equation, we can solve for the components of the velocities perpendicular to the direction of the external magnetic field. The first couple of orders of the perpendicular components of the fluid velocities are

$$ v_{E}^{(0)} \equiv B \times \nabla \phi^{(0)} , \quad v_{E}^{(1)} \equiv B \times \nabla \log n^{(0)} , \quad v_{D}^{(0)} \equiv \mu_{\nu} \frac{\nabla B}{\varepsilon} , \quad v_{D}^{(1)} \equiv \mu_{\nu} \frac{\nabla \log n^{(0)}}{\varepsilon} , \quad (6) $$

In Appendix C, we discuss perturbative setups where the diamagnetic-drift velocity appears at the zeroth order. One might expect that the electron-polarization drift is negligible compared to the ion-polarization drift as it is suppressed with a factor of $\mu_\nu$. However, for completeness, we will keep it throughout. We will drop the perpendicular subscript in the following.

At the zeroth order, the Poisson equation is simply $\rho^{(0)} = 0$, and the system is therefore neutral. In fact, this implies that any charge separation in the system that might occur, e.g., polarization or diamagnetic-drift velocities, must enter at a higher order. Consequently, the velocities must be equal $v^{0}_{E} = v^{0}_{D}$, and therefore, $\mathbf{J}^{(0)} = 0$. We can now define a single fluid density $n^{(0)} = n_s^{(0)} = n_e^{(0)}$ (at this order), and since the parallel component of the velocity fields is neglected, the continuity equation is written as

$$ \partial_t n^{(0)} + \nabla \cdot \mathbf{J}^{(0)} = 0, \quad (8) $$

where we have introduced the density flux $\mathbf{J}^{(0)} = n^{(0)} \mathbf{v}^{(0)}$. The system of zeroth order equations is closed by the first-order Poisson equation $\lambda \nabla^2 \phi^{(1)} = -\rho^{(1)}$ and the corresponding charge-current density conservation equation

$$ \partial_t \rho^{(1)} + \nabla \cdot \mathbf{J}^{(1)} = 0. \quad (9) $$

The first-order correction to the current is $\mathbf{J}^{(1)} = n^{(0)} (\mathbf{v}^{(0)} + \mathbf{v}^{(1)}) + \rho^{(1)} \mathbf{v}_E^{(1)}$ with the combined diamagnetic and polarization-drift
velocities $v_{b}^{(0)} = v_{b}^{(0)} - v_{b}^{(0)}$ and $v_{p}^{(0)} = v_{p}^{(0)} - v_{p}^{(0)}$, respectively. We note in passing that in the case of multiple species, the ion density $n_{i}^{(1)}$ can simply be replaced by the total density of (positive) ions such that factors of $\nu_{e}^{-1}$ do not appear in the current.

Due to the singular drift expansion of the perpendicular velocities (6), time derivatives are introduced in the current $J^{(1)}$ itself by the polarization drift. In fact, this is the reason that the seemingly strict neutral approximation $\lambda = 0$, in which Poisson’s equation $n_{i}^{(2)} = n_{e}^{(2)}$, can make sense even though it is equivalent to imposing $\nabla \cdot J^{(2)} = 0$. This is exactly what is meant by the quasi-neutral approximation. To evolve the charge density $\rho^{(1)}$, both the electric potential $\phi^{(0)}$ and its time derivative $\partial_{t} \phi^{(0)}$ have to be evaluated at equal times. Using the Poisson equation and the charge current conservation equations (9), one obtains the elliptic equation

$$\mathcal{D} [\partial_{t} \phi^{(0)}] + \nabla \cdot J^{(1)} = 0,$$  

where we have introduced the modified current $J^{(1)} = n^{(0)}(v_{D}^{(0)} + v_{S}^{(0)}) + \rho^{(1)} v_{p}^{(0)}$ with $v_{S}^{(0)} = -\left(u_{i} + \mu_{e} \right) \nabla \phi^{(0)}$ and $\mathcal{D} = \nabla \cdot \left( \mu_{e} + \mu_{i} \right) \nabla \phi^{(0)}$ and the differential operator $\mathcal{D} = \nabla \cdot \nabla \phi^{(0)} \nabla$ using that $\nabla \phi = \nabla \phi \phi \phi \phi \phi$. The boundary value problem given by Eq. (10) requires an independent set of boundary conditions for the time-derivative of $\phi^{(0)}$ to be specified. The two Eqs. (8) and (10) provide a consistent system for the fields $n^{(0)} \phi^{(0)}$, $\partial_{t} \phi^{(0)}$ through the corresponding source $J^{(1)}$. The dynamics at the lowest order is thus driven by the charge separating terms $v_{D}^{(0)}$ and $v_{p}^{(0)}$ even though they are in principle first-order quantities.

At this point, it is worth commenting on a couple of details of how the perturbative equations come out. First, we note that it is sufficient to solve the elliptic equation (10) and simply treat $\phi^{(0)}$ as a dynamical field (in place of solving the Poisson equation). This comes at the cost of exchanging the boundary conditions for $\phi^{(0)}$ with initial conditions. Proceeding to the next order, where the second-order time derivative of the electric potential is required, we note that even $\partial_{t} \phi^{(0)}$ can be treated as a dynamical field. In this case, the boundary conditions for $\partial_{t} \phi^{(0)}$ are traded with an additional set of (dependent) initial conditions. In this way, each order only introduces one additional elliptic equation. Second, the set of equations at a given order is only closed by using information about the velocity field from the succeeding order. This is generic for all orders of this particular perturbative setup and makes the diamagnetic and polarization-drift velocities and the charge and current densities of the next order available in terms of the lower order quantities. In this sense, Eq. (9) is redundant for obtaining the zeroth-order fields. Finally, there exists an alternative (but equivalent) set of equations which takes the place of Eq. (10) at the cost of introducing an auxiliary field, namely, the vorticity density (see, e.g., Ref. 17 for the zeroth order). Note that Eq. (10) resembles the vorticity equation used in most drift-reduced models.35 The present set of Eqs. (8)–(10) has the advantages that they have a straight-forward generalization to systems with multiple participating species.

The first-order corrections to the densities can be computed from the continuity equations

$$\partial_{t} n_{i}^{(0)} + \nabla \cdot \Gamma_{i}^{(1)} = 0,$$  

where the correction to the flux density is $\Gamma_{i}^{(1)} = n^{(1)}(v_{D}^{(1)} + v_{S}^{(1)}) + \rho^{(1)} v_{p}^{(0)}$. Note that $J^{(1)} = \Gamma_{i}^{(1)} - \Gamma_{e}^{(1)}$. The system of first-order equations is closed by the Poisson equation $\lambda \nabla^{2} \phi^{(0)} = -\rho^{(0)}$ and the second-order charge-current density conservation

$$\partial_{t} \rho^{(1)} + \nabla \cdot J^{(2)} = 0.$$  

The second-order correction to the current is $J^{(2)} = n^{(0)}(v_{D}^{(1)} + v_{p}^{(1)}) + \rho^{(1)} v_{p}^{(0)}$ with the combined diamagnetic and polarization-drift velocities $v_{D}^{(1)} = v_{D}^{(1)} - v_{D}^{(0)}$ and $v_{p}^{(1)} = v_{p}^{(1)} - v_{p}^{(0)}$, respectively. As a consequence of the singular scheme, the second-order correction to the current $J^{(2)}$ now involves both the time derivative of the correction to the electric potential $\partial_{t} \phi^{(0)}$ and the second-order derivative $\partial_{t}^{2} \phi^{(0)}$. An equation for the latter is obtained directly from Eq. (10), while an equation for the first is obtained in a similar way to Eq. (10), i.e., we take the combination of the first-order Poisson and charge-current Eq. (12)

$$\mathcal{D} [\partial_{t} \phi^{(1)}] + \nabla \cdot J^{(2)} = 0,$$  

$$\mathcal{D} [\partial_{t} \phi^{(0)}] + \nabla \cdot J^{(1)} = 0,$$  

with the modified current $J^{(2)} = n^{(0)}(v_{D}^{(1)} + v_{S}^{(1)} + \rho^{(1)} v_{p}^{(0)}$ with $v_{S}^{(1)} = \frac{b \times \left( \partial_{i} (u_{i} v_{D}^{(0)} + v_{p}^{(0)} + \mu_{i} v_{D}^{(0)} + \nu_{p}^{(0)}) v_{D}^{(0)} + \mu_{i} v_{D}^{(0)} + \nu_{p}^{(0)} \right) v_{D}^{(0)} + \mu_{i} v_{D}^{(0)} + \nu_{p}^{(0)} v_{D}^{(0)} + \mu_{i} v_{D}^{(0)} + \nu_{p}^{(0)} \right) v_{D}^{(0)} + \mu_{i} v_{D}^{(0)} + \nu_{p}^{(0)} v_{D}^{(0)} + \mu_{i} v_{D}^{(0)} + \nu_{p}^{(0)} \right) v_{D}^{(0)} + \mu_{i} v_{D}^{(0)} + \nu_{p}^{(0)} v_{D}^{(0)} + \mu_{i} v_{D}^{(0)} + \nu_{p}^{(0)} \right) v_{D}^{(0)} + \mu_{i} v_{D}^{(0)} + \nu_{p}^{(0)} \right) v_{D}^{(0)}$. With Eq. (13), it is possible to treat $\phi^{(1)}$ and $\partial_{t} \phi^{(0)}$ as dynamical fields at the cost of exchanging their boundary conditions with consistent initial conditions. The complete perturbative system of equations to first order is thus given by Eqs. (8), (9), (11), and (12) together with the two elliptic problems given by Eq. (13) and the dynamic evolution of the fields $\partial_{t} \phi^{(0)}$, $\phi^{(0)}$, and $\phi^{(1)}$. Notice that similar to the preceding order, the second-order corrections to the charge and current densities are available through Eq. (12) in terms of only first-order quantities.

### 1. Conserved quantities

A particular placement of the perturbation parameter $\varepsilon$ can potentially break the conservation of a conserved charge of the full system, for example, by splitting the convection term in a conservation equation, such that it is conserved only if all orders are included. We therefore check if the perturbation equations retain the conservation of the constants of motion at each order. The conserved charges of the full system are given in Appendix B.

If contributions from the boundary vanish (i.e., vanishing fluxes at the boundary), the conservative form of Eqs. (8) and (9) and (11) and (12) ensures that mass and charge conservation is preserved at each order. The integrated fields $n^{(0)}$, $n_{i}^{(1)}$, $\rho^{(1)}$, $\rho^{(2)}$ are therefore conserved of motion. In this case, the total energy $E$ is therefore also preserved at each order. Assuming that the fields vanish at the boundary, the first couple of terms in the expansion of the total energy density are given by

$$E^{(0)} = \frac{\lambda}{2} \left( \nabla \phi^{(0)} \right)^{2} + \sum_{a} \left( \begin{array}{c} T_{a} \log n^{(0)} + \frac{\mu_{a}^{2}}{2} \left( \nabla \phi^{(0)} \right)^{2} \end{array} \right),$$  

for $E^{(0)}$.
\[ E^{(1)} = l^2 \nabla \phi^{(0)} \cdot \nabla \phi^{(1)} + \sum_{k} n_{a}^{(k)} \left( \log n^{(0)} + 1 \right) + \frac{\mu_{a}^{2}}{B^2} \nabla \phi^{(0)} \cdot \left( \frac{1}{n_{a}^{(0)}} \nabla \phi^{(1)} + \frac{\tau_{a}^{(0)}}{n_{a}^{(0)}} \nabla \log n^{(0)} + \frac{\mu_{a}^{2}}{B^2} \nabla \phi^{(0)} \right) \cdot \nabla \phi^{(1)} + n^{(0)} \left( \nabla \phi^{(1)} + \frac{\tau_{a}^{(0)}}{n_{a}^{(0)}} \nabla \log n^{(0)} + \frac{\mu_{a}^{2}}{B^2} \nabla \phi^{(0)} \right) \cdot \nabla \phi^{(1)} \right). \tag{15} \]

These can be obtained either directly by inserting the expansion into Eq. (B6) or by using the equations of motion. The lowest contribution \( E^{(0)} \) given by Eq. (14) is obtained by multiplying Eq. (10) by \( \phi^{(0)} \), integrating over space, and using integration by parts. This will leave two residual terms; one can be exchanged by considering the volume integral over \( \tau_{a} \partial_{t} n^{(0)} \log n^{(0)} \) and using the continuity equation (8) and the other by using the Poisson equation. In a similar fashion, the first-order correction \( E^{(1)} \) given by Eq. (15) can be found by considering Eq. (13) and using the remaining equations of motion.

2. Discussion

Some general comments on the presented perturbative equations can now be made.

In many cases, the gradient of the density is substantial, and it would seem plausible to treat the diamagnetic-drift velocity at the same order as the \( E \times B \)-drift velocity. In this regard, the velocity expansion given by Eq. (6) is seemingly an unconventional drift-ordering (see, e.g., Ref. 9). However, this requires a perturbative setup where charge separation can be accommodated at the zeroth order. This means that the separation of charge is assumed to be sufficiently large as to be treated as a zeroth-order quantity. However, in such cases, a quasi-neutral limit \( \lambda = 0 \) cannot make sense. It is therefore particularly interesting to consider the different limits of the parameter \( \lambda \), which sets the scale of the density, i.e., \( \lambda \propto \frac{\rho}{\tau} \). The strict quasi-neutrality limit \( \lambda \rightarrow 0 \) is reached for sufficiently large densities. In this limit, the system of Eq. (4) becomes invariant under scale transformations of the density. The quasi-neutral system therefore predicts equivalent dynamics for all magnitudes of densities. On the other hand, for small densities \( \lambda \sim \mathcal{O}(1) \), the small scale structure of the electric potential becomes increasingly important and charge separation can consistently be included at the lowest order. This always comes at the cost of removing the possibility of a quasi-neutral limit. In Appendix C, we discuss two such dilute perturbative setups. Even though the charge separating terms enter at first order in the perturbative setup presented in Sec. II A, the diamagnetic and polarization-drift corrections for the next order are still available at any given order. It is therefore possible to obtain a better approximation for the velocity field by

\[ \nu_{a} \approx \sum_{k} \psi_{a}^{(k)} + \mathcal{O} \left( \mathcal{O}^{(k+1)} \right) \quad \text{with} \quad \psi_{a}^{(k)} = \nu_{E}^{(k)} + \nu_{D}^{(k)} + \psi_{a}^{(k)} \cdot \tag{16} \]

Naturally, the particle species appear in the system (4) on equal footing; their dynamics is distinguished by mass and charge and in the isothermal system by their constant temperature. As the sign of the carried charge and the mass ratio \( \mu_{a} \) are fixed, the asymmetry between the dynamics of the species is solely controlled externally by the ion-temperature ratio \( \tau_{i} \). However, at the zeroth order given by Eqs. (8)–(10), the dynamics is fully determined by the combined parameters \( \mu_{a} + \mu_{e} \) and \( \tau_{a} + \tau_{e} \), multiplying the combined-drift velocities \( \nu_{a}^{(0)} \) and \( \nu_{e}^{(0)} \), respectively. At this order, the system therefore does not distinguish between the species. The asymmetry between the species appears at first order through the mass ratio \( \mu_{a} \) as the first-order combined-drift polarization velocity \( \nu_{a}^{(1)} \) now introduces cross-terms with the polarization-drift velocity, \( \mu_{a}^{2} \approx \mu_{e}^{2} \), and the diamagnetic-drift velocity \( \mu_{a} \tau_{a} \approx \mu_{e} \tau_{e} \). One therefore expects that non-zero ion temperature plays a significant role in the first-order corrections.

III. SIMULATION

We perform a quantitative analysis of the perturbative equations given by Eqs. (8)–(13) using numerical methods. In particular, we are interested in what parameter regimes the perturbation series converges to a degree where we can trust that it represents the dynamics of the full system given by Eq. (4). This is possible since we have direct access to the first-order corrections of the dynamical fields in a numerical simulation. We can thus monitor when the corrections become too important to say that the lowest order represents a converged series on its own. In order to control the different dynamical features of the two-fluid, we consider the simulated dynamics of a seeded blob using a numerical implementation of the perturbation equations. Here, we are mainly interested in the validity of the perturbative equations and are not particularly concerned with the blob dynamics itself. We will therefore restrict to considering the fields themselves and not the center of mass quantities. A great deal of work can be found in the literature on the dynamics of seeded blobs (see, e.g., Refs. 18, 19, and references within). The numerical implementation and convergence of the numerical methods have been verified using the method of manufactured solutions. For actual simulations, we have used the conserved charges, i.e., mass, charge, and energy of the system to monitor if the numerical solution stays within physical constraints.

Let us now define the operator \( C_{p}^{(n)}(f) \equiv \frac{\|\hat{f}^{(n)}\|_{L^{p}}}{\|\hat{f}\|_{L^{p}}} \) with \( n, p \in \mathbb{N} \), that gives the \( L^{p} \)-norm ratio of the \( n \)th order field coefficient to the \( (n-1) \)th order field coefficient. We will use this operator to estimate the importance of the higher-order corrections. Furthermore, we introduce the vorticity \( \omega_{a} \equiv \nabla \times \nu_{a} \) with the parallel component \( \omega_{a} \equiv b \cdot \omega_{a} \).

A. Initial conditions

We choose a Cartesian coordinate system \((t, x, y, z)\) with the direction of the magnetic field set to \( b = e_{z} \). The magnitude of the external magnetic field is set to \( B^{-1}(x) = 1 + \kappa(x - x_{0}) \), where \( \kappa \) is parametrized by \( \kappa \), satisfying the positivity condition \( \kappa x_{0} < 1 \). The dynamical fields are put on a discrete two-dimensional grid spanned by the \( x \) and \( y \) coordinates. We run simulations with a seeded blob on a domain \( \mathcal{D} \) with periodic boundary conditions in the \( y \)-direction and Dirichlet conditions in the \( x \)-direction. The blob is initialized in the zeroth-order density \( n^{(0)} \) by a two-dimensional Gaussian function

\[ n^{(0)} = 1 + A \exp \left( -\frac{(x - x_{0})^{2}}{2\sigma^{2}} \right), \quad n^{(0)}_{a} = 0, \tag{17} \]

with amplitude \( A \), equal width \( \sigma \) in both directions, and its initial center of mass at \( x = x_{0} \in \mathcal{D} \). We note that the system is by construction neutral at the zeroth order and the initial conditions are compatible with the perturbative assumption \( C_{p}^{(n)}(n_{a}^{(0)}) < 1 \). The boundary conditions for the densities are \( n^{(0)}_{a} \big|_{\partial \mathcal{D}} \approx 1 \) and \( n^{(0)}_{a} \big|_{\partial \mathcal{D}} = 0 \). If the total area of the simulation domain is denoted by \( V \), the total density in the
The system is \( \int dV n \approx n(V + 2\pi k^2 \sigma^2) \). The electric potential \( \phi \) (to all orders) must be zero initially because of the initial conditions for the densities.

The perpendicular components of the velocities are given completely in terms of the density and electric potential due to the (singular) drift expansion \((6)\). Their initial and boundary conditions are also determined by the initial and boundary conditions of the dynamical fields. The choice of initial conditions must therefore be chosen with care. While the above specified conditions innocuously set the blob at rest (to lowest order) initially, the zeroth-order velocity cannot possibly resemble the true velocity field at initial times \( t_0 \) [as the correction completely dominates the zeroth order, i.e., \( \epsilon_p(v_x) \gg 1 \)]. However, since the system is invariant under time-reversal, a simulation can be continued from any point in time. Thus, if the system fairly quickly orders itself, a zeroth-order simulation initialized from rest can be thought of starting from a non-zero initial velocity at a later time \( t_1 \) where the first-order corrections are sufficiently suppressed and the initial period can be discarded. The question then becomes whether the “evolved” initial condition is of interest. Thus, if we consider a simulation on some finite interval \( t_0 < t < T \), we expect rapidly changing velocity fields in a neighborhood of \( t_0 \), i.e., \( t_0 < t < t_1 \) and a transition to slowly changing fields (compared to the density and electric potential) in the remaining interval \( t_1 < t < T \).

### B. Results

The dynamics of a given solution is determined by the external parameter \( \kappa \), the physical parameter \( \tau_0 \), representing the ratio between ion and electron temperatures, the shape of the blob given by the parameters \( A \) and \( \sigma \), and finally the scale \( \lambda \propto L^{1/2} \). The parameter \( \lambda \) sets the scale of the density. Recall that when the system is not strictly quasi-neutral \((\lambda = 0)\), the system equations are not invariant under scaling transformations of the densities. We can therefore study the dynamics at different scales of the density. We consider the following regimes of parameter space (i) cold ions \( \tau_0 = 0 \) in the quasi-neutral limit \( \lambda = 0 \), (ii) hot ions \( \tau_0 > 0 \) in the quasi-neutral limit \( \lambda = 0 \), and (iii) the system at finite densities \( \lambda > 0 \) (non-zero charge density). The first case varies the initial conditions and shows the significance of the spatial scales, while the latter two show the significance of temporal scales by varying a physical parameter. In all cases, we set the curvature parameter to \( \kappa = 0.00015 \).

#### 1. Cold ions in the quasi-neutral limit

We start by considering the dynamical case consisting of cold ions \( \tau_0 = 0 \) in the quasi-neutral limit \( \lambda = 0 \) (infinite density limit). In this regime, the system of equations is density scale invariant and \( n_{e,i}^{(0)} = n_i^{(0)} \). The dynamical fields for different parameter sets of \( \{A, \sigma\} \) can therefore to some extent be related by scaling transformations even though the system is non-linear. The transformations can be estimated by using the initial conditions \((17)\) and the equations of motion. They should therefore at least hold at initial times. We omit the details on how these can be obtained and simply list the estimated scaling transformations for the operator \( C \) applied on the fields in Table I.

We now consider numerical simulations for a range of initial conditions \( \{4 \leq A \leq 4.10, 0.10 \leq \sigma \leq 70\} \), which sets the initial length scale of the density and thus determines the initial strength of the electron diamagnetic-drift velocity. In Fig. 1, we show a typical evolution of the density field \( n \approx n_{e,i}^{(0)} + n_i^{(1)} \) and the separate expansion coefficients. The density is advected towards the right while increasing (decreasing) in the upper (lower) half plane, i.e., the blob moves slightly upwards. This is generally the case in the cold ion limit as the cross terms in \( \lambda^{(1)} \) between the polarization and diamagnetic-drift velocities are dominated by the electrons. For sufficient non-zero ion temperature, the roles are reversed and the blob moves downwards.

In Fig. 2, the velocity fields for different simulations are shown after applying the scaling transformations listed in Table I. For a fixed amplitude \( A \), the scaled fields agree within good approximation for all values of \( \sigma \) on the entire time interval [see Figs. 2(i) and 2(ii)]. For varying amplitudes \( A \), the two velocity fields evolve on different time scales [see Figs. 2(iii) and 2(iv)]. So, while the scaling relations provide almost perfect agreement for the electron velocity (as the diamagnetic-drift velocity dominates on the entire time interval), the ion velocity initially evolves on the same timescale for all the values of the amplitude, but it will after the initial acceleration grow at a faster rate for larger amplitudes. The density and electric potential are also therefore affected at later times albeit to a smaller degree (as the relative magnitude between the corrections for the two species is several orders).

The operator \( C \) applied on the components of the velocity fields for both the electron and ion species is shown in Fig. 3 for the particular set \( \{A = 1, \sigma = 50\} \). The first-order corrections to the velocity fields decrease fairly rapidly over an initial period after which it becomes slowly varying. Since there are density gradients at all times, the first-order correction to the electron velocity (which is dominated by the diamagnetic-drift velocity) is orders of magnitude larger than the correction to the ion velocity. For sufficiently small scales (i.e., small \( \sigma \) or large amplitude \( A \)), the electron-velocity field is therefore not very well represented by the lowest order as is especially evident from the zeroth-order vorticity field \( \omega \) (see Fig. 3). However, this is not explicitly seen from the first-order correction to the density [Fig. 4(i)] as the convection is to a large extent driven by the \( E \times B \) drift velocity. Since the \( E \times B \)-convection in turn is driven by the sub-leading charge separating terms through the electric potential, it becomes necessary to consider the second-order corrections to the velocity in order to check the convergence. Figure 4(ii) shows the \( C \) operator applied on the second-order corrections for the velocities. It shows that the second-order corrections are almost of the same order as the first-order correction to the density. Thus, including the first-order correction in the electron velocity, we see the same order of approximation. Strictly speaking, it is necessary to check one order

<table>
<thead>
<tr>
<th>Field</th>
<th>Time</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1^{(1)}(\phi) )</td>
<td>( \sigma^2 A^{-1} )</td>
<td>( \sigma^{-1} \lambda^{-1} )</td>
</tr>
<tr>
<td>( C_2^{(1)}(n) )</td>
<td>( \sigma^2 A^{-1} )</td>
<td>( \sigma^{-1} A^2 )</td>
</tr>
<tr>
<td>( C_1^{(1)}(v_e) ), ( C_2^{(1)}(v_e) )</td>
<td>( \sigma^2 A^{-1} )</td>
<td>( \sigma^{-1} A^2 )</td>
</tr>
<tr>
<td>( C_1^{(1)}(v_i) ), ( C_2^{(1)}(v_i) )</td>
<td>( \sigma^2 )</td>
<td>( \sigma^{-1} )</td>
</tr>
</tbody>
</table>
FIG. 1. The density field in the quasi-neutral limit $\lambda = 0$ and cold ion limit $\tau_i = 0$ for the parameters $A = 1$ and $\sigma = 20$. From left to right, the field $n^{(0)}$ (a), $n^{(1)}$ (b), and the first-order approximation of the density $n = n^{(0)} + n^{(1)}$ (c) are shown (overlapped) at three different times $\{0, 2450, 3770\} \omega_{ci}$.

FIG. 2. The scaling transformations listed in Table I for the operator $C$ applied on the component of the electron (left) and ion velocities (right) for (i) and (ii) fixed $\{\lambda = 0, \tau_i = 0, A = 1\}$ with varying widths $\sigma$ and (iii) and (iv) fixed $\{\lambda = 0, \tau_i = 0, \sigma = 40\}$ with varying amplitudes $A$. Here, $\tilde{A} \equiv \frac{A}{1 + \lambda}$.
above the truncation-order to estimate the convergence of the given order of approximation. However, in the given perturbation setup, we have access to higher order corrections to the velocity field at a given order. It therefore makes sense to include the terms in the velocity field at the given order (post simulation). This is exactly the corrected velocity field \( \tilde{v} \) given by Eq. (16). In Fig. 4, the corrected velocity fields, density, and electric potential are shown. The first-order corrections to \( \tilde{v} \) are not surprisingly magnitudes smaller than the true first-order velocity correction \( \tilde{v}^{(1)} \). In some sense, we can therefore use the corrected velocity to gain an estimate of how well the overall approximation is at a given order. However, it should be stressed that while the corrected velocity field gives a better approximation at a given order, it does not constitute the flux \( \Gamma \) at the same order.

In Fig. 4, all first-order corrections are shown to grow with time. One way to interpret this is that when the density blob begins to spread out, small scales start to develop as is particularly prominent when the blob tail begins to spiral. Comparing the density field (Fig. 1) with the magnitude of the first-order correction to the vorticity (Fig. 5) by scaling time appropriately, we see that the onset of this local spinning is picked up by the vorticity field. In this case, the vorticity therefore provides a measure for the emergence of small scale structures. We also note that in the cold ion limit, the relative vorticity can within good approximation be estimated in terms of the lowest-order quantities by

\[
\theta_v \equiv \frac{|\tilde{\omega}_v^{(1)}|}{|\tilde{\omega}_v^{(0)}|}
\]

This quantity is sometimes also denoted as the finite Larmor radius (FLR) strength parameter in the case of ions as it is used as a measure for the strength of the charge separation. The numerical simulations and estimated scaling transformations (listed in Table I) support that all higher-order corrections are suppressed at large spatial scales, i.e., with increasing \( \sigma \) and decreasing amplitude \( A \). As soon as the dynamics is considered on sufficiently small scales, the corrections become too important to assert that the solution to the

![Figure 3](https://example.com/fig3.png)

**FIG. 3.** The operator \( C \) applied on the electron and ion velocity components. Both figures show the absolute values for the particular simulation parameters \( \lambda = 0, \eta_i = 0, A = 1, \sigma = 50 \). The second-order correction to the velocity field (6) is approximated by neglecting \( \tilde{v}^{(2)}_E \).

![Figure 4](https://example.com/fig4.png)

**FIG. 4.** The operator \( C \) applied on (i) the density and electric potential and (ii) the corrected electron and ion velocities given by Eq. (16). Both figures show the absolute values for the particular simulation parameters \( \lambda = 0, \eta_i = 0, A = 1, \sigma = 50 \). Note that in the quasi-neutral limit, we have \( n = n_e = n_i \).
We consider numerical simulations in the case of non-zero ion temperature $\tau_i$ in the quasi-neutral limit ($\lambda = 0$). In particular, we consider two parameter series, (i) one with varying ion temperatures $\{A = 1, \sigma = 40, 0 \leq \tau_i \leq 4\}$ and (ii) one with varying widths $\{A = 1, \tau_i = 1, 10 \leq \sigma \leq 70\}$. Similar to the cold ion case, we list in

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Field & Time & Value \\
\hline
$C_2^{(1)}(\phi)$ & $\sigma^2(1 + \tau_i)^{-2}$ & $\sigma^{-1}\tau_i$ \\
$C_2^{(1)}(n)$ & $\sigma^2(1 + \tau_i)^{-2}$ & $\sigma^{-1}\tau_i$ \\
$C_2^{(1)}(v_e), C_2^{(1)}(v_i)$ & $\sigma^2(1 + \tau_i)^{-2}$ & $\sigma^{-1}$ \\
$C_2^{(1)}(\bar{v}_e), C_2^{(1)}(\bar{v}_i)$ & $\sigma^2(1 + \tau_i)^{-2}$ & $\sigma^{-1}\tau_i$ \\
\hline
\end{tabular}
\caption{Scaling relations for the operator $C$ applied on the fields in the regime where the correction to the ion velocity is dominated by the diamagnetic-drift velocity, i.e., at a sufficiently large ion-temperature ratio $\tau_i$.}
\end{table}

For non-zero ion temperature, the asymmetry between the species becomes much more apparent in the dynamics as the cross terms between the polarization and diamagnetic-drift velocities are proportional to $\mu_i$. These terms now become important since the ion mass ratio $\mu_i$ is unity, while the electron contribution is negligible due to $\mu_e \ll 1$. We therefore observe a transition point in the dynamics with increasing ion temperature when the cross terms are in balance. At sufficiently large ion-temperature, this balance is broken, and we leave the cold ion limit. In this case, the blob has a downwards movement. An example of this is shown in Fig. 6. In this regime, the dynamics happens on a faster time scale (compared to the cold ion limit, see e.g., Fig. 1). The faster movement can therefore result in the blob leaving behind a depletion in the density, which can only be "filled out" by including higher-order corrections. For the first-order system, this explicitly shows up when the corrections to the density become as large as the zeroth order and a negative density is obtained. In Fig. 6, this is seen at the last time stamp. The faster dynamics is a direct consequence of the larger charge separation in the system at non-zero ion temperature, which generates a larger electric potential. At some point in time, the $E \times B$-drift velocity therefore grows at a much faster rate,

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig5}
\caption{The density field in the quasi-neutral limit $\lambda = 0$ and non-zero ion temperature $\tau_i = 1$ for the parameters $A = 1$ and $\sigma = 20$. From left to right, the field $n^{(0)}$ (a), $n^{(1)}$ (b), and the first-order approximation of the density $n \approx n^{(0)} + n^{(1)}$ (c) are shown (overlapped) at three different times ($0, 1330, 2261$) $\omega_{ci}^{-1}$. The color scale for the first-order correction has been cropped to show more of the structure.}
\end{figure}
which is reflected directly in the density movement. Whether the first-order solution gives such large corrections depends on the parameters as can be seen from Fig. 7. In particular, there exists a critical parameter domain for which the first-order system inevitably will lose its predictive power as the first-order correction becomes comparable with the zeroth order. In this parameter domain, higher-order corrections are necessary for the series expansion to give a meaningful approximation. We note that this statement refers to the uniform convergence of the solution. Looking at the overall density field, the corrections are very localized in space and the corrections can therefore be suppressed by increasing the blob width. In Fig. 8, the first-order coefficient $C^{(1)}_2$ is shown for the density and corrected velocity fields for the particular parameters $\{\sigma = 40, \tau_i = \frac{1}{2}\}$. It is clear that the correction to the velocity field grows with the ion temperature (comparing with Fig. 4). Nevertheless, for low ion temperatures and the blob width, the zeroth-order approximation can provide a fairly converged solution. For moderate ion temperatures and the blob width [see Fig. 8(ii)], the first-order correction becomes necessary as the zeroth-order approximation cannot capture the dynamics single-handed. Finally, for high ion temperatures, the correction to the velocity field becomes comparable with the zeroth-order approximation and higher-order corrections are required. Also, it is interesting to note that due to the large $E \times B$-drift velocity, the corrected velocity field $\tilde{v}$ almost aligns for both species when the ion temperature ratio is near unity even though the diamagnetic and polarization-drift velocities come with opposite contributions for the two species. Naturally, the correction to both vorticity fields also increases with the ion temperature with the electrons still having much faster local spinning. In particular, $\theta_e$ decreases with increasing ion temperature and provides a poor estimate of the relative electron vorticity. On the other hand, the FLR parameter for the ions $\theta_i$ agrees to a much larger degree with the relative ion vorticity at moderate temperatures.

**FIG. 7.** The coefficient $C^{(1)}_2(n)$ in the quasi-neutral limit $\lambda = 0$ with $A = 1$ for (i) fixed width $\sigma = 40$ at various ion-temperature ratios $\tau_i$ and (ii) for fixed $\tau_i = 1$ at different values of $\sigma$. For some domain of the ion-temperature ratio and width, the first-order corrections will be larger than the zeroth-order density after some point in time.

**FIG. 8.** The operator $C$ applied on (i) the density and electric potential and (ii) the corrected electron and ion velocities given by Eq. (16). Both figures show the absolute values for the particular simulation parameters $\{\lambda = 0, \tau_i = \frac{1}{2}, A = 1, \sigma = 40\}$. Note that in the quasi-neutral limit, we have $n = n_e = n_i$. 

---
The numerical simulations for various ion temperatures together with the scaling transformations given in Table II show that the perturbation equations to first order are valid for low frequencies and second or higher-order corrections are necessary to resolve the faster dynamics. In addition, the dependence on $\sigma$ reveals (as for the cold ion limit) that the perturbation equations are valid as a long-wavelength expansion.

### 3. Finite density limit

We consider numerical simulations for finite densities by considering non-zero positive $\lambda$, for a fixed set of initial conditions $\{A = 1, \sigma = 20\}$. We consider two parameter series, (i) one for vanishing ion temperature $\tau_i = 0$ and (ii) one for the unity ion-electron temperature ratio $\tau_i = 1$. For a non-zero $\lambda$, the Poisson equation enters the system of equations and the scale invariance of the system is broken. The parameter $\lambda$ is thus a measure for the significance of the Poisson equation. For finite $\lambda$, the perturbation equations still require the system to be neutral at the lowest order (by construction), i.e., $\rho^{(0)} = 0$. The charge density therefore evolves due to the split in first-order density corrections. With increasing $\lambda$, the electric potential is determined progressively more by the charge density instead of the charge separating diamagnetic and polarization-drift velocities. As a consequence, the dynamics happens on a much slower time scale with increasing $\lambda$. In Fig. 9(i), the relative size between the second-order correction and the first-order correction to the charge density is shown in the cold ion limit $\tau_i = 0$ for different values of $\lambda$. The significance of the second-order correction increases as the density becomes more dilute. Already for $\lambda = 1$ corresponding to $\tilde{n} \approx 10^{15} \text{m}^{-3}$ at $B = 1 \text{T}$, we observe quite significant corrections. For sufficiently dilute systems, the first-order corrected charge density [i.e., $\rho = \rho^{(0)} + \rho^{(1)}$] therefore fails to converge. For non-zero ion temperature, there is a balance between the contribution from the charge separating velocities and the charge density. While the dynamics is faster compared to the cold ion limit, as shown for the case of $\tau_i = 1$ in Fig. 9(ii), the charge density helps with smoothing out the fluid densities such that small scales do not develop to the same extent. At finite densities, the corrections to the fields are therefore suppressed to a much larger degree than in the corresponding quasi-neutral limit $\lambda = 0$ where negative densities are encountered. However, the second-order correction to the charge density is still substantial. In all cases, it therefore seems more appropriate to use the perturbation equations given in Appendix C in the dilute regime. Here, the charge separation is appropriately assumed to be large and can appear at the lowest-order.

### IV. DISCUSSION

We have considered a charged non-relativistic fluid system governed by the Lorentz force where in particular the electric field was treated self-consistently through the back-reaction on the particle dynamics. The system was considered in a perturbative setup suitable for studying the long wavelength and low frequency dynamics of the system. Expanding the dynamical fields in a formal series expansion, a set of perturbative equations for the first-order corrected fields were obtained. We showed that the perturbation equations preserved the conserved charges of the full underlying system at each order of the expansion. Furthermore, we showed that a non-trivial quasi-neutral limit was possible only because it does not allow charge separating terms at the lowest order. In particular, this excluded the diamagnetic-drift velocity to appear at the lowest order in the expansion. Perturbative schemes that allow the diamagnetic-drift velocity at the lowest order are given in Appendix C. These schemes do not allow a non-trivial quasi-neutral limit as the polarization-drift velocity does not appear at the same order and thus does not introduce the time dependence in the electrical current. Finally, the perturbative setup considered in the main text also has a natural generalization to multiple species.

Subsequently, using numerical simulations giving explicit access to the first-order corrections to the dynamical field variables, we have provided a quantitative analysis showing that the perturbation equations are indeed valid at long wavelengths and low frequencies. In particular, we have considered three different parameter regimes from which we summarize: (i) For zero ion temperature, the lowest-order...
approximation can provide a fairly converged solution to the dynamics at sufficient large scales (if the corrected velocity field is used). (ii) For non-zero ion temperature, the dynamics generally happens on faster time scales. When the ion temperature is non-zero but sufficiently low, the first-order corrected fields provide a relatively converged approximation, while above a certain temperature, higher-order corrections are required in order to resolve the faster dynamics. (iii) For finite densities, the Poisson equation gives rise to a finite charge density (i.e., a split between the densities of the species). In this case, the dynamics happens on a slower time scale. However, the small scale structures in the electric potential become increasingly more important. In this regime, the dilute perturbation equations given in Appendix C become applicable. Furthermore, we have provided some approximative scaling transformations that relate the solution between different sets of parameters in the cases where the system is density scale invariant (i.e., in the quasi-neutral limit). We have verified that the scaling transformations are in fairly good agreement with the numerical simulations. In conclusion, we have addressed all the points (i)–(iv) listed in the Introduction.

There are therefore several natural extensions: First, it would be interesting to lift the isothermal assumption on the fluid, thereby making the internal energy dynamical. Besides adding additional degrees of freedom to the system, this should in principle be a straight-forward extension. Finally, it would be interesting to include dissipative corrections, like viscosity or other resistive terms, and furthermore check how these modify the conserved currents.

Another direction that holds interest is to include a self-consistent magnetic back-reaction on the particle dynamics. Together with the inclusion of the parallel dynamics, this would allow us to describe equilibrium currents like Pfirsch-Schluter and bootstrap currents and the associated magnetic field. This can be done by either including higher-order corrections from the non-relativistic expansion of the Maxwell and fluid equations or by using the magnetic limit of the Maxwell equations (which is the regime of magnetohydrodynamics). Also, in scrape-off layer plasmas, there are often regions, e.g., near boundaries where the plasma density is much smaller. It would be interesting if one could solve the dynamics in these regions using the dilute perturbation equations presented in Appendix C and feed the solution (self-consistently) as boundary conditions to the presented perturbation equations in Sec. II A and vice versa.
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APPENDIX A: NON-RELATIVISTIC LIMIT AND GALILEAN INVARIANCE

The system given by Eq. (1) is the non-relativistic limit of a forced perfect relativistic fluid with the equation of motion \( \nabla \cdot T = F \cdot J \). Here, \( T \) is the relativistic energy-momentum tensor for a perfect isothermal fluid, \( J \) is the relativistic four-current density, and \( F \) is the fundamental electromagnetic two-tensor. In the non-relativistic limit, the left-hand side reduces to the Euler equations by projection, while the right-hand side constitutes the Lorentz force. The relativistic equations are manifestly invariant under Lorentz transformations, whereas in the non-relativistic limit, the conservation equations together with the Lorentz force (no dependence on acceleration) are invariant under Galilean transformations.

The fluid equations are coupled to the electromagnetic field equations through the Lorentz force. We therefore need a non-relativistic limit of the Maxwell field equations. Electromagnetism is a Lorentz invariant theory (actually, the Bianchi identities are invariant under Galilean transformations, but the other pair of the Maxwell equations is not). However, there exist at least two well-known non-relativistic limits of the Maxwell equations: the electric limit \( E \gg cB \) and the magnetic limit \( E \ll cB \).

We shall be concerned with the electric limit. It is obtained by expanding the reference velocity \( \vec{v} \) normalized to the speed of light \( c \), i.e., \( \beta = \frac{\vec{v}}{c} \) in the same way the fluid equations are obtained. Introducing the reference length \( l \) and frequency \( \omega \) together with \( \vec{E} \), \( B \), \( \vec{J} \), \( \vec{F} \), \( \vec{E}_0 \), \( B_0 \), \( \vec{J}_0 \), and \( \vec{F}_0 \), the dimensionless form of the Maxwell equations is

\[
\begin{align*}
\vec{J} \cdot \vec{E} &= \rho, \\
\nabla \times \vec{E} &= 0, \\
\nabla \times \vec{B} &= \frac{\beta}{\lambda} \vec{J} + \beta \vec{\partial} \vec{E}.
\end{align*}
\]

(A1)

There are two dimensionless parameters, \( \beta \) and \( \lambda = \left( \frac{\omega}{c} \right)^2 \), where \( \lambda_D \) is the Debye length (using \( \phi = E \ell = \frac{\alpha q}{\lambda} \) with the electric charge \( q \) and temperature \( T \)). Now, assume that \( \beta \ll 1 \) and expand the electromagnetic fields in a regular power series \( E = E^{(0)} + \beta E^{(1)} + \ldots \) and \( B = B^{(0)} + \beta B^{(1)} + \ldots \). Here, all coefficients, e.g., \( E^{(k)} \) and \( B^{(k)} \), are fields of order unity. This gives to first order

\[
\begin{align*}
\vec{J} \cdot \vec{E}^{(0)} &= \rho, \\
\nabla \times \vec{E}^{(0)} &= 0, \\
\nabla \times \vec{B}^{(0)} &= \vec{J}, \\
\n\nabla \times \vec{E}^{(1)} &= \vec{J} + \beta E^{(0)}, \\
\n\nabla \times \vec{B}^{(1)} &= \vec{J} + \beta E^{(0)}, \\
\n\nabla \cdot \vec{B}^{(0)} &= \vec{J} + \beta E^{(0)}. \tag{A2}
\end{align*}
\]

which implies that \( B^{(0)} = E^{(1)} = 0 \), if the fields vanish at infinity. Equivalently, by introducing the vector potential \( B^{(1)} = \vec{\nabla} \times A^{(1)} \) and electric potential \( E^{(0)} = -\nabla \phi^{(0)} \), we can write in the Lorentz gauge...
\[ \lambda \nabla^2 \phi^{(o)} = -\rho, \quad \lambda \nabla^2 A^{(o)} = -J. \]  
\text{ (A3)}

The electric and magnetic fields thus appear at different orders of \( \beta \), and one can check that indeed \( E \gg cB \). In this limit, the Lorentz force is solely electric as the first order quantities only form a second-order magnetic correction. The force per unit volume is
\[ F = \rho E^{(0)} + c^2 (\beta)^2 \phi. \] 
\text{ (A4)}

The particle dynamics is thus only governed by an electric force. Note that the Lorentz force appearing in Eq. (1) is constituted by \( E^{(0)} \) and an external background field. So, even though the magnetic field exists in the limit, it does not contribute to the particle dynamics. The equation for the vector potential given in Eq. (A3) can therefore be left out of the dynamical consideration. Dropping the magnetic field exists in the limit, it does not contribute to the particle dynamical equations. The equation for the vector potential given in Eq. (A3) can therefore be left out of the dynamical consideration. Dropping the magnetic field exists in the limit, it does not contribute to the particle dynamical equations.

\[ \frac{\mu_0}{2} \partial_t \int dV n_a v_a^2 + \frac{\mu_e}{2} \int dA \cdot v_a n_a v_a^2 \]
\[ = -\int dV \nabla v_a \cdot (\tau_v n_a + s_a n_a \nabla \phi). \]  
\text{ (B3)}

The potential energy in the electric potential can be found from Poisson’s equation and the continuity equations for positively and negatively charged particles
\[ \frac{\lambda}{2} \partial_t \int dV (\nabla \phi)^2 + \int dA \cdot \left[ \frac{\lambda}{2} \partial_t (\nabla \phi) + (v_a n_a - v_e n_e) \right] \phi \]
\[ = \int dV \nabla \phi \cdot (v_a n_a - v_e n_e). \] 
\text{ (B4)}

Finally, the entropy density in a system in contact with a heat reservoir is \( s_a = n_a (\log n_a + 1) \). The heat contribution from a single species is therefore found by multiplying the continuity equation by \( \tau_v (\log n_a + 1) \) and integrating over the total volume
\[ \tau_v \partial_t \int dV n_a \log n_a + \tau_v \int dA \cdot v_a n_a (1 + \log n_a) \]
\[ = -\int dV \nabla v_a \cdot \nabla n_a. \] 
\text{ (B5)}

Integrating Eq. (B2) and using Eqs. (B3) and (B5) for all species together with Eq. (B4), the conservation of energy is
\[ \partial_t \int dV \left[ \frac{\lambda}{2} (\nabla \phi)^2 + \sum_a \tau_v n_a \log n_a + \frac{\mu_e}{2} n_a v_a^2 \right] \]
\[ + \int dA \cdot \left[ -\frac{\lambda}{2} \partial_t (\nabla \phi) + \sum_a v_a n_a \left( \tau_v (1 + \log n_a) \right) \right] + \frac{\mu_e}{2} v_a^2 + z_a \phi \right] = 0. \] 
\text{ (B6)}

If the dynamical fields vanish at the boundary, the total energy will be a constant of motion.

\section*{APPENDIX B: CONSERVED CHARGES}

In this appendix, we consider the conserved quantities associated with the fluid system given by Eq. (4). The conservation equation for mass (and charge) is obtained by transforming the continuity equation into an integral equation and using the divergence theorem
\[ \partial_t \int dV n_a + \int dV \frac{dA}{\partial V} \cdot v_a n_a = 0. \] 
\text{ (B1)}

The integral equation states that the variation of mass (or charge) of a single species in the volume \( V \) is given by the flux through the boundary. In a similar way, the total energy can be obtained from the energy conservation equation
\[ \partial_t \left( \epsilon_a + \frac{\mu_a}{2} n_a v_a^2 \right) + \nabla \cdot \left( \epsilon_a + p_a + \frac{\mu_a}{2} n_a v_a^2 \right) = -\nabla \phi \cdot n_a v_a, \] 
\text{ (B2)}

where \( \epsilon_a \) is the energy density. The total energy can be obtained by adding the energy conservation equations (B2) for all species and integrating over the volume. It is useful to rewrite the variables by using \( p_a = n_a \tau_a \) and the Euler relation \( \epsilon_a + p_a = s_a \tau_a + z_a n_a \phi \), with the entropy density \( s_a \). The total energy is constituted by the kinetic, potential, and heat contributions. The kinetic energy contribution is obtained by considering the integral over \( \partial_t (n_a v_a^2) \) using the continuity and momentum equation
\[ \frac{\mu_0}{2} \partial_t \int dV n_a v_a^2 + \frac{\mu_e}{2} \int dA \cdot v_a n_a v_a^2 \]
\[ = -\int dV \nabla v_a \cdot (\tau_v n_a + s_a n_a \nabla \phi). \] 
\text{ (B3)}

\section*{APPENDIX C: ALTERNATIVE PERTURBATIVE SETUPS}

In this section, we present two alternative perturbative setups that both can handle charge separation at the lowest order. However, we show that it is not possible to have a consistent quasi-neutral limit in such setups. Consequently, one must make use of the Poisson equation, and the setups therefore only make sense for low fluid densities.

\subsection*{1. Perturbative setup for low densities}

The small scale structures of the electric potential become increasingly important as the fluid becomes more dilute \( \beta \sim \mathcal{O}(1) \). In such cases, a more suitable setup is obtained by choosing \( \omega = \omega_{ci} \) and scaling all the fields \( n_a \rightarrow n_0 a, \phi \rightarrow \phi, v_a \rightarrow v_0 a \) together with \( t \rightarrow \varepsilon^{-1} t \). This way, the spatial structure has more...
The polarization-drift velocity is obtained by taking time derivatives of Eq. (C2) and solving for the time-derivative of the potential at a given order in the current scheme. We therefore do not have a neutral system at the zeroth order of the expansion. The zeroth order density will simply work as a static background for the higher orders. The set of equations at order $k$ has the form

$$\lambda \nabla^2 \phi = -\rho, \quad \partial_t n_a + \nabla \cdot (n_a \mathbf{v}_a) = 0,$$

where the gradients of the magnetic field are small. One proposal is therefore to let the $E$ and $B$-drift velocity perform the advection and push the contribution from the diamagnetic-drift velocity to the density flux to the next order. We shall show that this is indeed possible, but the scheme does not allow for quasi-neutrality, since in this limit, it corresponds to a spatial constraint. To implement this idea, we split the velocity field such that $\mathbf{v}_a = \mathbf{v}_E + \mathbf{v}_{Ba}$, where $\mathbf{v}_E$ accounts for the $E \times B$-drift velocity and $\mathbf{v}_{Ba}$ contains the rest. We can then consider the perturbation problem

$$\varepsilon \lambda \nabla^2 \phi = -\rho, \quad \partial_t n_a + \nabla \cdot (n_a \mathbf{v}_a) = 0,$$

where $\mathbf{v}_a = \mathbf{v}_E + \mathbf{v}_{Ba}$, and

$$\varepsilon \mu_a n_a \partial_t \mathbf{v}_a = -\tau_a \nabla n_a + z_a n_a (\nabla \phi + \mathbf{v}_a \times \mathbf{B}).$$

The two first terms of the perpendicular velocities are then

$$\mathbf{v}_a^{(0)} = \mathbf{v}_E^{(0)} + \mathbf{v}_{Ba}^{(0)}, \quad \mathbf{v}_a^{(1)} = \mathbf{v}_E^{(1)} + \mathbf{v}_{Ba}^{(1)} + \mathbf{v}_{Ba}^{(2)},$$

and we identify

$$\mathbf{v}_{Ba}^{(0)} = \mathbf{v}_{Ba}^{(0)}, \quad \mathbf{v}_{Ba}^{(1)} = \mathbf{v}_{Ba}^{(1)} + \mathbf{v}_{Ba}^{(2)}.$$

At the zeroth order, we have a neutral system, i.e., $\rho^{(0)} = 0$, and we can thus define a single density $n^{(0)} = n_1^{(0)} = n_2^{(0)}$, satisfying the zeroth order continuity equation given by Eq. (8). The first-order continuity equation and charge-current conservation equation are

$$\partial_t n_1^{(1)} + \nabla \cdot \left( n^{(0)} \mathbf{v}_E^{(1)} + n^{(0)} \mathbf{v}_{Ba}^{(1)} \right) = 0,$$

and

$$\partial_t \rho^{(1)} + \nabla \cdot \left( \rho \mathbf{v}_E^{(1)} + n^{(0)} \mathbf{v}_{Ba}^{(1)} \right) = 0,$$

where $\mathbf{v}_E^{(1)} = \mathbf{v}_{Ba}^{(1)} - \mathbf{v}_{Ba}^{(2)}$. However, in the quasi-neutral limit $\lambda = 0$, Eq. (C9) reduces to the spatial constraint equation $\nabla \cdot (n^{(0)} \mathbf{v}_{Ba}^{(0)}) = 0$, with the simple reason being that the polarization-drift velocity enters at the second order. This constraint can only be satisfied if either the gradient of the magnetic field vanishes or if there are no zeroth-order pressure gradients (in which case the zeroth-order diamagnetic-drift velocity vanishes). Furthermore, in this limit, there is no dynamical equation for the zeroth-order electric potential, which must vanish.
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