PATTERN FORMATION IN FLOWS OF ASYMMETRICALLY INTERACTING PARTICLES: PERISTALTIC PEDESTRIAN DYNAMICS AS A CASE STUDY
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Abstract. The influence of asymmetry in the coupling between repulsive particles is studied. A prominent example is the social force model for pedestrian dynamics in a long corridor where the asymmetry leads to anisotropy in the repulsion such that pedestrians in front, i.e., in walking direction, have a bigger influence on the pedestrian behavior than those behind. In addition to one- and
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two-lane free flow situations, a new traveling regime is found that is reminiscent of peristaltic motion. We study the regimes and their respective stability both analytically and numerically. First, we introduce a modified social force model and compute the boundaries between different regimes analytically by a perturbation analysis of the one-lane and two-lane flow. Afterwards, the results are verified by direct numerical simulations in the parameter plane of pedestrian density and repulsion strength from the walls.

1. Introduction. The understanding of pedestrian dynamics is critical for both researchers and managers. It is crucial in designing various public facilities such as railway stations, airports, supermarkets, etc. Pedestrian flow dynamics can be considered as a particular example of collective non-equilibrium behavior of asymmetrically nonlinearly coupled elements [10, 11, 2, 30]. Many collective phenomena such as non-equilibrium phase transitions, pattern formations and bifurcations are inherent features of such models. Examples are traffic flow on single lane highways and road networks [10, 18, 31]; and flows through bottlenecks where pedestrians spontaneously form several trails [14, 27].

Two approaches are commonly used in microscopic modeling of pedestrian dynamics: discrete and continuous ones. In the discrete approach the motion of pedestrians is considered discrete in time and space in terms of cellular automata (see e.g., [3]). By modeling long-range interactions between the pedestrians by a so-called “floor field”, which modifies the transition rates to neighbouring cells, a spontaneous emergence of lanes in counterflow through a large corridor in the framework of the automaton model was demonstrated in [4]. The continuous approach describes the microscopic pedestrian dynamics in terms of time- and space-continuous ordinary differential equations. The collective character of pedestrian flow is due to person-person interaction originating from a person’s desire to avoid colliding with other pedestrians and also to prevent collisions with walls and obstacles. One of the most popular microscopic models is the social-force model introduced in [12] and further-developed in numerous studies (see e.g. the review paper [16]). In the framework of this approach, a crowd of pedestrians is modeled as an ensemble of mass points moving in a two-dimensional domain. The pedestrian dynamics is encoded in the form of differential Newton-like equations of motion of particles, which move in some potential profile (it models the presence of walls and obstacles) under the influence of inter-particle interaction forces (social forces). Within this model, bidirectional flows of pedestrians are studied where spontaneous formation of lanes consisting of pedestrians with a uniform walking direction and oscillatory changes of the walking direction at narrow passages were analysed [12] and different types of patterns, e.g., jams, strip formation, and turbulent waves, were reported [13, 32, 16].

Quite recently we investigated pattern formation in an annular channels for repulsive interaction with finite range [21]. Due to complicated geometry and type of particle interactions this study was based on numerical investigations. Therefore, in the present study we investigate a simpler model for particles moving in a straight corridor with exponential-like inter-particle interactions and parabolic interactions with the walls. This allows us to study this problem both analytically and numerically and clarify mechanisms, which control the pattern formation. We consider the pedestrian flow in the framework of the continuous social-force model [12, 13], but in contrast to the original model we include the fact that the social force can be asymmetric: an interaction with a neighbor ahead differs from the interaction with
the neighbor behind. In other words, we consider the pedestrian flow as a dynamical system of *asymmetrically interacting* particles. We show that the pedestrian dynamics depends strongly on the density of the crowd, on the strength of the inter-person interaction and interaction with walls, as well as on the degree of the social force asymmetry. When the social force is symmetric the pedestrian flow may be either single- or multi-lane. The transition between these two regimes is similar to a topological zig-zag phase transition, which involves a quasi-one-dimensional chain of interacting particles confined in a narrow channel [28, 9, 7, 20]. In the case of short-ranged interparticle interaction there is area of parameters where phases coexist and hysteretic behavior takes place [6]. When the asymmetry of the social interaction is taken into account a new pattern of moving “bubbles” arises when the distance between lanes becomes spatially modulated and changes periodically in time, i.e., a pattern resembling a peristaltic motion. We find the transition from the zig-zag state to the peristaltic state to be characterized by a Hopf bifurcation (either sub- or supercritical) [25]. All transitions are determined analytically and later on verified by direct numerical simulations, which are in perfect agreement with the transition curves from our theoretical studies.

This paper is organized as follows. In Section 2, we present the model. In Section 3, the results of the stability analysis and numerics for the free-flow solution are presented. Stability and dynamics of the one-lane flow are discussed in Section 4. Numerical results relating to the existence and stability of peristaltic solutions are discussed in Section 5. In Section 6 localized states and their dynamics are studied in the frame of collective coordinate approach. Section 7 describes the limiting case of the dynamics in the continuum limit. Finally, Section 8 contains some concluding remarks and an outlook on future research directions.

2. **Particle model with asymmetric interactions.** We consider the dynamics of *N* pedestrians, who move along a corridor. In the spirit of the social force model [12, 13] we assume that each pedestrian likes to move with a certain preferred velocity *v* and tries to avoid collisions with other pedestrians and the corridor walls. The equation of motion for the *n*-th pedestrian, *n* = 1, . . . , *N*, has the form

\[
\frac{dr_n}{dt} = v + f_n - \frac{\partial V_w(r_n)}{\partial r_n},
\]

where \( r_n = (x_n, y_n) \) is the position of the *n*-th pedestrian. The first term on the right-hand side represents an intention of the pedestrian to move with a velocity *v*, \( f_n \) represents a force with which the *n*-th person is repelled from other pedestrians and \( V_w \) is a potential modeling the wall interaction. It is feasible that the “interaction force” between pedestrians is asymmetric [8]: usually we pay different attention to neighbors who are in front of us than behind of us. It appears natural to define the notion “forward-backward” with respect to the walking direction defined by the unit vector \( e_v = \frac{v}{v} \) and write the interaction force \( f_n \) in the form

\[
f_n = -\frac{\partial V}{\partial r_n} + \epsilon |e_v \cdot \frac{\partial V}{\partial r_n}| e_v.
\]

Here, \( V \) is a repulsive interaction potential which we choose as

\[
V = \frac{A}{2\alpha} \sum_{n,m}^{\left(n \neq m\right)} \exp(-\alpha | r_n - r_m |),
\]
where the constants $A$ and $\alpha$ characterize, respectively, the intensity and inverse range of the inter-pedestrian interaction. The parameter $\epsilon$ characterizes the strength of the asymmetry of the interaction. The last term on the right-hand side of Eq. (1) represents an interaction with corridor walls. We study pedestrian dynamics in a long narrow corridor aligned along the $x$-axis. We assume that the most preferable position for a pedestrian is the corridor midline ($y = 0$) and for this interaction with the corridor walls we use a parabolic potential

$$V_w(r) = \frac{1}{2}\nu y^2,$$

(4)

with a constant $\nu$ characterizing the strength of the interaction. The desired velocity $v$ is assumed to be parallel to the $x$-axis, i.e., $v = (v, 0)^T$. Thus, Eq. (1) presented in its two spatial components takes the form

$$\frac{d}{dt}x_n = A \sum_{l \neq 0} \left( 1 + \epsilon \frac{l}{\|l\|} \right) (x_n - x_{n+l}) F\left( |r_{n+l} - r_n| \right) + v,$$

$$\frac{d}{dt}y_n = A \sum_{l \neq 0} (y_n - y_{n+l}) F\left( |r_{n+l} - r_n| \right) - \nu y_n,$$

(5)

where $l \in \{-J, \ldots, -1, 1, \ldots, J\}$ with $J$ being the number of neighbors which are taken into account for interactions and

$$F(r) = e^{-\alpha r^2}.\quad(6)$$

We study the pedestrian dynamics with periodic boundary conditions

$$x_{n+N} = x_n + L, \quad y_{n+N} = y_n$$

(7)

for the positions $(x_n, y_n)$ of $N$ pedestrians in a corridor of length $L$.

To simplify the notation it is convenient to rescale the variables as follows

$$(\bar{x}_n, \bar{y}_n) = (x_n, y_n), \quad \bar{t} = A \alpha t,$$

$$(\bar{v} = \frac{\nu}{A \alpha}, \quad \bar{\nu} = \frac{\nu}{A}).$$

(8)

In terms of the new variables the equations of motion (5) can be written as

$$\frac{d}{d\bar{t}}\bar{x}_n = \sum_{l \neq 0} \left( 1 + \epsilon \frac{l}{\|l\|} \right) \frac{(\bar{x}_n - \bar{x}_{n+l})}{|\bar{r}_{n+l} - \bar{r}_n|} \exp\left( -|\bar{r}_{n+l} - \bar{r}_n| \right) + \bar{v},$$

$$\frac{d}{d\bar{t}}\bar{y}_n = \sum_{l \neq 0} \frac{(\bar{y}_n - \bar{y}_{n+l})}{|\bar{r}_{n+l} - \bar{r}_n|} \exp\left( -|\bar{r}_{n+l} - \bar{r}_n| \right) - \bar{\nu} \bar{y}_n.$$  

(9a)

(9b)

Equations (9) show that without loss of generality we can confine ourselves to the case when $A = \alpha = 1$. Therefore in what follows we restrict ourselves to this case and study the pedestrian dynamics by using Eqs. (9) omitting the ‘bar’ notations.

3. Stationary free flow solutions. Equations (9) have explicit solutions which we refer to as the free flow solutions as they correspond to the situation in which all pedestrians move with the same constant velocity and equal spacing between neighbors. There are two types of these free flow solutions (see Fig. 1 obtained by direct numerical solutions of Eqs. (9)).

**One-lane flow:** all pedestrians move in a single line with the same velocity $c_1$ and keep the same distance $a = 1/\rho = L/N$ between them (see Fig. 1(a)), i.e.,

$$x_n = na + c_1t, \quad y_n = 0,$$

(10)
\[ c_1 = v - 2 \epsilon a \sum_{l=1}^{J} lF(la) . \] (11)

**Two-lane (zig-zag) flow**: all pedestrians move in two lanes with the same velocity \( c_2 \) and keep the same distance between them (see Fig. 1(b)), i.e.,

\[ x_n = na + c_2 t, \quad y_n = (-1)^n \frac{b}{2} , \] (12)

where \( b \) is the distance between lanes, and \( c_2 \) is a common stationary velocity of the particles. By inserting Eq. (12) into Eq. (9a), we obtain that the stationary velocity \( c_2 \) is determined by the equation

\[ c_2 = v - 2 \epsilon a \sum_{l=1}^{J} lF(\delta_l) , \] (13)

where

\[ \delta_l = \sqrt{l^2a^2 + \frac{b^2}{4} (1 - (-1)^l)^2} \] (14)

is the distance between the \( n \)-th and \((n + l)\)-th pedestrian. To find the stationary distance \( b \) between lanes we insert Eq. (12) into Eq. (9b) and obtain the equation

\[ 2 \sum_{l=1}^{J} \left( 1 - (-1)^l \right) F(\delta_l) - \nu = 0 . \] (15)

By taking into account the nearest- and next-nearest neighbor interactions (i.e., \( J = 2 \)) and using the social force \( F(r) \) in the form given by Eq. (6), we obtain that...
the stationary distance $b$ is determined by the equation

$$4 e^{-\sqrt{a^2+b^2}} = \nu . \quad (16)$$

By using the Lambert function $W(z)$, which gives the solution for $W$ in $z = W e^W$, from Eq. (16) we get

$$b = \sqrt{W^2 \left( 4/\nu \right) - a^2} . \quad (17)$$

As it is seen from Eq. (17) the two-lane solution exists when

$$W \left( 4/\nu \right) \geq a \quad (18)$$

or equivalently, when

$$\nu \leq 4 e^{-a} / a . \quad (19)$$

The function $b$ from Eq. (17) and its comparison with full scale numerical simulations is presented in Fig. 2. The left panel of Fig. 2 displays the transverse stationary distance for a given strength of the pedestrian-wall interaction $\nu$ as a function of the pedestrian density $\rho = 1/a$. The right panel shows the distance $b$ as a function of the pedestrian-wall interaction $\nu$ for a fixed value of pedestrian density $\rho$.

Note that spontaneous transition from one-lane to multi-lane pedestrian flows in corridors was experimentally observed in Ref. [14, 27, 29] (from two to five depending on the width of the corridor). The multilane flow emerges when the width exceeds some critical value [14]. In the frame of our model the role of the width plays the strength of the interaction with walls $\nu$: the large width corresponds to small values of $\nu$ while the weak interaction with walls may be considered as analog of the large width corridor. It is worth noticing, however, that the direct application of our theory to experiments [14], [29] is rather questionable because we consider corridors with periodic boundary conditions while in the aforementioned experiments the corridors have finite length and as it was shown in [27] the lane formation depends on the length of the corridor.

In the following sections we consider the stability and dynamics of the one-lane flow and the two-lane flow separately.

4. Dynamics of the one-lane flow.

4.1. Stability of the one-lane free flow. The stability of the free-flow solution can be assessed by considering the linearization of the system (9) about the free flow solution.

$$\begin{pmatrix} x_n \\ y_n \end{pmatrix} = \begin{pmatrix} an + c_1 t + q_n \\ (-1)^n p_n \end{pmatrix} \quad (20)$$

with the conditions $|p_n| \ll 1$, $|q_n| \ll 1$ on the perturbations and $q_{n+N} = q_n$, $p_{n+N} = p_n$ $\forall n$.

In the one-lane case (10) linear longitudinal (along the $x$-axis) modes and transversal (along the $y$-axis) modes split:

$$\frac{d}{dt} q_n = - \sum_{l=1}^{J} e^{-\lambda l} \left( (1+\epsilon) (q_n - q_{n+l}) + (1-\epsilon) (q_n - q_{n-l}) \right) , \quad (21)$$
Figure 2. Transverse stationary distance $b$ between pedestrians in the two-lane zig-zag flow shown in Fig. 1 (b). Panel (a): $b$ vs. density $\rho$ for fixed $\nu = 1$, panel (b): $b$ vs. interaction strength $\nu$ for fixed $\rho = 1$, $\rho$ being pedestrian density, $\nu$ being strength of pedestrian wall interaction. Panel (a): in the region to the left (right) of the curve the flow is single (two-) lane. Panel (b): in the region to the left (right) of the curve the flow is two- (single) lane. Direct numerical simulations (circles) and analytical predictions (curves) are in agreement.

\[
\frac{d}{dt} p_n = -\nu p_n + \sum_{l=1}^{J} e^{-la} \left[ 2p_n - (-1)^l (p_{n+l} - p_{n-l}) \right]. \tag{22}
\]

The stability is analyzed by considering solutions of the linear system (21) and (22) of the form

\[
q_n(t) = \hat{q}_k e^{ikn}, \quad p_n(t) = \hat{p}_k e^{ikn}, \tag{23}
\]

where

\[
k = \frac{2\pi j}{N} \quad \text{with} \quad j = -\frac{N}{2} + 1, \ldots, \frac{N}{2} \tag{24}
\]

is a wave number and $\hat{p}_k, \hat{q}_k$ are time-dependent amplitudes which satisfy the equations

\[
\frac{d}{dt} \hat{q}_k + \left( (1 + \epsilon) g_k + (1 - \epsilon) g_k^* \right) \hat{q}_k = 0, \tag{25}
\]

\[
\frac{d}{dt} \hat{p}_k + (\nu - h_k) \hat{p}_k = 0,
\]

where the notations

\[
g_k = \sum_{l=1}^{J} e^{-la} \left( e^{i kl} - 1 \right), \tag{26}
\]

\[
h_k = 2 \sum_{l=1}^{J} \frac{e^{-la}}{la} \left( 1 - (-1)^l \cos kl \right)
\]

are used and $^*$ denotes complex conjugation. The solution of Eqs. (25) is given by

\[
\hat{q}_k = \tilde{q}_k e^{z_k t}, \quad \hat{p}_k = \tilde{p}_k e^{z_k t}, \tag{27}
\]
where $\tilde{q}_k$ and $\tilde{p}_k$ are constant amplitudes and $z_k$ is a complex rate. If the real part $\Re(z_k)$ of $z_k$ is larger than zero the one-lane free flow is unstable. Insertion of Eq. (27) into Eqs. (21) and (22) leads to the two following equations for the complex frequency $z_k$, correspondingly,

$$z_k + (1 + \epsilon)g_k + (1 - \epsilon)g_k^* = 0,$$

$$(28)$$

$$z_k + \nu - h_k = 0.$$

$$(29)$$

The roots of Eq. (28) always have negative real parts and the one-lane flow (10) is stable with respect to the longitudinal modes. The roots of Eq. (29) have negative real parts and the one-lane flow (10) is stable with respect to the transversal modes when

$$\nu > \frac{2}{a} \sum_{l=1}^{J} e^{-la} \left(1 - (-1)^l\right).$$

$$(30)$$

In the case of the next-nearest neighbor interaction ($J = 2$) this inequality is reduced to

$$\nu > \frac{4}{a} e^{-a} \text{ or, equivalently, for } a > W(\frac{4}{\nu}).$$

$$(31)$$

For the opposite inequality to (30) the one-lane flow is unstable with respect to the transversal mode with $k = 0$ and a two-lane pattern arises.

4.2. Dynamics of the one-lane flow. In this subsection we consider how the system evolves to its equilibrium state in the area of parameters $\rho, \nu$ where the one-lane flow is stable, i.e. when the inequality given by (31) holds. We consider the case when the transversal coordinates $y_n = 0$. In this case the dynamics of the one-lane flow is described by equations

$$\frac{d}{dt}q_n = \sum_{l=1}^{J} e^{-la} \left[- (1 + \epsilon) e^{-(q_{n+l}-q_n)} + (1 - \epsilon) e^{-(q_n-q_{n-l})}\right] + \epsilon (v - c_1),$$

$$q_{n+N} = q_n, \quad \forall n,$$

$$(32)$$

where the periodic part of the longitudinal coordinate $q_n$ is defined by Eq. (20). Let us first consider the case of a totally asymmetric social interaction: $\epsilon = 1$. By using the substitution

$$Q_n = e^{-q_n},$$

$$(33)$$

Equation (32) reduces to a linear one

$$\frac{d}{dt}Q_n = 2 \sum_{l=1}^{J} e^{-la} Q_{n+l} - (v - c_1) Q_n,$$

$$Q_{n+N} = Q_n, \quad \forall n.$$  

$$(34)$$

Equation (34) can be easily solved, by applying the Fourier transform (23), and its solution has the form

$$Q_n(t) = \sum_{n'} K_{n-n'}(t) Q_{n'}(0).$$

$$(35)$$

Here the kernel $K_n(t)$ is given by

$$K_n(t) \equiv \frac{1}{N} \sum_{k} e^{ikn+2t g_k}$$

$$(36)$$
where the function $g_k$ is defined by Eq. (26) and is given by the equation

$$g_k = \left(1 - e^{ik-a}J\right) - \frac{1 - e^{-a}J}{e^a - 1}.$$  
(37)

As an example let us consider the flow dynamics with a local initial disturbance of the form

$$q_n(0) = -\delta q \delta_{nm_0}, \quad \text{i.e.} \quad Q_n(0) = 1 + (e^{\delta q} - 1) \delta_{nm_0}$$  
(38)

In this case, as it follows from Eqs. (33) and (35) the periodic part of the longitudinal coordinates evolve as follows

$$q_n(t) = -\ln \left(1 + (e^{\delta q} - 1) K_{n-m_0}(t)\right).$$  
(39)

In the nearest-neighbor approximation ($J = 1$) and in the limit $N \to \infty$ the kernel $K_n(t)$ takes the form

$$K_n(t) = \exp\{-v_1 t\} \frac{2^{-n} e^{an} t^{-n}}{(-n)!} H(-n),$$  
(40)

where $v_1 = 2e^{-a}$, and

$$H(n) = \begin{cases} 0, & \text{when } n \leq -1 \\ 1, & \text{when } n \geq 0 \end{cases}$$  
(41)

is a discrete Heaviside step function.

By using Stirling’s asymptotic formula, in the limit $v_1 t \sim |n - n_0| \gg 1$, $|v_1 t + n - n_0| < v_1 t$ the function $q_n(t)$ can be presented approximately as

$$q_n(t) = -\ln \left(1 + (e^{\delta q} - 1) e^{\frac{-(n-n_0+v_1 t)^2}{2\sigma_1^2 t}}\right) \approx (e^{\delta q} - 1) \frac{1}{\sqrt{2\pi \sigma_1 t}} e^{\frac{-(n-n_0+v_1 t)^2}{2\sigma_1^2 t}}.$$  
(42)

where $\sigma_1 = v_1 = 2e^{-a}$. In a general case of long-range social interaction for $t \gg 1$ one can obtain approximately from Eqs. (35), (36) that

$$q_n(t) \approx (e^{\delta q} - 1) \frac{1}{\sqrt{2\pi \sigma J t}} e^{\frac{-(n-n_0+v_J t)^2}{2\sigma J^2 t}}.$$  
(43)

where

$$v_J = 2 e^{-aJ} \frac{e^{aJ+\alpha} - e^{a(J+1) + J}}{(e^a - 1)^2},$$

$$\sigma_J = 2 e^{-aJ} \frac{e^{a(2J^2 + 2J - 1)} + e^{a(J+2) - e^{aJ+\alpha} - e^{a(J+1)^2 - J^2}}{(e^a - 1)^3}}.$$  
(44)

The initial disturbance (38) evolves into a pulse, which propagates with the velocity $v_J$ and preserves its self-similar shape in the coordinate frame $\left((v_J t+n-n_0)/\sqrt{t}, t\right)$.

The amplitude of the pulse decreases as $t^{-1/2}$.

For arbitrary $\epsilon \in (0, 1)$ the discrete equation (32) cannot be solved analytically. By assuming that $|q_n(t)| \ll 1$ one can expand the exponential functions in Eq. (32) and obtain Eq. (32) in the form

$$\frac{d}{dt}q_n = \sum_{l=1}^{J} \left[q_{n+l} + q_{n-l} - 2q_n + \epsilon (q_{n+l} - q_{n-l}) - \frac{1}{2} (1 + \epsilon)(q_{n+l} - q_n)^2 + \frac{1}{2} (1 - \epsilon)(q_{n-l} - q_n)^2\right].$$  
(45)
We extend Eq. (45) by allowing \( n \) to be a continuous variable: \( q_n(t) = q(n, t) \) and by expanding the functions \( q(n \pm l, t) \) into Taylor series, arrive at the Burgers equation:

\[
\partial_t q = \epsilon v_J \partial_n q - \epsilon \frac{\sigma_J}{2} \left( \partial_n q \right)^2 + \frac{\sigma_J}{2} \partial_n^2 q .
\] (46)

The transform of Eq. (46) to a moving frame of reference: \( \bar{n} = n + \epsilon v_J t \) and usage of the Cole-Hopf transformation:

\[
q(\bar{n}, t) = -\frac{1}{\epsilon} \ln \left( 1 + \left( e^{\epsilon \delta q} - 1 \right) e^{-\frac{(\bar{n} - n_0 + \epsilon v_J t)^2}{2 \sigma_J t}} \right) .
\] (47)

Thus, one can conclude that the evolution of the initial disturbance (38) of the one-lane free flow as a pulse which propagates with the velocity \( \epsilon v_J \) and preserves its self-similar shape is generic.

5. Dynamics of the two-lane flow.

5.1. Stability of the two-lane free flow. In what follows we restrict ourselves to the case of nearest and next-nearest neighbor interaction \( J = 2 \). Instead of the \( x_n, y_n \) coordinates it is convenient to introduce new longitudinal and transversal coordinates. We transfer Eqs. (9) to a moving frame of reference:

\[
x_n(t) = c_2 t + X(n, t)
\] (48)

where the velocity \( c_2 \) is given by Eq. (13), and instead of the alternating function \( y_n(t) \) we will use a smooth function

\[
Y(n, t) = (-1)^n y_n(t).
\] (49)

Equations for these quantities are delay differential equations

\[
\partial_t X(n, t) = -\frac{\delta E}{\delta X(n, t)} + \epsilon \sum_{l=1,2} \left[ \left( X(n, t) - X(n + l, t) \right) F\left( r(n, l) \right) - \left( X(n, t) - X(n - l, t) \right) F\left( r(n, -l) \right) \right] - c_2,
\] (50a)

\[
\partial_t Y(n, t) = -\frac{\delta E}{\delta Y(n, t)} .
\] (50b)

Here the energy functional \( E \) has a form

\[
E = \sum_{n=1}^{N} E(n, t) ,
\] (51)

where

\[
E(n, t) = \left[ \frac{1}{2} \nu Y^2(n, t) + \sum_{l=1,2} e^{-r(n, l)} \right] .
\] (52)

is the energy density, and

\[
r(n, l) = \sqrt{\left( X(n, t) - X(n + l, t) \right)^2 + \left( Y(n, t) - (-1)^l Y(n + l, t) \right)^2}.
\]
is a distance between particles \( n \) and \( n + l \) expressed in terms of the smooth coordinates \( X \) and \( Y \), and the function \( F(x) \) is defined by Eq. (6) with \( \alpha = 1 \). Eqs. (50) should be augmented by the constraint
\[
X(N + 1, t) - X(1, t) = aN \tag{53}
\]
which expresses the conservation of the total longitudinal distance between particles.

A perturbation of the two-lane flow is given by
\[
\left( \begin{array}{c} X(n, t) \\ Y(n, t) \end{array} \right) = \left( \begin{array}{c} an + U_1(n, t) \\ \frac{b}{2} + U_2(n, t) \end{array} \right) \tag{54}
\]
with the conditions
\[
U_\alpha(n + N, t) = U_\alpha(n, t), \quad \alpha = 1, 2, \quad \forall n.
\]

Writing
\[
U(n, t) = \left( \begin{array}{c} U_1(n, t) \\ U_2(n, t) \end{array} \right) \in \mathbb{R}^2 \tag{55}
\]
and taking the Fourier transform
\[
\hat{U}(k, t) = \sum_k e^{ikx} \hat{U}(k, t), \tag{56}
\]
with
\[
\hat{U}(k, t) = \left( \begin{array}{c} \hat{U}_1(k, t) \\ \hat{U}_2(k, t) \end{array} \right) \in \mathbb{C}^2, \quad \hat{U}(-k, t) = \hat{U}^*(k, t), \tag{57}
\]
the system (50) reduces to the system
\[
\partial_t \hat{U}(k, t) = M(k) \hat{U}(k, t) + \mathcal{N}(k, t). \tag{58}
\]

Here, the matrices \( M(k) \) are given by
\[
M(k) = \left( \begin{array}{cc} M_{11}(k) & M_{12}(k) \\ M_{21}(k) & M_{22}(k) \end{array} \right) \tag{59}
\]
with
\[
M_{11}(k) = 4 \sin^2 \left( \frac{k}{2} \right) \left( \frac{a^2 F'(\xi)}{\xi} + 4e^{-2a} \sin^2 \left( \frac{k}{2} \right) - 4e^{-2a} + F(\xi) \right) 
+ 2i e \sin(k) \left( - \frac{a^2 F'(\xi)}{\xi} + 2e^{-2a} \cos(k) - F(\xi) \right), \tag{60}
\]
\[
M_{12}(k) = - \frac{4ab \cos^2 \left( \frac{k}{2} \right) F'(\xi)}{\xi} - \frac{2iab \sin(k) F'(\xi)}{\xi},
\]
\[
M_{21}(k) = \frac{2iab \sin(k) F'(\xi)}{\xi},
\]
\[
M_{22}(k) = \frac{2e^{-2a} \sin^2(k)}{a} + 4 \cos^2 \left( \frac{k}{2} \right) \left( \frac{b^2 F'(\xi)}{\xi} + F(\xi) \right) - \nu,
\]
where the abbreviation \( \xi = \sqrt{a^2 + b^2} \) is used, and the nonlinearity
\[
\mathcal{N}(k) = \left( \begin{array}{c} \mathcal{N}_1(k) \\ \mathcal{N}_2(k) \end{array} \right), \tag{61}
\]
is at least quadratic so that \( \mathcal{N}_\alpha(k) = \mathcal{O}(|U|^2) \).

By considering the linear part of the problem, we are looking for solutions in the form
\[
U(k) = \hat{U}(k) e^{z(k)t}, \tag{62}
\]
where
\[
\begin{align*}
\hat{U}_1(k, t) & = \hat{U}_1(k), \\
\hat{U}_2(k, t) & = \hat{U}_2(k), \\
\end{align*}
\]
and
\[
\begin{align*}
\mathcal{N}_1(k) & = \mathcal{N}_1(k), \\
\mathcal{N}_2(k) & = \mathcal{N}_2(k). \\
\end{align*}
\]
where $\hat{U}(k)$ are constant amplitudes and the complex rate constants $z(k)$ are the eigenvalues for the matrices $M(k)$:

$$
\sum_{\beta=1,2} M_{\alpha\beta}(k) B_{\beta\mu}(k) = z_{\mu}(k) B_{\alpha\mu}(k), \quad \mu = 1, 2
$$

(63)

with $B_{\alpha\mu}(k)$ being the corresponding eigenvectors. They are given by

$$
z_{\mu}(k) = \frac{M_{11}(k) + M_{22}(k)}{2} + (-1)^{\mu} \sqrt{\frac{1}{4} \left( M_{11}(k) - M_{22}(k) \right)^2 + M_{12}(k) M_{21}(k)},
$$

(64a)

(64b)

$$
\left( B_{1\mu}(k), B_{2\mu}(k) \right) = \left( \frac{M_{12}(k)}{z_{\mu}(k) - M_{11}(k)}, 1 \right), \quad \mu = 1, 2.
$$

The two-lane free flow is unstable if there exists an eigenvalue $z_{\mu}(k)$ for which $\Re(z_{\mu}(k)) > 0$.

By inserting Eq. (6) into Eq. (64a), one can conclude that the curve

$$
a = f_r(\nu), \quad f_r(\nu) = W \left( \frac{4}{\nu} \right),
$$

(65)

determines the stability boundary with respect to the linear mode $k = 0$ or, in other words, the curve (65) separates the two-lane regime and the one-lane regime. The curve

$$
a = f_l(\nu), \quad f_l(\nu) = W \left( \frac{4}{\nu} \right) \left[ 1 + W \left( \frac{4}{\nu} \right) \right]^{-\frac{1}{2}}
$$

(66)

gives the stability boundary with respect to staggered linear modes with $k = \pm \pi$ and corresponds to the transition to a so-called unsorted motion (see Fig. 1(d)) where particles can overtake each other and strictly speaking, is beyond the scope of the model.

5.2. Peristaltic domain. In the area of existence of the two-lane regime which is bounded by the curves (65) and (66)

$$
f_l(\nu) < a < f_r(\nu)
$$

(67)

there is a domain where $\Re(z_2(k)) > 0$ in a finite interval of the wave number $0 < k \leq k_c$ (see Fig. 3(a)) while $\Re(z_1(k)) < 0$ for all $k \in (0, \pi)$.

This means that the two-lane flow is unstable in this domain with respect to the linear modes $\mu = 2$ with $0 < k \leq k_c$. Note that in the framework of a similar model but with another type of particle interactions the spatially inhomogenous stationary states in the case of the symmetric interaction $\epsilon = 0$ are discussed in [6].

The shape of the instability domain depends on the asymmetry of the interaction and the number of particles $N$ (see Figs. 4 and 5). It is worth mentioning that the boundaries of the peristaltic domain (blue area in Figs. 4 and 5) correspond to the two-lane state instability with respect to the first harmonics of the mode $\mu = 2$, i.e. they are described by the function $\Re(z_2(\frac{2\pi}{N})) = 0$. This is illustrated in Fig. 3(b) where the growth rates of the first three harmonics of the linear mode with $\mu = 2$ are shown as a function of the mean interparticle distance $a$. The first harmonics with $k = 2\pi/N$ is unstable in the interval $a \in (a_l, a_r)$ where the parameters $a_l$ and $a_r$ are functions of the asymmetry parameter $\epsilon$, the strength of the interaction with walls $\nu$, and the number of particles $N$. As it was discussed
above the phase transition $2\text{-lane} \rightarrow 1\text{-lane}$ is due to instability with respect to the mode $k = 0$. Therefore, it is understandable why the distance $f_r - a_r$ between the right boundary of the peristaltic domain and the boundary which separates 1-lane and 2-lane free flow regimes decreases when the number of particles $N$ increases (compare Figs. 4 and 5).

To characterize the behavior of the system in the peristaltic domain it is convenient to introduce a quantity which plays a role of an order parameter. This quantity is defined as follows

$$R = \sqrt{\frac{1}{N} \sum_{n=1}^{N} sY^2(n,t) - \left( \frac{1}{N} \sum_{n=1}^{N} sY(n,t) \right)^2} = \sqrt{\frac{1}{N} \sum_{j=1}^{N/2} |\tilde{sY}(\frac{2\pi}{N}, t)|^2},$$

where

$$\tilde{sY}(k, t) = \frac{1}{N} \sum_{n} sY(n, t) e^{-ikn}, \quad k = \frac{2\pi}{N} j$$

is the Fourier transform of the transversal distance $sY(n, t) = Y(n+1, t) + Y(n, t)$. The quantity $R$ vanishes when the flow is spatially homogeneous: $sY(n, t) = b$, and it is finite when the flow is spatially inhomogeneous. Bifurcation diagrams in the $\left(1/\rho, R\right)$ plane for symmetric (panel(a)) and asymmetric (panel(b)) interparticle interaction are shown in Fig. 6. In particular, we note in Fig. 6 that the bifurcation, which occurs at the left boundary of the peristaltic domain, is subcritical with a wide hysteretic interval, while the bifurcation at the right boundary is either supercritical for the case of symmetric interparticle interaction $\epsilon = 0$ (see Fig. 6(a)) or weakly subcritical with narrow hysteretic interval (see Fig. 6(b)) for the asymmetric interparticle interaction.

6. **Spatio-temporal peristaltic evolution in the collective coordinate approach.**

6.1. **Localized states in systems with symmetric interparticle interaction:** $\epsilon = 0$. First we consider the case of the symmetric social interaction. Numerical solution of the equations (9) show that when the density of pedestrians $\rho$ and the strength of pedestrian-wall interaction $\nu$ are in the blue area in Figs. 4(a) and 5(a)
the stationary state of the system is a spatially inhomogeneous mixed state: one part of agents moves in one-lane flow, while the rest of agents create a two-lane flow (see Figs. 7 and 8). The aim of this section is to show that in the area of consideration the mixed state is energetically more preferable than the spatially uniform one- and two-lane states.

In the case of symmetric social interaction the dynamics of the system is variational:
where the energy functional $E$ is given by Eqs. (51) and (52).

It is impossible to find analytically stationary distribution of particles in the whole interval of existence of the peristaltic regime. To obtain a general picture of the mixed state behavior we will use a variational approach. Afterwards we find localized solutions corresponding to the energy functional (51), (52) in a weak nonlinearity limit.

Being motivated by the results of our numerical simulations presented in Figs. 7 and 8, we look for stationary solutions of Eqs. (70), i.e. extrema of the functional

$$
\partial_t X(n, t) = -\frac{\delta E}{\delta X(n, t)},
$$

$$
\partial_t Y(n, t) = -\frac{\delta E}{\delta Y(n, t)}.
$$

(70)
(51), by using the following ansatz
\[ X(n) = na_1 - a_1 - a_2 \frac{2}{\kappa} \ln \left( \frac{\cosh \kappa (n - n_0)}{\cosh \kappa (n - n_1)} \right), \]
\[ Y(n) = y \frac{1}{2} \left[ \tanh \left( \kappa (n - n_0) \right) - \tanh \left( \kappa (n - n_1) \right) \right], \]
which describes the mixed phase where pedestrian in the interval \( n \in (n_0, n_1) \) create a two-lane profile (with the distance between lanes \( y \) and the headway \( a_2 \)) while the rest of pedestrian create the one-lane profile with the headway \( a_1 \). Here \( a_1, a_2, y, \kappa \) are variational parameters. Note that the mean density of pedestrians \( \rho = 1/a \) is constant and therefore the parameters \( a_1 \) and \( a_2 \) are coupled by the relation (53) which in the limit
\[ N \gg 1, \quad \zeta \equiv \frac{n_1 - n_0}{N} = O(1) \] (72)

![Figure 6. The order parameter \( R \) of the peristaltic phase vs. mean headway, \( a \), for fixed \( \nu = 0.05 \) and \( \epsilon = 0 \). Panel (a): \( R \) vs. \( a \), in the case of totally symmetric social interaction \( \epsilon = 0 \); panel (b) \( R \) vs. \( a \), in the case of partially asymmetric social interaction: \( \epsilon = 0.5 \). Panel (a): in the region between arrows a hysteretic behavior takes place: red-dot-curve presents downsweep stable branch, black-dot-curve presents upsweep stable branch. Panel (b): as in panel (a); the inset shows the hysteretic behavior near the right boundary of the peristaltic phase \( a = 3.198 \).]
Figure 7. Staggered transversal coordinates \((-1)^n y_n\) in the mixed phase state for two different values of the pedestrian headway: \(a = 2.93\) (panel (a)) and \(a = 3.13\) (panel (b)). The social interaction is symmetric: \(\epsilon = 0\). Other parameters are chosen inside the domain of mixed phases state: \(\nu = 0.05\), \(N = 128\). The solid lines represent the results obtained in the frame of the analytical approach, the dots represent the results of numerical solutions of Eqs. (9).

Figure 8. Longitudinal distances between nearest neighbors \(x_{n+1} - x_n\) in the mixed phase state. All parameters are the same as in Fig. 7.

reduces to

\[ \zeta a_2 + (1 - \zeta) a_1 = a \quad \text{or} \quad a_1 = (a - \zeta a_2)/(1 - \zeta) \quad (73) \]

The parameter \(\zeta\) gives the portion of pedestrians in the two-lane phase. In the limit \(N \gg 1\) it is coupled with the order parameter \(R\) introduced by Eq. (68) by the relation \(R = \sqrt{\zeta (1 - \zeta)}\).

By inserting the ansatz (71) into Eq. (51), one can obtain that the energy per particle of the mixed state consists of two parts

\[ \frac{E}{N} = \mathcal{E}(\zeta, a_2, y) + \mathcal{E}_b(\zeta, a_2, y, \kappa) . \quad (74) \]
Here
\[ E(\zeta, a_2, y) = (1 - \zeta)\left(e^{-a_1} + e^{-2a_1}\right) + \zeta \left(e^{-\sqrt{a_2^2 + 4y^2}} + e^{-2a_2}\right) + \frac{1}{2} \zeta \nu y^2 \] (75)
is the bulk part of the energy, where the mean distance between particles in the one-lane phase \(a_1\) is given by Eq. (73), and
\[ E_b(\zeta, a_2, y, \kappa) = \frac{E}{N} - E(\zeta, a_2, y) \] (76)
is the energy cost for creating boundaries between one-lane and two-lane phases.

We are interested in the case when the number of pedestrians is large: \(N \gg 1\). In this limit by looking for minimum of the functional given by Eqs. (51), (52) with respect to the variational parameters \(\zeta, a_2\) and \(y\), one can consider the energy term \(E_b\) as a small perturbation.

The extrema of the function (75) are determined by the expressions
\[ y = \frac{1}{2} \sqrt{W^2(4/\nu) - a_2^2}, \quad \zeta = \frac{a_3 - a}{a_3 - a_2}, \] (77)
where the expression
\[ a_3 = -\log \left(\frac{1}{4} \left(\sqrt{2a_2\nu + 16e^{-2a_2} + 1} - 1\right)\right) \] (78)
gives a longitudinal interparticle distance at which the mixed phase transforms to the one-lane phase \((\zeta = 0)\). The equilibrium interparticle distance in the two-lane phase \(a_2\) depends solely on the strength of interaction with walls \(\nu\) and is given by an implicit function
\[ \nu a_2 (a_2 - 1) - \sqrt{2a_2\nu + 16e^{-2a_2} + 1} + (2a_2\nu + 16e^{-2a_2}) \ln \left(\frac{1}{4} \left(\sqrt{2a_2\nu + 16e^{-2a_2} + 1} - 1\right)\right) + 16e^{-2a_2}a_2 + \nu W^2 \left(\frac{a}{4}\right) + 2\nu W \left(\frac{a}{4}\right) + 1 = 0. \] (79)
As it follows from Eqs. (77) and (17) for \(a = a_2, \zeta = 1\) and \(y = b/2\). For this value of the headway the energy of the system given by Eq. (75) coincides with the energy of the spatially homogeneous two-lane state \(E(1, a, b)\). Thus, at \(a = a_2\) the system undergoes a transition: peristaltic (mixed)-phase \(\rightarrow\) two-lane phase. Note that in the framework of the collective coordinate approach the interval of existence of the peristaltic phase \((a_2, a_3)\) is wider than the interval \((a_l, a_r)\) which follows from the linear stability analysis discussed in Sec. 5.

The mixed phase is energetically more favorable in the parameter domain where the energy difference
\[ \Delta E = E(\zeta, a_2, y) - E(1, a, b) \] (80)
is negative. Fig. 9 shows that the mixed phase is energetically preferable in the most part of the interval \((a_2, a_3)\) and only in the vicinity of \(a = a_3\) the energy difference is positive. In this area the ansatz (71) does not work (see below).

The stationary value of the inverse width \(\kappa\) is determined by the equation
\[ \partial_\kappa E_b = 0. \] (81)
The solution of this equation is presented in Fig. 10. The parameters \(\zeta, y, a_2\), which were used in this equation, were taken from Eqs. (77) and (79). Fig. 10 shows that when \(a > a_{cr}\) where \(a_{cr}\) gives the point of the intersection of the curves \(\partial_\kappa E_b = 0\) and \(\partial^2_\kappa E_b = 0\), the energy of the system has a minimum with respect to all variational parameters. At \(a = a_{cr}\) the minimum of the energy with respect to the inverse width ceases to exist and instead of the minimum the energy has a saddle point.
The critical value $a_{cr} = 2.79$ is very close to the critical value of the existence of the persistaltic phase obtained from the bifurcation analysis (see Fig. 6). This explains the subcritical behavior of the order parameter in the framework of the variational approach.
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**Figure 9.** Energy difference between the mixed state and the spatially homogeneous two-lane state as a function of the mean headway $a$ in the interval $a \in (a_2, a_3)$. The social interaction is symmetric $\epsilon = 0$, the pedestrian-wall interaction is fixed: $\nu = 0.05$.

![Figure 10](image)

**Figure 10.** The stationary value of the inverse width $\kappa$ vs the mean distance $a$ obtained from Eq. (81). The solid (dashed) curve presents a stable (unstable) solution. The curves are plotted in the mean distance interval $a \in (a_2, a_l)$, where the mixed phase is unstable in the linear analysis approach and it is stable in the frame of the variational approach. The solid line gives the contour, where $\partial^2 \kappa \xi \theta = 0$. The social interaction is symmetric $\epsilon = 0$, the pedestrian-wall interaction is fixed: $\nu = 0.05$.

Equation (77) shows that the equilibrium portion of the two-lane phase for a given value of the intensity of the interaction with walls increases when the pedestrian density $\rho$ increases. This is also seen from Figs. 7 and 8 where pedestrian flow profiles are shown for the same values of the pedestrian density. As one can also see from these figures the results of full scale numerical simulations (dots) and analytical results (solid lines) are in a rather good agreement.
6.2. Asymmetric social interaction. One of interesting features of pedestrian dynamics with asymmetric social interaction is the appearance of bubble-like distributions which propagate along the corridor with a constant velocity by preserving their shape (see Fig. 11). It is of interest therefore to clarify what does determine the velocity of the bubble. To this end we first to transfer Eqs. (50) to a new moving frame of reference

\[ X(n,t) = (c_2 + \tilde{c})t + \bar{X}(n,t) \]  

where the velocity \( \tilde{c} \) will be specified below. We extend Eq. (9) by allowing \( n \) to be a continuous variable. We consider an infinitely long corridor: \(-\infty < n < \infty\) and assume that the functions \( \bar{X}(n,t) \) and \( Y(s,t) \) satisfy the following boundary conditions

\[ \bar{X}(n,t) \rightarrow na_1, \quad Y(s,t) \rightarrow 0, \quad \text{for} \quad n \rightarrow \pm \infty \]  

where \( a_1 \) is an asymptotic distance between nearest pedestrians. The functions \( \bar{X}(s,t) \) and \( Y(s,t) \) satisfy the equations

\[ \partial_t \bar{X}(n,t) + \frac{\delta E}{\delta \bar{X}} = \epsilon \sum_{i=1}^{2} \left[ \left( \bar{X}(n,t) - \bar{X}(n+i,t) \right) F\left(r(n,i)\right) - \left( \bar{X}(n,t) - \bar{X}(n-i,t) \right) F\left(r(n,-i)\right) \right] - \tilde{c}, \]  

\[ \partial_t Y(s,t) = -\frac{\delta E}{\delta Y}, \]  

where the function \( F(x) \) is defined by Eq. (6) with \( \alpha = 1 \), and \( E \) is a continuum analog of the energy of the system in the case of the symmetric social interaction (51), (52).
To make Eq. (84a) consistent with the boundary conditions (83) the velocity $\tilde{c}$ has to be chosen in the form

$$\tilde{c} = -2\epsilon \left(e^{-a_1} + e^{-2a_1}\right). \tag{85}$$

By multiplying Eq. (84a) by $\partial_n \tilde{X}$ and Eq. (84b) by $\partial_n Y$ and summing and integrating them up, one can obtain that the quantity

$$P = \int_{-\infty}^{\infty} \left( \partial_t \tilde{X} \partial_n \tilde{X} + \partial_t Y \partial_n Y \right) dn, \tag{86}$$

which has a meaning of momentum, follows a balance equation

$$P = \epsilon \int_{-\infty}^{\infty} \left\{ \partial_n \tilde{X} \sum_{i=1}^{2} \left[ \left( \tilde{X}(n,t) - \tilde{X}(n+i,t) \right) F(r(n,i)) - \left( \tilde{X}(n,t) - \tilde{X}(n-i,t) \right) F(r(n,-i)) + 2 \left( e^{-a_1} + e^{-2a_1} \right) \right] \right\} dn. \tag{87}$$

We consider a weakly asymmetric case: $\epsilon \ll 1$. In this case, being interested in a speed with which the peristaltic pulse propagates along the corridor, one can neglect the change of the profile shape caused by the asymmetry of the social interaction and as a traveling wave ansatz use Eq. (71) with

$$n_0 = \xi(t) - \frac{1}{2} \zeta N, \quad n_1 = \xi(t) + \frac{1}{2} \zeta N, \tag{88}$$

where $\xi(t)$ is a center of mass coordinate and $\zeta N = n_1 - n_0$ is the length of the two-lane region (see Eq.(72)). By substituting Eqs. (71), (88) into Eqs. (86), we get

$$P = -\frac{d\xi}{dt} \int_{-\infty}^{\infty} \left[ \left( -a_1 + \partial_n \tilde{X} \right) \partial_n \tilde{X} + \left( \partial_n Y \right)^2 \right] dn. \tag{89}$$

When the functions $X(n,t)$ and $Y(n,t)$ are smooth, the finite differences in Eq. (87) can be approximated by

$$X(n+i,t) - X(n,t) \approx i \partial_n X, \quad Y(n+i,t) - Y(n,t) \approx i \partial_n Y \tag{90}$$

and by substituting Eqs. (89) and (90) into the balance equation (87) one can obtain that the velocity of the peristaltic pulse in the limit (72) is given by the following approximate expression

$$\frac{d\xi}{dt} = 2\epsilon \frac{1 - \zeta}{a_2 - a} \left( \frac{1}{4} \nu a_2 + e^{-2a_2} - e^{-a_1} - e^{-2a_1} \right) + O\left( \frac{1}{\kappa \zeta N} \right) \tag{91}$$

where the parameters $a_1, a_2$ and $\zeta$ are given by Eqs. (73), (77) and (79). The function $\frac{d\xi}{dt}$ from (91) and its comparison with full scale numerical simulations is presented in Fig. 12. It can be seen that there is good agreement between numerics and the analysis in the main part of the existence of the peristaltic phase except at close vicinity to the right boundary. In the vicinity of the right boundary the ansatz (71) does not work and a new approach has to be developed.
Figure 12. Velocity of the peristaltic pulse as a function of the inverse density. Comparison of the analytical results obtained from Eq. (90) (solid curve) and full scale numerical results (dots). The social interaction is weakly asymmetric $\epsilon = 0.01$, the pedestrian-wall interaction is fixed: $\nu = 0.05$, the number of pedestrian $N = 128$.

7. Spatio-temporal peristaltic evolution in the continuum approach. It was mentioned above that the ansatz given by Eq. (71) does not work in the close vicinity of the right boundary of the peristaltic domain. In this section we present a derivation of an effective equation, which describes the spatio-temporal evolution of the system in the near-critical region: i.e. in the area where the parameters $(\rho, \nu)$ belong to the right boundary region, which separates the peristaltic regime and the free two-lane regime. As it follows from the numerical simulations the bifurcation at this boundary is weakly sub-critical (see Fig. 6), the amplitudes of the peristaltic pulses are small and their spatial variation is smooth. By using the scaling with the scaling parameter $\eta \ll 1$

$$Z(n, t) \equiv X(n, t) - an \sim \eta, \quad Y(n, t) \sim \eta, \quad \partial_n \sim \eta,$$

$$\partial_t \sim \eta^2, \quad \frac{4e^{-a}}{a} - \nu \sim \eta^2,$$

and assuming that the asymmetry of the interparticle interaction is weak: $\epsilon \sim \eta$, with the accuracy $O(\eta^2)$ one can obtain from Eqs. (50) that the dynamics of the system is governed by the set of equations

$$\partial_t Z(n, t) = \partial_n \left( g_1 \partial_n Z(n, t) + g_2 Y^2(n, t) \right) + 2 \epsilon \left( g_3 \partial_n Z(n, t) + g_2 Y^2(n, t) \right),$$

$$\partial_t Y(n, t) = h_1 \partial_n^2 Y(n, t) + h_0 Y(n, t) - 2g_2 Y(n, t) \partial_n Z(n, t) - h_2 Y^3(n, t),$$

where the notations

$$g_1 = 4e^{-2a} + e^{-a}, \quad g_2 = \frac{2(a + 1)e^{-a}}{a^2}, \quad g_3 = 2e^{-2a} + e^{-a},$$

$$h_0 = \frac{4e^{-a}}{a} - \nu, \quad h_1 = \frac{e^{-a} - 2e^{-2a}}{a}, \quad h_2 = 4 \frac{g_2}{a}$$

are introduced. In terms of the variable $Z(n, t)$ the constraint given by Eq. (53) reduces to

$$\int_0^N \partial_n Z(n, t) \, dn = 0$$
7.1. **Symmetric interparticle interaction.** Let us consider first the stationary solutions of Eqs. (93) and (94) in the case of the symmetric interparticle interaction: $\epsilon = 0$. The stationary solutions satisfy the equations

\[ \partial_n \left( g_1 \partial_n Z + g_2 Y^2 \right) = 0, \]  

\[ h_1 \partial_n^2 Y + h_0 Y - 2g_2 Y \partial_n Z - h_2 Y^3 = 0. \]

By taking into account the constraint (97), from Eq. (98a) we get

\[ \partial_n Z(n) = \frac{g_2}{g_1} \left( C - Y^2 \right) \]  

where

\[ C = \langle Y^2 \rangle \equiv \frac{1}{N} \int_0^N Y^2(n) \, dn \]  

is a nonlocal functional of the pattern $Y(n)$. Note that the spatio-inhomogeneous stationary solutions in a closely related model of repulsive particles was quite recently considered in Ref. [6]. In Ref. [6] equations similar to Eqs. (98) were derived and analyzed. However, the constraint (97) was ignored (in Ref. [6] the constant $C$ was chosen equal to zero) and therefore the results obtained in Ref. [6] differ from ours.

Substituting Eq. (99) into Eq. (98b), we obtain the nonlocal equation

\[ h_1 \partial_n^2 Y + \left( h_0 - 2g_2^2 \langle Y^2 \rangle \right) Y + \left( 2g_2^2 - h_2 \right) Y^3 = 0. \]

We are interested in solutions of Eq. (101), which satisfy the periodicity condition

\[ Y(s + N) = Y(s). \]

The function

\[ Y(n) = B \, \text{dn}(\kappa n, m), \]

where $\text{dn}(z, m)$ is the Jacobi dn-function with modulus $m$ [1],

\[ B = \sqrt{\frac{2}{2 - m} \frac{2C g_2^2 - g_1 h_0}{2g_2^2 - g_1 h_1}}, \quad \kappa = \sqrt{\frac{2C g_2^2 - g_1 h_0}{(2 - m) g_1 h_2}}, \]

satisfies Eq. (101). From the periodicity condition (102) and the constraint (100) we have, respectively

\[ \kappa = 2 \frac{K(m)}{N}, \]

and

\[ C = B^2 \frac{E(m)}{K(m)}, \]

where $K(m)$ and $E(m)$ are the complete elliptic integrals of the first and second kind, respectively [1].

By inserting Eqs. (95) and (104) into Eqs. (105), (106) we obtain that the modulus of the elliptic $\text{dn}$-function is determined by the equation

\[ 2 \sqrt{\frac{e^{-a} (e^a - 2) K(m) \left( (e^a - 4a)(m - 2)K(m) + 2(a + 1)e^aE(m) \right) }{(e^a - 4a)(4 - ae^a \nu)}} = N \]
while the constraint constant $C$ is given by

$$C = \frac{a^3 (e^a + 4) (ae^a - 4) E(m)}{4(a+1) ((e^a - 4a)(2-m)K(m) - 2(a+1)e^a E(m))}. \quad (108)$$

For given $\nu$, $a$ and $N$ there are two solutions of Eq. (107) (see Fig. 13(a)), which differ by their shape and energy; see Fig. 14 and Fig. 13(b). The solid line on Fig. 13(a) represents a stationary pattern, which is energetically more favorable than the solution, which corresponds to the dashed line. For $a < a_r$, with $a_r$ being the right boundary of the interval $a \in (a_l, a_r)$, where the peristaltic phase exists, the spatially inhomogeneous pattern given by Eqs. (103), (107) and (108) is energetically more favorable than the uniform two-lane state. In the close vicinity of the right boundary $a_r$ we observe a bistability of the spatially localized patterns in Fig. 13(b). The profiles obtained analytically in this section are in very good agreement with the results of full scale numerical simulations; see Fig. 15.
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**Figure 13.** Panel (a): The modulus of elliptic function $m$ vs. mean headway $a$, dashed line presents an energetically unstable branch. Panel (b): The dimensionless energy difference between the spatially homogeneous two-lane state and the peristaltic state $\delta E = (E_{per} - E_{two-lane})/|E_{two-lane}|$ vs. mean headway $a$. The critical headway $a_r$ gives the right boundary of the peristaltic state stability interval. The two-lane state loses its stability and the peristaltic state is established for $a < a_r$. The solid and dashed lines correspond to two branches presented in panel (a).

Note that the constraint (97) and the corresponding effective nonlocal interaction play a crucial role in forming of the spatially localized pattern. In the presence of nonlocal interaction term in Eq. (101) the second term in Eq. (101) changes sign and it makes possible the appearance of stable spatially inhomogeneous patterns.

### 7.2. Asymmetric interparticle interaction

As mentioned in the previous section, in the presence of asymmetric interparticle interaction the “bubbles” move along the corridor by preserving their shape. In this subsection we evaluate a stationary velocity with which the bubble moves. To this end we similarly to Sec. 6.1...
Figure 14. Two stationary localized solutions $Y(n)$ of Eq. (93) in the case of symmetric interparticle interaction for the mean headway $a = a_r - 0.0015$, the pedestrian-wall interaction $\nu = 0.05$. The number of pedestrian is $N = 128$. The solid line corresponds to the energetically more favorable state.

Figure 15. Staggered transversal coordinate $(-1)^n y_n$ profile obtained by numerical simulations (dots) and analytically from Eq. (103). The social interaction is symmetric $\epsilon = 0$, the number of particles is $N = 128$, the pedestrian-wall interaction is fixed: $\nu = 0.05$, the mean headway $a = a_r - 0.001$ (panel(a)), and $a = a_r - 0.0003$ (panel(b)).

We will use the balance approach, which for the equation (93) has the form

$$\int_0^N \left( \partial_t Z \partial_n Z + \partial_t Y \partial_n Y \right) dn = 2 \epsilon \int_0^N \partial_n Z \left( g_3 \partial_n Z(n,t) + g_2 Y^2(n,t) \right) dn. \quad (109)$$

We consider a weakly asymmetric case and will assume that the longitudinal and transversal coordinate profiles are the same as in the symmetric case. By substituting the traveling wave ansatz

$$Z(n,t) = Z(n - \xi(t)), \quad Y(n) = Y(n - \xi(t)). \quad (110)$$
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Figure 16. Pulse velocity in the vicinity of the bifurcation point $a_r$ obtained from numerical solutions of Eq. (9) (dots) and from analysis (see Eq. (111)) in the case of weakly asymmetric interparticle interaction $\epsilon = 0.01$ for the mean headway $0 < a_r - a \ll 1$. The pedestrian-wall interaction is $\nu = 0.05$. The number of pedestrian is $N = 128$. See also Fig. 12.

with $Z(n)$ and $Y(n)$ given by Eqs. (99) and (103) in the balance equation (109) and carrying out integrations, we get

$$\frac{d\xi}{dt} = 2\epsilon (g_3 - g_1) \frac{\langle dn^4 \rangle - \langle dn^2 \rangle}{\langle dn^4 \rangle - \langle dn^2 \rangle + \frac{2a}{\sqrt{3}} \left(1 - \frac{a_1h^2}{2a^2}\right)(m - 1 + (2 - m)\langle dn^2 \rangle - \langle dn^4 \rangle)},$$

where the abbreviations

$$\langle dn^2 \rangle = \frac{E(m)}{K(m)},$$

$$\langle dn^4 \rangle = \frac{(m - 1)K(m) - 2(m - 2)E(m)}{3K(m)}$$

are used. In the vicinity of the bifurcation point $a_r$ one can expand the pulse velocity (111) in a Taylor series and as a result we get

$$\frac{d\xi}{dt} = \epsilon(\beta_0 + \beta_1(a_r - a))$$

where the coefficients $\beta_0$ and $\beta_1$ are functions of the other parameters. Fig. 16 shows that the linear dependence of the velocity on the headway $a$ is in qualitative agreement with results of full scale numerical simulations.

8. **Conclusions and outlook.** We have shown that a pedestrian model with asymmetric coupling incorporates various stable solutions, namely one- and two-lane flow, as well as a peristaltic motion. A linear stability analysis around the one- and two-lane flow revealed the location of stability boundaries and the transition to the peristaltic regime. The corresponding phase diagram has been obtained by the stability analysis and by parameter scans with direct numerical simulations. Both methods revealed the same behavior and are in agreement to a very high accuracy. To study the peristaltic motion we developed a collective coordinate approach, which gave a good agreement with numerics. Finally, we compared our findings of the peristaltic motion with an analogous continuum approach leading to the effective description of the motion by a nonlocal differential equation.
So far, we have only studied deterministic pedestrian dynamics by assuming that all pedestrians are identical and the velocity with which they intent to move (the first term in the right hand side of Eq. (1)) is the same for all pedestrians. It would be interesting to study a stochastic model, which takes into account the randomness of the intended velocity. In this paper we have considered asymmetric pedestrian dynamics in an ordered setup, i.e., all pedestrians have a fixed next-neighbor denoted by the labelling. It would be interesting to extend the definition of the model to the two-dimensional case where the next-neighbor might be chosen by a line-of-sight argument for each pedestrian. Similar approaches have already been made by [8, 17], where anisotropic force fields were studied. Furthermore, an extension to more complicated geometries, e.g., annuli [15, 26] and buildings, might be an interesting case for the asymmetric model.

Finally, the macroscopic dynamics of the pedestrian flow is worth studying with multiscale methods such as diffusion maps [22] or equation-free methods [19, 23, 24, 5]. A macroscopic analysis might find the observed transitions between regimes in a numerically simple way and could shed some light on the type of bifurcations by using a coarse bifurcation analysis.
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