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ABSTRACT
The study of the power width in the scrape-off layer (SOL) is very important for the design and operation of ITER. In this paper, a 2D electrostatic turbulence code is employed to study the power width scaling in L-mode plasmas. It is found that the electron and ion turbulent transports dominate the radial heat fluxes, and the electron heat conduction and the ion heat advection dominate the parallel heat flux in the near and far SOL in L-mode plasmas. The simulated SOL power width agrees well with the Eich scaling [T. Eich et al., Nucl. Fusion 53, 093031 (2013)] and the predictions by the heuristic drift-based model [R. J. Goldston, Nucl. Fusion 52, 033009 (2012)] for selected EAST L-mode discharges. A numerical scaling has been performed based on one of these discharges. The scaling dependence on the safety factor is consistent with the Eich scaling and the scaling exponent of the edge electron temperature is close to that in the ASDEX-Upgrade L-mode scaling [B. Sieglin et al., Plasma Phys. Controlled Fusion 58, 055015 (2016)]. The investigation of the obtained numerical scaling for L-mode plasmas reveals that the SOL power width is influenced by the safety factor, the edge electron density, and the edge electron temperature through the parallel heat transports, the radial turbulent heat transports, and both the parallel and radial heat transports, respectively. The formulation of the turbulence model suggests that the scaling dependence on the poloidal magnetic field (or the plasma current) for the experimental scalings is essentially the scaling dependence on the ballooning length, $q_{95} R$. Based on this idea, a further numerical scaling gives $\lambda_q \propto q_{95}^{-0.33} B_p^{-0.33} R^{0.32} \propto B_p^{-0.29} (q_{95} R)^{0.33}$, which has a strong scaling dependence on the major radius that is different from the Eich scaling.
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I. INTRODUCTION
The prediction of the divertor heat load is one of the most important issues for the operations of ITER or future fusion devices. The divertor wetted area is a key parameter to characterize the heat load on divertor targets and is dependent on both the power distribution in the scrape-off layer (SOL) and the divertor geometry. To get a predictable scaling law, the SOL power width (or power fall-off width) $\lambda_q$ at the outer midplane (OMP) is normally used to avoid the influence from the divertor geometry. A number of experimental studies have been carried out in the last twenty years to scale $\lambda_q$. Some of the most prominent work in this area is done by Eich et al. They proposed a multimachine (Eich) scaling law of $\lambda_q$ based on the multimachine databases, which predicts that $\lambda_q,\text{ITER} \approx 1 \text{ mm}$ for the ITER baseline inductive H-mode scenario. The Eich scaling of $\lambda_q$ shows a strong negative dependence on the poloidal magnetic field at the separatrix $B_p$, given by $\lambda_q \propto 0.63 B_p^{0.19}$, and is independent of the major radius. Recently, the range of $B_p$ in this scaling is further extended up to about 1.3 T with C-Mod data. In EAST, $\lambda_q$ scalings also exhibit the same dependence on $B_p$, but with about two times larger (same) amplitudes at the outer (inner) divertor. The reason for the larger amplitude at the outer divertor is probably due to the lower hybrid wave (LHW) heating scheme.

Even though the scaling dependence on $B_p$ is robust, recent studies indicate that there is another important scaling parameter that is not included in the Eich scaling, i.e., the edge electron temperature $T_{e,\text{edge}}$. In ASDEX-Upgrade (AUG) L-mode plasmas, $\lambda_q$ scaling
yields \( \lambda_\varphi \propto (W_{\text{MHD}}/n_{e,\text{edge}})^{-0.93} \propto T_{e,\text{edge}}^{-0.93} \) for stiff pressure profiles, where \( n_{e,\text{edge}} \) is the edge electron density. In EAST H-mode plasmas, the scaling of particle flux fall-off width \( \lambda_\varphi \) at the inner divertor is \( \lambda_\varphi \propto (W_{\text{MHD}}/n_e)^{-0.5} \propto T_{e,\text{edge}}^{-0.5} \) for stiff pressure profiles, where \( n_e \) is the line-averaged electron density.\(^8\) According to Refs. 5 and 6, the ratio of \( \lambda_\varphi \) to \( \lambda_q \) is a constant (\( \approx 1.3 \)) for measurement by the divertor Langmuir probes. Then, the scaling in EAST H-mode plasmas becomes \( \lambda_q \propto T_{e,\text{edge}}^{-0.5} \), which shows a weaker temperature dependence compared with the AUG L-mode scaling. In C-Mod L-, I- and H-mode plasmas, a unified scaling is found, i.e., \( \lambda_q \propto p^{0.5} \propto W_{\text{MHD}}^{0.5} \), where \( p \) is the volume-averaged plasma pressure.\(^7\) Although the plasma density is not included to tell whether there is a scaling dependence on \( T_{e,\text{edge}} \) or not in C-Mod, the exponent of \( W_{\text{MHD}} \) in the scaling is the same as that in the EAST H-mode scaling.

There are several theoretical studies\(^{12,13,21}\) on \( \lambda_q \) scaling and a heuristic (HD)-based model is very successful in explaining the Eich scaling.\(^{4,15}\) In the heuristic drift-based model, the ion gyro-drift determines the SOL particle width on the order of the ion gyroradius.\(^{14}\) The six-field two-fluid 3D turbulence module\(^{25}\) in the BOUT++ framework\(^{16}\) has reproduced the inverse scaling dependence on the plasma current in both EAST\(^{17}\) and C-Mod\(^{18}\) H-mode simulations. In the EAST experiments, the neoclassical and turbulent transports instead of the magnetic drift are found to play more important roles in contributing to the divertor heat flux.\(^{19}\) The 3D gyrokinetic code, XGC1, was also employed to simulate \( \lambda_q \) and showed consistent results with the Eich scaling.\(^{19}\) However, the code predicts a much larger \( \lambda_q \) for ITER (\( \lambda_{\varphi,\text{ITER}} = 5.9 \) mm), which is explained to be that the divertor heat flux is dominated by the electron blobby transport in ITER and radial blobby turbulence spreads further because of the wider \( x \times B \) shear flow layer as a consequence of the larger major radius.\(^{19}\) Some of the studies\(^{12,20,21}\) employ the transport code, SOLPS, to investigate \( \lambda_q \) and the study of EAST L-mode plasmas suggests that the parallel heat transports in the SOL contribute more to the inverse scaling dependence on the poloidal magnetic field.\(^{15}\)

Besides these 3D codes, the 2D turbulence code, HESEL (hot edge-SOL electrostatic), has also been used to reproduce the AUG L-mode scaling [no temperature dependence, see Eq. (15) in Ref. 7].\(^{22}\) Benefiting from the first-principles perpendicular transports and the low computation time of the HESEL model, a numerical scaling that is dependent on the safety factor at the LCFS \( q_{\text{LCFS}} \), the electron density at the last closed flux surface (LCFS) \( n_{e,\text{LCFS}} \) and the electron temperature at the LCFS \( T_{e,\text{LCFS}} \) has been proposed for L-mode plasmas\(^{22}\)

\[
\lambda_q = \left(4.74 \pm 0.92\right) \frac{q_{\text{LCFS}}^{0.86 \pm 0.05} n_{e,\text{LCFS}}^{-0.40 \pm 0.08} T_{e,\text{LCFS}}^{0.24 \pm 0.05}}{B_0} \quad \text{or} \quad n_{e,\text{LCFS}} \quad \text{or} \quad T_{e,\text{LCFS}}.
\]

However, there is no further physical interpretation of this numerical scaling, the neoclassical diffusion terms are implemented without full variations of the electron density and the electron and ion temperatures, and the ion viscous heating is also not implemented. In this paper, we use the newly reimplemented HESEL code (within the BOUT++ framework)\(^{24}\) with full variations retained in the neoclassical collision terms to study \( \lambda_q \) scaling based on EAST L-mode discharges. The rest of this paper is organized as follows: Sec. II introduces the formulation of the HESEL model. Section III introduces the processing of the experimental profiles used for the simulations. Section IV shows and discusses the simulation results. The conclusion is drawn in Sec. V.

II. THE HESEL MODEL

The HESEL model is a drift-ordered, 2D interchange driven turbulence model based on the Braginskii fluid equations with the self-consistent neoclassical collisions retained. The model is tailored to simulate interchange turbulence at the OMP in a tokamak.\(^{23}\) Figure 1 shows the HESEL simulation domain in the BOUT++ coordinate system \((x, y, z)\) in the radial, toroidal, and poloidal directions, respectively, which covers both the closed (the edge region) and open (the SOL and wall regions) field lines. Normally, the inner half of the edge region is set to be the profile forcing region, where the electron density and the electron and ion pressures are forced to align with their initial profiles in a time scale of \( \tau_p \). In the wall region, the parallel damping is enhanced to avoid blobs hitting the outer radial boundary. The boundary conditions in the radial direction for the inner and outer boundaries are Dirichlet and Neumann, respectively, and the boundary condition in the poloidal direction is periodic.

The HESEL model evolves the electron density \( n_e \), the electron pressure \( p_e \), the ion pressure \( p_i \), and the generalized vorticity \( \omega \). The gyro-Bohm normalization is applied, i.e., \( \omega_{\text{gyr}} \rightarrow \frac{\omega_{\text{gyr}}}{\sqrt{B}} \rightarrow x, \eta_{\text{gyr}} \rightarrow \frac{\eta_{\text{gyr}}}{\sqrt{B}} \rightarrow n, \tau_{\text{gyr}} \rightarrow \frac{\tau_{\text{gyr}}}{B} \rightarrow \tau, \omega_{\text{gyr}} \rightarrow eB_0/m_i \) is the ion gyro-frequency, \( \rho_{\text{gyr}} = (\tau_{\text{gyr}} m_i)^{1/2} \) is the cold ion hybrid thermal gyro-radius, and \( e \) is the elementary charge. Here, \( B_0, n_0 \), and \( \tau_0 \) are the reference values for the toroidal magnetic field, the electron density, and the electron temperature, all taken at the LCFS from their corresponding initial profiles. With the Boussinesq approximation applied for the polarization term, the equations are

\[
\frac{\partial}{\partial t} n + B \left\{ \phi, n \right\} + n\kappa(\phi) - \kappa(p_i) = \Lambda_n,
\]

\[
\frac{\partial}{\partial t} \frac{w^*}{w} + \left\{ \phi, w^* \right\} + \left\{ \frac{\partial}{\partial x} \phi, \frac{\partial}{\partial y} p_i \right\} + \frac{5}{5} p_i \kappa(\phi) = \frac{5}{5} \kappa(p_i) = \Lambda_{w^*},
\]

\[
3 \frac{\partial}{\partial t} p_e + 3 \frac{1}{B} \left\{ \phi, p_e \right\} + 5 p_e \kappa(\phi) = \frac{5}{5} \kappa(p_i) = \Lambda_{p_e},
\]

\[
3 \frac{\partial}{\partial t} p_i + 3 \frac{1}{B} \left\{ \phi, p_i \right\} + 5 p_i \kappa(\phi) = \frac{5}{5} \kappa(p_e) = \Lambda_{p_i},
\]

where \( w^* = \nabla \times \phi^* \) and \( \phi^* = \phi + p_i \) is the generalized potential, \( f, g = b \times \nabla \cdot \nabla f \) is the Poisson bracket operator, and \( \kappa(f) \) is the generalized potential. The boundary conditions are:

- **Dirichlet boundary** at the LCFS and edge region.
- **Neumann boundary** at the SOL.
- **Periodic boundary** at the SOL and wall.
- **Periodic boundary** at the LCFS.

![FIG. 1.](image-url)
\[ \mathbf{V} \times \left( \hat{b}/B \right) \cdot \nabla f \] is the magnetic curvature operator, \( \hat{b} = B/B \) is the base vector along the magnetic field lines. In a Cartesian left-handed coordinate system (see Fig. 1), the explicit forms of \( f, g \) and \( \kappa(f) \) are \( \partial_x f \partial_x g - \partial_y f \partial_y g + \rho_o \partial_y f / (R + a) \), respectively, where \( R \) and \( a \) are the major and minor radii. The perpendicular diffusion terms and the parallel damping terms on the right-hand side of Eq. (2) are \(^{23,24}\)

\[
\begin{align*}
\Lambda_n &= C_n - n \sigma_{\text{open}} - 3 \sigma_{\text{closed}} + \sigma_{\text{force}} \frac{n_{\text{init}} - n}{\tau_f}, \\
\Lambda_w &= \frac{3}{10} D_{\theta} \nabla^2 w^2 - \left( \frac{w^2}{\tau_w} - S \right) \sigma_{\text{open}} - 3 \sigma_{\text{closed}}, \\
\Lambda_p &= C_p - \left( \frac{T_{e,0}^2}{T_{sh,e}} + \frac{9}{2 \tau_e} \right) \sigma_{\text{open}} - 3.21 \tilde{T}_e \sigma_{\text{closed}} \\
&+ \sigma_{\text{force}} \frac{p_{\text{init}} - p_i}{\tau_f} - \Delta - \Delta, \\
\Lambda_p' &= C_p' - \left( \frac{T_{e,0}^2}{T_{sh,i}} + \frac{9}{2 \tau_i} \right) \sigma_{\text{open}} - \Delta \sigma_{\text{closed}} + \sigma_{\text{force}} \frac{p_{\text{init}} - p_i}{\tau_f} \\
&+ \eta \left[ \left( \frac{\partial_x \phi^1}{\partial x} \right)^2 + \left( \frac{\partial_x \phi^2}{\partial x} \right)^2 \right] + \Delta - \Delta, \quad \text{(3)}
\end{align*}
\]

where \( n_{\text{init}}, p_{\text{init}} \) and \( \sigma_{\text{init}}, \sigma_{\text{force}} \) are the initial profiles, and \( \sigma_{\text{open}}, \sigma_{\text{closed}} \) are the step functions in the wall and SOL, the edge, and the profile forcing regions, respectively, i.e.,

\[
\begin{align*}
\sigma_{\text{open}} &= \frac{1}{2} \left[ 1 + \tanh \left( \frac{x - x_{\text{LCS}}}{\delta_i} \right) \right], \\
\sigma_{\text{closed}} &= \frac{1}{2} \left[ 1 - \tanh \left( \frac{x - x_{\text{LCS}}}{\delta_i} \right) \right], \\
\sigma_{\text{force}} &= \frac{1}{2} \left[ 1 - \tanh \left( \frac{x - x_{\text{force}}}{\delta_i} \right) \right]. \quad \text{(4)}
\end{align*}
\]

The parallel dynamics is parametrized as sinks. On the open field lines, the damping times for the density advection and the electron and ion Spitzer-Härm heat conduction are

\[
\tau_n = \frac{L_n}{2 M_e \nu_{e0}}, \quad \tau_{sh,e} = \frac{m_e \nu_{e0} L_e^2}{3.16 T_{e,0}^2 \nu_{e0}}, \quad \tau_{sh,i} = \frac{m_i \nu_{i0} L_i^2}{3.97 T_{i,0}^2 \nu_{i0}}, \quad \text{(5)}
\]

where \( c_i = \sqrt{(T_e + T_i)/m_i} \) is the hot ion sound speed, \( L_n \approx qR \) (is the safety factor at the LCFS; since the safety factor at the LCFS is not available experimentally, the safety factor at 95% of the poloidal magnetic flux \( q_{95} \) is used) is the ballooning length with the assumption that blobs are generated at the OMP with a 60° poloidal extent, \( M \) is the Mach number (normally is assumed to be 0.5), and \( \nu_{e0} \) and \( \nu_{i0} \) are the reference electron-ion and ion-ion collision frequencies, respectively. The collisional limits for the electron and ion Spitzer-Härm heat conduction are \( \nu_{e,0}^{\text{neoc}} \approx \nu_{i,0}^{\text{neoc}} \geq 1 \) and \( \nu_{e,0}^{\text{neoc}} \approx \nu_{i,0}^{\text{neoc}} \geq 1 \), respectively, where \( \nu_{e0}^{\text{neoc}} \) and \( \nu_{i0}^{\text{neoc}} \) are the electron and ion thermal velocities.\(^{13}\) For all the simulations in this paper, \( \nu_e^* \geq 2.5 \) and \( \nu_i^* \geq 2.5 \), satisfying the premise of the Spitzer-Härm conduction.

The compression of the parallel current on the open field lines is expressed as the sheath damping term\(^{24}\)

\[
S = \frac{c_i}{L_n \nu_{e0}} \left[ 1 - \exp \left( \frac{\varphi_m - \varphi}{T_e} \right) \right]. \quad \text{(6)}
\]

where \( \varphi_m = \ln \left( \sqrt{m_i/(2\pi\nu_{e0})} \right) \) is the Bohm potential and \( L_n \) is the parallel connection length (typical value for EAST is 15 m).\(^{24}\) While on the closed field lines, the parallel current compression is approximated as the drift wave term\(^{24}\)

\[
\mathfrak{z} = \mathfrak{z}_{dw} \left( \frac{T}{n} - \frac{\mathfrak{z}}{n} \right), \quad \text{(7)}
\]

where \( \mathfrak{z} = \mathfrak{z}_{dw} \left( \frac{T}{n} - \mathfrak{z} \right) \) is the poloidal average operator and the coefficient \( \mathfrak{z}_{dw} \) is defined as

\[
\mathfrak{z}_{dw} = \frac{T_{e,0}}{m_e \nu_{e0} L_e \nu_{e0}}. \quad \text{(8)}
\]

For the perpendicular collisional diffusion, the reference electron and ion diffusion coefficients with the neoclassical correction are\(^{23,25}\)

\[
\begin{align*}
D_{e0} &= \left( 1 + \frac{R}{a} \right)^2 \frac{\rho_{e0}^{\text{neoc}}}{\rho_{e0 \text{init}}}, \\
D_{i0} &= \left( 1 + \frac{R}{a} \right)^2 \frac{\rho_{i0}^{\text{neoc}}}{\rho_{i0 \text{init}}}, \quad \text{(9)}
\end{align*}
\]

where \( \rho_{e0} \) and \( \rho_{i0} \) are the reference electron and ion gyro-radii, and \( \rho_{95} \) is used to replace the safety factor at the LCFS. One should be aware of the fact that the neoclassical correction in principle should only apply to the poloidal averaging profiles on the closed field lines, not the turbulent fluctuations, since the time scale of the turbulent fluctuations is much smaller than that of the neoclassical diffusions.\(^{25}\) In the HESL model, the neoclassical correction has been applied to the full fields (meaning that the dissipation of the turbulent fluctuations is largely overestimated) on both the closed and open field lines to simplify the implementation and to avoid the numerical instability. The neoclassical collision terms with full variations are\(^{23}\)

\[
\begin{align*}
C_n &= -\nabla \cdot (n \vec{u}_R), \\
C_p &= -\nabla \cdot (p_i \vec{u}_R) + \frac{29}{12} \nabla \cdot (D_e n \nabla \cdot \nabla T_e), \\
C_p' &= -\frac{5}{2} \nabla \cdot (p_i \vec{u}_R) + 2 \nabla \cdot (D_i n \nabla \cdot \nabla T_i), \\
\eta &= \frac{3}{10} n D_i \quad \text{Full Collisional Model}, \quad \text{(10)}
\end{align*}
\]

where the electron and ion diffusion coefficients and the resistive drift velocity are

\[
\begin{align*}
D_e &= D_{e0} T_e^{1/2} B^{-2}, \\
D_i &= D_{i0} T_i^{1/2} B^{-2}, \quad \text{(11)}
\end{align*}
\]

and

\[
\vec{u}_R = -\frac{D_e}{T_e} \left( T_e + T_i \right) \nabla \cdot \nabla n + \left( \nabla \cdot T_i - \frac{1}{2} \nabla \cdot T_e \right), \quad \text{(12)}
\]

respectively. A standard collisional model (partially linearized) is obtained by neglecting the variation of the electron and ion diffusion coefficients in Eqs. (11) and (12) and the second term inside the square brackets in Eq. (12). The standard collisional model is written as\(^{23}\)
where \(D_{\text{el}} = (1+T_{\text{ni}}/T_{\text{ei}})D_{\text{io}}\). The energy between the electron and ion is exchanged through the resistive drift term \(Q_{\text{R}}\) and the elastic electron-ion collision term \(Q_{\Lambda}\):

\[
Q_{\text{R}} = \vec{u}_R \cdot \nabla T_{\text{e,i}} \\
Q_{\Lambda} = \frac{3n_i\alpha_i\nu_i}{m_i\nu_i} (p_i - p_i).
\]

(14)

The HESEL model with the standard collisional model has already been implemented in Ref. 24 based on the previous ESEL \(^{26}\) code. Benefiting from the high flexibility and usability of the BOUT++ framework, \(^{16}\) the model is reimplemented with both the standard and full collisional models included. Since the neoclassical transport is reported to be important in previous studies, \(^{17,19}\) the full collisional model is employed to keep all collisional effects in this paper to study the SOL power width.

### III. SETUP OF THE SIMULATIONS

Since the poloidal magnetic field is the most significant scaling parameter in the power width scalings, \(^{36}\) three L-mode discharges in EAST are selected for the simulations, where mainly the plasma current varies. The main plasma parameters, such as the plasma current \(I_p\), the poloidal magnetic field at the LCFS at the OMP \(B_p\), the toroidal magnetic field at the magnetic axis \(B_t\), the safety factor at 95% of the poloidal magnetic flux \(\psi_{\text{50}}\), the major radius \(R\), the minor radius \(a\), and the power entering SOL \(P_{\text{SOL}}\) are listed in Table I. All three discharges were configured with upper single null (d\(s_{\text{rep}}\) \(\approx 22\) mm, the upper triangularity ranges from 0.53 to 0.61, and the plasma elongation is around 1.6), heated by neutral beam injection (NBI), and fueled by supersonic molecule beam injection. The divertor was in the attached condition, the wall was coated by lithium, and the toroidal magnetic field was configured to the forward direction (ion B \(\times\) \(\nabla\)B-drift directed downward).

The measured electron density and the electron and ion temperature profiles are fitted before being used for the simulations. The electron density was measured by reflectometry (Ref). \(^{27,29}\) The electron temperature was measured by a Michelson interferometer (MI), \(^{30}\) a heterodyne radiometer system (HRS), \(^{31}\) and Thomson scattering (TS). \(^{32}\) The ion temperature was measured by charge exchange recombination spectroscopy (CXRS). \(^{33}\) Figure 2 demonstrates the fits of the measured profiles for shot \(\#71598\). In the far SOL, background paddings (the padding values for the plasma density and temperatures are \(1.0 \times 10^{17} \text{ m}^{-3}\) and 1 eV, respectively) are added to force the fitted profiles to align with the backgrounds. For the ion temperature measurements, the fitting coefficients from the fitted electron temperature profile except for the amplitude are applied for the fit of the ion temperature profile, meaning that the shape of the fitted ion temperature profile is the same as that of the fitted electron temperature profile. The reason to match the ion temperature profile with the electron temperature profile is due to that there are no data near the LCFS [see Fig. 2(c)] and the measurement uncertainties are large for the CXRS measurements. The location of the LCFS is determined by the EFIT code and is used to evaluate the reference electron density \(n_0\), the reference electron temperature \(T_{\text{e0}}\), and the reference ion temperature \(T_{\text{i0}}\) at the LCFS as the input parameters (see Table I).

The fitted profiles in the shaded areas of Fig. 2 are used to generate initial profiles. Figure 3 shows the initial profiles for all three discharges. As the plasma current increases, we see that the gradients of the electron and ion pressures also increase in the edge region. The radial and poloidal lengths of the simulation region for the three discharges are \(240\) mm and \(120\) mm, respectively, and the corresponding grid sizes are \(768\) and \(384\) in \(x\)- and \(z\)-axes, respectively. The values of the normalization factor of space \(\rho_0\) and the radial grid spacing \(dx\) (the poloidal grid spacing is equal to \(dx\)) are listed in Table I.

### IV. SIMULATION RESULTS AND DISCUSSION

#### A. Parallel and radial heat fluxes

The parallel heat fluxes in the HESEL model are evaluated as

\[
q_{/\text{e,ad}} = \left(9p_eM_{\text{ci}}\right)z, \\
q_{/\text{i,ad}} = \left(9p_iM_{\text{ci}}\right)z.
\]

(15)

for the electron and ion heat advections, respectively, and as

\[
q_{/\text{e,sh}} = \left\langle n_e T_{\text{e0}}^{3/2} \frac{T_{\text{e0}}^{7/2}}{\tau_{\text{e,sh}}/\alpha_{\text{0e}} T_{\text{e0}}} L_b \right\rangle z, \\
q_{/\text{i,sh}} = \left\langle n_i T_{\text{i0}}^{3/2} \frac{T_{\text{i0}}^{7/2}}{\tau_{\text{i,sh}}/\alpha_{\text{0i}} T_{\text{i0}}} L_b \right\rangle z,
\]

(16)

for the electron and ion Spitzer-Hähn heat conduction, respectively, where \((f)_{\text{z}} = \overline{f}\) is the poloidal average operator. The radial electron and ion neoclassical heat fluxes for the full collisional model are

\[
q_{/\text{e,nc}} = \left(9p_eu_{R,x} - \frac{29}{12} D_{\text{ni}}n_{\text{i0}} T_{\text{i0}} \right)z, \\
q_{/\text{i,nc}} = \left(5 \frac{2}{3} p_iu_{R,x} - 2D_{\text{ni}}n_{\text{i0}} T_{\text{i0}} \right)z,
\]

(17)

where \(u_{R,x}\) is the radial component of the resistive drift velocity. The radial electron and ion \(E \times B\) turbulent heat fluxes are defined as
SOL regions, and the ion neoclassical heat flux is relatively small compared with the turbulent heat fluxes. Compared with the low-current case (shot #71598), the turbulent heat fluxes are smaller in the high-current case (shot #71597) because of the faster parallel damping in the SOL. The medium-current case (shot #80768) has similar instead of smaller turbulent heat fluxes with the low-current case due to its higher temperature gradients (see Fig. 3) and smaller toroidal magnetic field (see Table I), resulting in larger interchange instability. The ion neoclassical heat flux near the profile forcing region drops dramatically because the gradient of the ion temperature profile near the profile forcing region is smaller compared with that in the profile forcing region (see the time-averaged profiles in Fig. 5). It should be noted that the sum of four kinds of radial heat fluxes in Fig. 4 (black solid lines) is not well conserved in the edge region (the forcing region is not included) because the radial heat flux from the viscous heating term is not counted. In the repeated simulations where the viscous heating term is turned off, it is conserved in this region.

### B. Simulated SOL power width

In this paper, the integrated power width \( \lambda_{\text{int}} \equiv \int q_{\text{LCFS}} \, dx \) where \( q_{\text{LCFS}} \) is the parallel heat flux at the LCFS is used to evaluate the SOL power width at the OMP, which avoids fitting uncertainties introduced by the exponential fit. Figure 6 shows the evolution of the parallel electron heat flux \( q_e \), the parallel ion heat flux \( q_i \), and the total parallel heat flux \( q_T \) with \( \lambda_{\text{int}} \). The mean values and the standard deviations of the data in the shaded areas are displayed in the bottom of each panel with the same color. Clearly, \( \lambda_{\text{int}} \) decreases as the poloidal magnetic field or the plasma current increases.

In Fig. 7, the simulated SOL power widths are compared with the Eich scaling, the EAST L-mode scaling, and the predictions by the

\[
q_{\text{r.e.,turb}} = \frac{3}{2} \frac{B}{m} \frac{u_{E,x}}{z},
\]

\[
q_{\text{r.i.,turb}} = \frac{3}{2} \frac{B}{m} \frac{u_{E,x}}{z},
\]

where \( u_{E,x} \) is the \( E \times B \) drift velocity in the radial direction. The radial heat flux contributed by the ion viscous heating term (the fifth term of the ion pressure equation in Eq. (3)) is hard to write explicitly and, thus, is not calculated.

The time-averaged parallel and radial heat fluxes in the saturation phase for the simulations are plotted in Fig. 4. From the first row, we learn that the electron heat conduction and the ion heat advection dominate the parallel heat flux in the near and far SOL for all three discharges, respectively. Since the damping rate of the electron heat conduction is much faster than that of the ion heat advection in the near SOL and the electron heat conduction also has much stronger temperature dependence than that for the ion heat advection, the heat flux profile of the electron heat conduction is much narrower than that of the ion heat advection. The shape of the heat flux profiles between the electron and ion heat conductions is similar because the ion temperature is highly coupled with the electron temperature through the electron-ion heat exchanges [see Eq. (14)] in high collisional plasmas. As the plasma current increases, the profiles of the parallel heat fluxes become narrower for both the heat conduction and the heat advections.

The second row of Fig. 4 shows the distributions of the radial heat fluxes. In the profile forcing region (the shaded areas), the turbulent heat fluxes are zero because there are no fluctuations in this region. The electron neoclassical heat flux is negligible compared with the ion neoclassical heat flux in the whole simulation region. The electron and ion turbulent heat fluxes are both significant in the edge and SOL regions, and the ion neoclassical heat flux is relatively small compared with the turbulent heat fluxes. Compared with the low-current case (shot #71598), the turbulent heat fluxes are smaller in the high-current case (shot #71597) because of the faster parallel damping in the SOL. The medium-current case (shot #80768) has similar instead of smaller turbulent heat fluxes with the low-current case due to its higher temperature gradients (see Fig. 3) and smaller toroidal magnetic field (see Table I), resulting in larger interchange instability. The ion neoclassical heat flux near the profile forcing region drops dramatically because the gradient of the ion temperature profile near the profile forcing region is smaller compared with that in the profile forcing region (see the time-averaged profiles in Fig. 5). It should be noted that the sum of four kinds of radial heat fluxes in Fig. 4 (black solid lines) is not well conserved in the edge region (the forcing region is not included) because the radial heat flux from the viscous heating term is not counted. In the repeated simulations where the viscous heating term is turned off, it is conserved in this region.

### 1. Main parameters for the selected EAST L-mode discharges

<table>
<thead>
<tr>
<th>( I_p ) (kA)</th>
<th>( B_p ) (T)</th>
<th>( B_i ) (T)</th>
<th>( q_{\text{PS}} )</th>
<th>( T_{\text{pe}} ) (eV)</th>
<th>( T_{\text{Ti}} ) (eV)</th>
<th>( n_0 ) ((10^{19} \text{ m}^{-3}))</th>
<th>( R ) (m)</th>
<th>( a ) (m)</th>
<th>( P_{\text{PSL}} ) (MW)</th>
<th>( \rho_{\text{a}} ) (mm)</th>
<th>( dx )</th>
</tr>
</thead>
<tbody>
<tr>
<td>#71598 at 3.3 s</td>
<td>400</td>
<td>0.159</td>
<td>-2.43</td>
<td>6.70</td>
<td>33.3</td>
<td>50.1</td>
<td>1.69</td>
<td>1.87</td>
<td>0.42</td>
<td>0.99</td>
<td>0.42</td>
</tr>
<tr>
<td>#80768 at 3.8 s</td>
<td>450</td>
<td>0.180</td>
<td>-2.34</td>
<td>5.82</td>
<td>38.1</td>
<td>49.6</td>
<td>1.72</td>
<td>1.88</td>
<td>0.42</td>
<td>1.24</td>
<td>0.47</td>
</tr>
<tr>
<td>#71597 at 3.3 s</td>
<td>500</td>
<td>0.192</td>
<td>-2.43</td>
<td>5.46</td>
<td>39.4</td>
<td>48.5</td>
<td>1.74</td>
<td>1.87</td>
<td>0.43</td>
<td>1.02</td>
<td>0.46</td>
</tr>
</tbody>
</table>

### Table I

The main parameters for the selected EAST L-mode discharges. The parameters marked in bold are used as input parameters for the simulations.
heuristic drift (HD)-based model. The amplitude of the EAST L-mode scaling is about twice that of the Eich scaling due to the broadening effects induced by the LHW heating. Although the L-mode scaling in EAST NBI-heated plasmas is reported in Ref. 8, it is evaluated at the inner divertor and the in-out asymmetry of the SOL power width in EAST is significant. The predictions by the HD model are evaluated by Eq. (1) in Ref. 14 with the ion drift motion (scales as $T_1^{1/3}$; $L_{\text{CFS}} = B_p$). The simulated $\lambda_q$ agrees well with the predictions by the HD model which is the same as the similar comparison in the BOUT++ simulations, while it is a little bit smaller than the Eich scaling. The smaller predictions by the HD model compared with the Eich scaling are due to the lower ion temperature in L-mode plasmas. In the HD model, the magnetic drift has an effective radial component when particles stream downward to the divertor targets. However, the magnetic drift does not have any influence on the SOL power width in the HESEL simulations. Because the HESEL model is implemented in a 2D box, the magnetic drift is directed along the poloidal direction and has no contribution to the radial transports. Thus, the HESEL model has a different physical basis on determining the SOL power width but produces results that are relatively consistent with the Eich scaling.

C. Numerical scaling of the SOL power width

Taking advantage of the low computation time of the HESEL code, a numerical scaling that is dependent on the safety factor $q_{95}$, the electron temperature at the LCFS $T_{e,\text{LCFS}}$, and the electron density at the LCFS $n_{e,\text{LCFS}}$ is performed based on the low-current case (shot

![Figure 3. The initial profiles of the electron density and the electron and ion pressures for the simulations. Dashed vertical lines specify the position of the LCFS and the shaded areas indicate the profile forcing region in the radial direction.](image)

![Figure 4. The time-averaged parallel and radial heat fluxes in the saturation phase for the simulated EAST L-mode discharges. The shaded areas indicate the profile forcing region in the radial direction. The black solid lines represent the sum of all four kinds of the radial heat fluxes.](image)
The scans of $\lambda_q$ has the closest value to the Eich scaling. These parameters are scanned separately in the following ranges: $q_{95} \in [4.5, 8.5]$, $T_{e,\text{LCFS}} [\text{eV}] \in [10.0, 50.0]$, and $n_{e,\text{LCFS}} [10^{19} \text{m}^{-3}] \in [1.0, 3.1]$. For the scans of $n_{e,\text{LCFS}}$ and $T_{e,\text{LCFS}}$, the shapes of the corresponding initial profiles are kept the same and only the amplitudes of the initial profiles vary. Note that the amplitude of the initial electron temperature changes accordingly with that of the initial electron temperature to make $T_{1,\text{LCFS}}/T_{e,\text{LCFS}}$ a constant, and the grid spacing and the poloidal and radial grid sizes are kept fixed, while $T_{e,\text{LCFS}}$ is scanned.

Figure 8 shows the regression results of the power widths for the total parallel heat flux, the parallel electron heat flux, and the parallel ion heat flux. We see that all three scalings have the similar scaling dependences on $q_{95}$, $n_{e,\text{LCFS}}$, and $T_{e,\text{LCFS}}$. The numerical scaling of the SOL power width employing the full collisional model is then written as

$$\lambda_q = (11.46 \pm 4.00) q_{95}^{-1.32 \pm 0.14} T_{e,\text{LCFS}}^{-1.07 \pm 0.03} n_{e,\text{LCFS}}^{0.47 \pm 0.07}. \tag{19}$$

Compared with Eq. (1), the exponent of $T_{e,\text{LCFS}}$ in Eq. (19) is more negative and the exponents of $q_{95}$ and $n_{e,\text{LCFS}}$ are larger, probably because the standard collisional model has no variations of the electron and ion temperatures and the electron density in the neoclassical diffusion coefficients. Note that the parameters in Eq. (19) are scanned individually and are independent of each other, meaning that their scaling exponents will not change much if the other scaling parameters are omitted, allowing us to compare one or more scaling parameter(s) with the experimental scalings. Since $q_{95} \propto B_p^{-1}$, Eq. (19) can be modified as $\lambda_q \propto B_p^{-1.31} T_{e,\text{LCFS}}^{-1.03} n_{e,\text{LCFS}}^{0.57}$. The exponent of $B_p$ is relatively consistent with the Eich scaling ($\lambda_{\text{Eich}} = 0.63 B_p^{-1.19}$). Compared with the AUG L-mode scaling ($\lambda_{q,AUG} \propto B_p^{-1.06} T_{e,\text{LCFS}}^{0.15}$ if the stiff pressure profile is assumed, where $A$ is the mass number of the main ions), the exponent of $B_p$ is more negative and the exponent of $T_{e,\text{LCFS}}$ is similar. Normally, $T_{e,\text{LCFS}}$ has a positive correlation with $B_p$, but $T_{e,\text{LCFS}}$ has a positive correlation with $B_p$, suggesting that $\lambda_{q,AUG}$ might have a stronger dependence on $T_{e,\text{LCFS}}$ if $B_p$ is omitted. More dedicated experiments should be carried out to fully examine this numerical scaling in L-mode plasmas.

D. Interpretation of the numerical scaling

The safety factor $q_{95}$ enters the HESSEL model through the neoclassical correction factor $C_{\text{neocorr}} = 1 + q_{95}^{-1} R/a$ [see Eq. (9)] and the ballooning length $L_b \approx q_{95} R$. To find out which dynamics (the parallel or radial heat transports) $q_{95}$ influences the most in determining the SOL power width, $C_{\text{neocorr}}$ and $L_b$ are kept fixed separately in the scan of $q_{95}$ from 4.0 to 8.0. The results of the simulated SOL power width $\lambda_q$ vs $q_{95}$ in these two scans are shown in Fig. 9(a). It is clear that $\lambda_q$ does not change much in the scan where $L_b$ is fixed but scales consistently with Eq. (19) in the scan where $C_{\text{neocorr}}$ is fixed, meaning that $q_{95}$ influences the SOL power width mostly through the parallel heat transports. Since $q_{95} \propto B_p^{-1}$, this result indicates that the scaling dependence on the poloidal magnetic field (or the plasma current) for the SOL power width scalings is essentially the scaling dependence on the ballooning length, which might explain why simulation...

---

**Fig. 5.** The time-averaged electron density and electron and ion temperature profiles (poloidally averaged before averaging in time) in the saturation phase. The shaded areas indicate the profile forcing region in the radial direction.

**Fig. 6.** The evolution of the parallel electron heat flux width $\lambda_{q_e}$, the parallel ion heat flux width $\lambda_{q_i}$, and the total parallel heat flux width $\lambda_p$. The mean values and the standard deviations are calculated using the data in the saturation phase in the shaded areas.
Using Eq. (21), we can identify which dynamics is influenced the most by \( T_{\text{LCFS}} \). The normalized turbulent heat conductivity and the normalized reciprocals of the parallel heat damping velocities with respect to the ones where \( T_{\text{LCFS}} = 10 \text{ eV} \) are plotted in Fig. 11(a). Note that the heat conductivity and the damping velocities are averaged radially in the following ranges, \( R-R_{\text{LCFS}} \text{ [mm]} \in [-5, 5] \) and \( R-R_{\text{LCFS}} \text{ [mm]} \in [0, 5] \), respectively. As \( T_{\text{LCFS}} \) increases, the normalized electron and ion turbulent heat conductivity decrease almost at the same pace and then seem to saturate, the normalized reciprocal of the parallel advection velocity decreases slowly and saturates quickly, but the normalized reciprocal of the parallel conduction velocity decreases and saturates even quicker than the normalized turbulent heat conductivity. So opposite of what was found for \( q_{\text{BS}} \) or \( L_{\parallel} \), \( T_{\text{LCFS}} \) influences both the radial and parallel heat transports.

The same method used above can be applied to investigate the scaling dependence on the reference electron density \( n_{\text{e,LCFS}} \) for the numerical scaling in Eq. (19). From the results shown in Fig. 11(b), the electron and ion turbulent conductivity increase significantly as \( n_{\text{e,LCFS}} \) increases, while the parallel damping velocities do not change as much as the turbulent conductivity. So, the scaling dependence on \( n_{\text{e,LCFS}} \) in Eq. (19) is mainly a result of the change of the radial turbulent heat transports.

E. Discussions on H-mode plasmas and implication for ITER

As mentioned in the Introduction, the power width scaling has a weaker scaling dependence on temperature for H-mode plasmas (\( \lambda_q \propto T_{\text{edge}}^{-0.5} \)) than that for L-mode plasmas (\( \lambda_q \propto T_{\text{edge}}^{-1} \)). In H-mode plasmas, the electron-ion collisionality in the SOL is much weaker than that in L-mode plasmas. Thus, the Spitzer-Härm heat conduction is not enough to describe the parallel heat conduction in H-mode plasmas. Normally, a combination of the Spitzer-Härm and the flux-limited heat conduction is employed to solve the issue. Since the parallel damping velocities for the Spitzer-Härm and the flux-limited heat conduction are

\[
\frac{v_{//,\text{ad}}}{v_{\parallel}} \propto T_{\text{edge}}^{-1/2} \left( n_{\text{e}, \text{LCFS}} L_{\parallel} \right)
\]

\[
\frac{v_{//,\text{ad}}}{v_{\parallel}} \propto T_{\text{edge}}^{-1/2},
\]

respectively, the flux-limited heat conduction has a weaker temperature dependence than that for the Spitzer-Härm heat conduction.

In addition, the radial turbulent heat transport is also weaker in H-mode plasmas. So, the scaling dependence on \( T_{\text{LCFS}} \) for the power width scaling shall be weakened in H-mode plasmas. In order to demonstrate the influence of Spitzer-Härm heat conduction on the scaling dependence on \( T_{\text{LCFS}} \), we rescan all \( T_{\text{LCFS}} \) with Spitzer-Härm heat conduction being turned off (heat advection is kept and it has the same temperature dependence as that for the flux-limited heat conduction). From the scaling results shown in Fig. 12, it is clear that the scaling exponent is less negative (\( \lambda_q \propto T_{\text{edge}}^{-0.5} \)) in the case without Spitzer-Härm heat conduction, which communicates with the EAST H-mode scaling (\( \lambda_q \propto T_{\text{edge}}^{-1} \)), suggesting that the weakened scaling dependence on \( T_{\text{edge}} \) in H-mode plasma is probably due to the decrease in the electron-ion collisionality.

Interestingly, the heuristic drift-based model has a positive scaling dependence on \( T_{\text{LCFS}} (\lambda_{\text{DLB}} \propto T_{\text{LCFS}}^{1/2} / B_{\parallel}) \) that is different from the negative scaling dependence on \( T_{\text{LCFS}} \) in the numerical
scalings in Fig. 8 \( T_{e,LCFS} / T_{e,LCFS} \) is a constant in the scan of \( T_{e,LCFS} \) but gives consistent results with the HESEL code (see Fig. 7). This might indicate that the scaling dependence on \( T_{e,LCFS} \) is not significant as the scaling dependence on \( B_t \) or \( q_{95} \), meaning that the parallel heat transports is more important in determining the SOL power width as mentioned in Subsection IV D. Based on this idea, we could use the numerical scaling in Eq. (20) to make prediction for ITER. Since the major radius \( R \) and the toroidal magnetic field at the magnetic axis \( B_t \) influence the interchange instability which dominates the radial heat transport in the HESEL model, a modified scaling is obtained by scanning additional parameters \( R \) (the aspect ratio is kept constant) and \( B_t \) separately in the following ranges: \( R [\text{m}] \in [1.0, 6.5] \), \( B_t [\text{T}] \in [1.0, 6.0] \), which is

\[
\lambda_q = (11.46 \pm 4.00) q_{95}^{1.31 \pm 0.16} T_{e,LCFS}^{-1.03 \pm 0.09} n_{e,LCFS}^{0.57 \pm 0.07} e_{LCFS}
\]

\[
\lambda_{qe} = (16.36 \pm 6.16) q_{95}^{1.26 \pm 0.19} T_{e,LCFS}^{-1.16 \pm 0.03} n_{e,LCFS}^{0.60 \pm 0.08} e_{LCFS}
\]

\[
\lambda_{qI} = (7.14 \pm 2.86) R_{95}^{1.45 \pm 0.20} T_{e,LCFS}^{-0.91 \pm 0.04} n_{e,LCFS}^{0.61 \pm 0.08} e_{LCFS}
\]

Clearly, except for the already known scaling dependence on the ballooning length in Eq. (23), which is supported by the recent result in TCV \( (\lambda_q \propto B_t^{-0.95}) \) where the length of the outer divertor leg was scanned, \( \lambda_q \) also has a weak negative dependence on \( B_t \) which probably results from the presence of \( B_t \) in \( E \times B \) drift terms ((\( q_9 \), \( J / B \)). Compared with the Eich scaling \( (\lambda_q \propto q_{95}^{0.11} B_t^{-0.8} R^{2}) \), Eq. (23) has a similar exponent of \( q_{95} \), a less negative exponent of \( B_t \) but a much larger exponent of \( R \). This difference, especially the stronger scaling dependence on \( R \), leads to a very different prediction for ITER. For the ITER baseline H-mode scenario \( (q_{95} = 3.0, B_t = 5.3, R = 6.2) \),

\[
\lambda_q = (0.26 \pm 0.16) q_{95}^{1.30 \pm 0.32} B_t^{-0.33 \pm 0.10} R^{1.32 \pm 0.04}
\]

\[
= (0.23 \pm 0.03) B_t^{-0.29 \pm 0.09} R^{1.33 \pm 0.03}.
\]
Eq. (23) predicts \( \lambda_{q_{\text{ITER}}} = 6.95 \) mm. Considering that the plasma temperature and density are much larger than those in shot #71598 (see Table I), this prediction is probably overestimated but communicates with the prediction by the gyro-kinetic XGC1 code (\( \lambda_{q_{\text{ITER}}} = 5.9 \) mm).\(^{19}\) Since the scaling dependence on the major radius is extremely important for the interpolation to ITER, the multimachine databases must be carefully examined and the dedicated cross-machine experiments have to be conducted to confirm this scaling dependence. In principle, Eq. (23) has to be validated and includes \( n_{e,\text{LCFS}} \) and \( T_{e,\text{LCFS}} \) in H-mode plasma. Unfortunately, current HESEL code cannot be used to simulate H-mode plasmas due to the numerical instability, which stops the simulation when diffusion coefficients in Eq. (9) are small, and insufficient physics to maintain the H-mode pedestal.

Another issue that might influence the simulation results is the ionization of the neutrals in the SOL, which cools down the plasma temperature and increases the plasma density. In L-mode plasmas with high collisionality, the electron Spitzer-H\(\ddot{a}\)rm heat conduction dominates the parallel heat flux. If the ionization mainly happens near the LCFS, then the heat conduction will be reduced. The hotter the plasma and the denser the neutrals, the stronger the reduction of the heat conduction, which flattens the profile of the parallel heat flux.
leading to a larger SOL power width. If the ionization is far away from the LCFS, we expect that the influence on the SOL power width is limited. A detailed study of neutrals’ impact on the simulation results will be investigated in the future work.

V. CONCLUSIONS

In this paper, the SOL power width scaling has been studied by the newly reimplemented HESEL code based on dedicatedly selected EAST L-mode discharges. The analysis of the components of the parallel and radial heat fluxes for the simulations shows that the electron and ion turbulent heat fluxes dominate the radial heat transports, and the Spitzer-Härm heat conduction and the heat advection dominate the parallel electron and ion heat transports, respectively. The simulated SOL power width is consistent with the heuristic drift-based model and the Eich scaling.

A numerical scaling has been performed and the result ($\lambda_q = 11.46q_{95}^{-1.03}T_{\text{e,LCFS}}^{-0.93}n_{\text{e,LCFS}}^{-0.37}B_p^{1.13}T_p^{-1.02}$) communicates with the Eich scaling ($\lambda_q^{\text{Eich}} = 0.63B_p^{-1.19}$) and the AUG L-mode scaling ($\lambda_q^{\text{AUG}} \sim B_p^{-0.66}T_p^{-0.39}n_{\text{e,LCFS}}^{-0.15}$). A further investigation on the numerical scaling reveals that the safety factor influences the SOL power width mainly through the parallel heat transports and the scaling dependence on the poloidal magnetic field (or the plasma current) for the experimental scalings is most likely the scaling dependence on the ballooning length, $q_{95}R$. The edge electron density influences the SOL power width mainly through the radial turbulent heat transports, while the edge electron temperature influences the SOL power width through both the parallel and radial heat transports.

A further numerical scaling that is dependent on the engineering parameters, $\lambda_q = 0.26q_{95}^{-1.39}B_p^{-0.33}T_{\text{e,LCFS}}^{-1.32}n_{\text{e,LCFS}}^{-0.23}T_p^{1.33}$, predicts $\lambda_q^{\text{ITER}} = 6.95$ mm for the ITER baseline H-mode scenario, which is much larger than the prediction by the Eich scaling ($\lambda_q^{\text{Eich}} \sim 1$ mm) but communicates with the prediction by the gyro-kinetic XGC1 code ($\lambda_q^{\text{XGC1}} = 5.9$ mm). Since the scaling dependence on the major radius is extremely important for the interpolation to ITER, the multimachine databases must be carefully examined, the dedicated cross-machine experiments should be conducted, and this numerical scaling also have to be validated in H-mode plasmas to confirm this strong scaling dependence on the major radius in the numerical scaling.
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