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Supercontinuum noise reduction by fiber undertapering
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Abstract: We demonstrate that the Relative Intensity Noise (RIN) of a supercontinuum source can be significantly reduced using the new concept of undertapering, where the fiber is tapered to a diameter that is smaller than the diameter that gives the shortest blue edge, which is typically regarded as the optimum. We show that undertapering allows to control the second zero dispersion wavelength and use it as a soliton barrier to stop the red shifting solitons at a pre-defined wavelength, and thereby strongly reduce the RIN. We demonstrate how undertapering can reduce the spectrally averaged RIN in the optical coherence tomography bands, 500 – 800 nm and 1150 – 1450 nm, by more than a factor two.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Supercontinuum generation (SCG) has been an active research topic for the past 30 years, and most of the processes behind the broad spectrum are currently well understood, [1,2]. Supercontinuum sources have found applications in many fields due to their exceptional spectral bandwidth and brightness, despite their often poor noise properties compared to alternative choices. Recently, a lot of work has been carried out within the field of SC-based Spectral Domain Optical Coherence Tomography (SD-OCT), [3–8], with a focus on the visible and near infrared wavelength ranges of 500 – 800 nm and 1150 – 1450 nm. A common trend in the conclusions of this work is that there is a need for SC sources with lower noise, as the noise directly influences the background noise and thus both contrast and image quality.

The noise properties of the SC, and especially how to control and reduce it for the different types of SCG methods, is still an active research field as seen by recent work, [9–16]. The methods of SCG range from femtosecond pulse broadening due to self-phase modulation in normal dispersion fibers, to soliton fission or modulational instability (MI) induced pulse breakup for anomalous dispersion fibers. In this paper we will focus entirely on reducing the noise for MI-base SC sources, since they are the most noisy and since all high-power commercial sources are based on this technology today [10]. Modulation instability breaks up the pulse in a large number of fundamental solitons, which then redshift, collide and combine with each other in a chaotic manner [1,17]. This results in large pulse-to-pulse fluctuations of the distribution of solitons, which makes it a rare event that several smaller solitons combine into one big soliton, or rogue wave, that can Raman red-shift all the way to the loss edge. This means that the Relative Intensity Noise (RIN) is increasing towards the edge, where it has been observed that the pulse energy statistics becomes L-shaped and resembles that of rogue waves [9,18]. The power and hence the noise at the blue edge is linked to that of the red edge through trapped Dispersive Waves (DWs) [19,20], which was thoroughly investigated in tapers [21–26].

The noise of a high power SC is largely unaffected by attempts to control the breakup process by for instance seeding [27], although some headway has been made at low powers where the soliton dynamics is less chaotic [27–29]. For example, pumping a PCF with pitch 3.6µm and
relative hole diameter 0.52 at 1064nm close to the zero-dispersion wavelength (ZDW) with 3ps pulses, allows to stabilize the SC with seeding for less than 500W pump peak power, but not for larger than 1.5kW pump peak power [27]. Weak tapering has previously been investigated as a means to improve the noise, without notable improvements, [10]. Tapering in general has also been used to control the spectral bandwidth of the generated light, [1, 21, 30, 31], but without considering noise. The effect of pumping in the anomalous dispersion regime in between two closely spaced ZDWs or close to the second ZDW has also been investigated, [32–34]. The focus of this paper will be in the overlap of these avenues of research, to investigate tapering in which the presence of a second ZDW is used as a barrier [35, 36] to control the redshifting solitons responsible for the adverse RIN properties at the spectral edges.

As a generic example, we consider a specific Photonic Crystal Fiber (PCF) with hole diameter to pitch ratio of d/Λ = 0.52 [22, 27], which is widely used because it is single-mode at 1064 nm [37]. This PCF has the dispersion, group velocity and spectral edges as seen in Figs. 1(a)-1(c), where we note that the total loss is the same for the 4 PCFs and thus dominated by material loss. The investigated taper profile is shown in Fig. 1(d), and consists of a straight section of length $L_S$, followed by a piece of linear down-tapering of length $L_T$, ending in a straight piece of taper waist of length $L_W$. We consider as pump laser a standard high average power picosecond (ps) ytterbium fiber laser with the specifications given in Table 1. We will focus our investigation on the spectrally averaged RIN in two of the most important spectral ranges of interest to the field of SD-OCT. The spectrally averaged RIN provides a single measure of the noise in the band of interest and is calculated as

$$\langle RIN(\lambda) \rangle_{\lambda_1}^{\lambda_2} \equiv \frac{\int_{\lambda_1}^{\lambda_2} PSD(\lambda) RIN(\lambda) \, d\lambda}{\int_{\lambda_1}^{\lambda_2} PSD(\lambda) \, d\lambda}. \quad (1)$$

![Fig. 1. (a+b) Fiber dispersion (D), total loss and Group Velocity (GV) normalized to the speed of light for PCFs with 10 rings of holes in a hexagonal structure with a fixed hole diameter to pitch ratio of 0.52 and varying pitch. The 4 loss curves are all black. (c) Predicted spectral SC edges versus pitch found by GV matching the blue edge to the red edge (marked with diamonds and black lines in (b)), with the red edge being defined as the minimum of either the second ZDW or the loss edge (2300nm) [21]. The colored area marks the area of undertapering. (d) Illustration of the length scales $L_S$, $L_T$, and $L_W$ of the investigated tapers.](image-url)
Table 1. Specifications of the pump laser used in all simulations. The pump pulse is assumed to be Gaussian shaped with no chirp. The specifications are for the pulse power envelope, \( P(t) \).

<table>
<thead>
<tr>
<th>( T_{\text{FWHM}} )</th>
<th>Peak Power</th>
<th>Rep. Rate</th>
<th>Wavelength</th>
<th>Shape</th>
<th>Av. Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 ps</td>
<td>7 kW</td>
<td>80 MHz</td>
<td>1064 nm</td>
<td>( \sqrt{P_0} \exp[-t^2/(2T_0^2)] )</td>
<td>4.17 W</td>
</tr>
</tbody>
</table>

The Power Spectral Density (PSD) follows the usual definition, while the RIN is defined as,

\[
RIN(\lambda) = \sqrt{\frac{\langle E_n^2(\lambda) \rangle - \langle E_n(\lambda) \rangle^2}{\langle E_n(\lambda) \rangle^2}}
\]

where \( E_n(\lambda) \) is the energy of a single pulse in the wavelength interval from \( \lambda - \Delta \lambda/2 \) to \( \lambda + \Delta \lambda/2 \). Throughout this paper \( \Delta \lambda = 10 \text{ nm} \), corresponding to commercially available standard filters used in several earlier noise investigations, [10, 12, 25].

2. Simulation methods

All simulations presented in this paper were done in two steps. In the first step the fiber properties, such as the complex propagation constant, \( \beta \), and the power normalized transverse mode profile, \( \tilde{E} \), were calculated by the Finite Element Method in COMSOL for the various frequencies (every 2 THz) and taper steps (every \( \Lambda = 100 \text{ nm} \)).

In the second step these were interpolated and used in a single mode, single polarization, implementation of the envelope Generalized Non-Linear Schrödinger Equation (GNLSE). The equation was derived neglecting third harmonic generation and the double rotating Raman term, assuming slow tapering, and assuming the transverse field overlap integral to be independent of the different conjugation permutations. This follows closely the work of others [38–42] and means that the fractional Raman contribution is \( f_r = 0.18 \). The full equation solved under these approximations is

\[
\frac{\partial}{\partial z} \left[ \left[ \exp(i\phi(\Omega, z)) \right]^* \tilde{C}(\Omega, z) \right] = i \gamma(\Omega, z) \left[ \exp(i\phi(\Omega, z)) \right]^* \\
\mathcal{F} \left[ \mathcal{F}^{-1} \left[ \tilde{C}(\Omega, z) K(\Omega, z) \right] \mathcal{F}^{-1} \left[ \tilde{R}(\Omega) \right] \right] \\
\mathcal{F} \left[ \mathcal{F}^{-1} \left[ \tilde{C}(\Omega, z) K(\Omega, z) \right] \tilde{C}(\Omega, z) K(\Omega, z) \right]^{*} \\
\frac{\partial}{\partial z} \left[ \left[ \exp(i\phi(\Omega, z)) \right]^* \tilde{C}(\Omega, z) \right]
\]

where

\[
\gamma(\Omega, z) = \frac{3}{16} e_0 \Omega T_x^{(3)} K(\Omega, z)
\]

\[
\int \int \tilde{\mathcal{E}}^* (\Omega_0, x, y, z) \cdot \tilde{\mathcal{E}} (\Omega_0, x, y, z) \tilde{\mathcal{E}}^* (\Omega_0, x, y, z) \cdot \tilde{\mathcal{E}} (\Omega_0, x, y, z) \text{d}x \text{d}y,
\]

\[
K(\Omega, z) = \left( \int \int \tilde{\mathcal{E}}^* (\Omega_0, x, y, z) \cdot \tilde{\mathcal{E}} (\Omega_0, x, y, z) \tilde{\mathcal{E}}^* (\Omega_0, x, y, z) \cdot \tilde{\mathcal{E}} (\Omega_0, x, y, z) \text{d}x \text{d}y \right)^{\frac{1}{2}},
\]

and mode profile dispersion is included through the parameter \( K(\Omega, z) \) such as to conserve the photon number. \( \Omega \) is the physical frequency, \( \phi(\Omega, z) = \int_0^{\infty} \sum_{n=2}^{\infty} \frac{B_n(\Omega)}{n!} (\Omega - \Omega_0)^n \text{d}z' \) is the
While the spectrum continues to broaden with propagation, we can see that the noise does not change much as soon as we are sufficiently far away from the spectral edges. This is in agreement with previous work [10,21,50], which makes them ideal to use as a baseline. The reason is that the second ZDW is not coming into play.

The equation was solved using the Runge-Kutta-Fehlberg method to obtain both 4th and 5th order solutions. The comparison of these two solutions was then used to automatically adapt the step size, in order to keep the relative error within a predefined tolerance. The local error was defined as the $L^2$-norm of the difference between the 4th and 5th order solutions normalized to the number of discretization points. All simulations started at and were limited to a step length of maximally 100 $\mu$m, usually adapting down to about 5 $\mu$m when the nonlinear interaction was strongest, before slowly increasing again. The upper limit was necessary to keep the step length short in order to prevent error accumulation in the initial stages of MI, where the modulation is barely above the noise floor. We have in all our simulations included quantum noise, modelled semi-classically as the standard one-photon per mode noise, which is added to the initial condition in the Fourier domain [1,15]. We measured the RIN of our pump laser in the lab. to be 1% and therefore also added an input peak power noise of 1% to make the modelling more realistic. Recent studies showed that adding the RIN of the pump gave better correspondence between the modelled SC noise and the experimentally found SC noise [16,46].

All simulations were done using first COMSOL 5.1 on a generic computer and then MATLAB utilizing a GV100 Volta (2017) Nvidia GPU. The transverse integration was performed over only the regions containing glass, so any nonlinear interaction arising inside the air holes is neglected.

Evaluating $\gamma$ ($\Omega$, z) at $\Omega_0$, we recover the classical nonlinear coefficient $\gamma$ ($\Omega_0$, z) which is 8.3 W$^{-1}$km$^{-1}$ at 1040 nm and 5.2 W$^{-1}$km$^{-1}$ at 1550 nm in the initial straight fiber and 33 W$^{-1}$km$^{-1}$ at 1040 nm and 16.6 W$^{-1}$km$^{-1}$ at 1550 nm in the taper waist for $\Lambda = 1.5 \mu$m. This shows how the enhancement of the nonlinearity by tapering is significant and wavelength dependent.

The numerical implementation was checked by simulating several known analytical cases, such as theoretical MI sideband position, single soliton propagation and more. For all simulations a time and frequency discretization of $N = 2^{19}$ points were used with an equidistant time spacing of $\Delta t = 0.92$ fs. Each ensemble had an ensemble size of $N_E = 50$. A choice of 20-128 is a standard number. In the early classical SC noise papers [1,47] 20 simulations was used and in [48,49] 128 was used. In the high power ps cases we consider here 100 simulations was used and shown to be sufficient in [26]. We here repeated a few selected cases with an ensemble of 100 pulses and found no noticeable difference. All presented spectral data was rebinned to 10 nm intervals. For the RIN analysis, this corresponds to measuring the pulse-to-pulse noise of light with perfect 10 nm bandpass filters.

3. Results and discussion

In Figs. 2(a) and 2(b) the evolution of the PSD in 10 m untapered fiber ($\Lambda = 3.3 \mu$m) and 2 m of a fiber tapered to obtain an optimal blue edge ($\Lambda = 2.5 \mu$m) is shown. In Figs. 2(e) and 2(f) we see the corresponding evolution of the RIN. Both these cases have been studied in depth before, both numerically and experimentally [10,21,50], which makes them ideal to use as a baseline. While the spectrum continues to broaden with propagation, we can see that the noise does not change much as soon as we are sufficiently far away from the spectral edges. This is in agreement with previous work [10,21,50] and as we shall see, the reason is that the second ZDW is not coming into play.
Fig. 2. Simulated ensemble averaged PSD and RIN evolution in various fibers shown on the left side. **Straight:** Untapered 3.3 µm pitch for $L_s = 10$ m **Blue:** Fiber tapered from 3.3 µm to 2.5 µm pitch, with $L_s = 1.1$ m, $L_T = 0.5$ m and $L_W = 0.4$ m. **Early:** Fiber tapered from 3.3 µm to 1.5 µm pitch, with $L_s = 0.1$ m, $L_T = 0.5$ m and $L_W = 1.4$ m **Late:** Fiber tapered from 3.3 µm to 1.5 µm pitch, with $L_s = 1.1$ m, $L_T = 0.5$ m and $L_W = 0.4$ m. Note that for all cases the RIN is only shown when the PSD is higher than $-20$ dBm/nm. The scaling has been chosen to best show the noise in the NIR OCT band. Near the spectral edge the RIN can reach values in excess of 100%.

In the last two rows of Fig. 2, we investigate two cases of undertapering the fiber down to a pitch of $\Lambda = 1.5$ µm, to reduce the RIN by clamping the solitons at the second ZDW. In the figure the two OCT bands of interest are marked. In the **Early** design, Figs. 2(c) and 2(g), the fiber is tapered early on so that the second ZDW reaches its final wavelength at 1500 nm before any significant power has reached this wavelength. In the **Late** case, Figs. 2(d) and 2(h), the tapering is initiated 1 m later to investigate the noise in the case where the second ZDW spectrally moves through the redshifting solitons.

In both the **Early** and **Late** cases we see a large build-up at the blue edge, starting at 535 nm in the taper transition and then shifting to around 565 nm in the taper waist. A 10 kW peak power soliton at 1080 nm has phasematching to 565 nm but cannot directly generate a dispersive wave at this position, as there is no spectral overlap. The solitons from the sea of solitons generated around the MI stokes wavelength can however trap light close to the pump wavelength and spectrally push it into this region when they themselves redshift to the second ZDW. The nonlinearity is enchanced in the taper, which enhances MI from the remainder of the pump and speeds up the process. The redshift rate is also strongly increased by the decreasing dispersion close to the second ZDW. The rate of depletion of the pump after 1 m of propagation was found to closely match the increase in power around 565 nm.

In the **Early** design, after the initial broadening beyond 2 µm at the start of the fiber waist, the power transfer to the red side of the second zero dispersion wavelength slows down. While the power is steady, the noise in this region is gradually improved. The spectrum is clearly still noisy at the edges, but at the same time there are clear improvements compared to the **Blue** and **Straight** designs. In the **Late** case we see the same spectral buildup as in the **Early** case, but the noise properties look excellent right away, without the need for the light to propagate some distance in the taper waist to settle. There is a clear drop in power visible around the second ZDW as it moves in from the red edge. Established theory would tell us that solitons are recoiled...
and prevented from existing right at the second ZDW [33, 36]. In both cases we can observe how the losses in the taper start to eat away at the red edge. This is especially clear from the −20 dBm/nm edge cutoff on the RIN plots.

For a more detailed view, the output PSD and RIN spectra of the four cases can be seen in Fig. 3. The straight fiber and the Blue design have similar noise properties, with the long wavelength noise almost coinciding, while at the blue edge the noise edge is moved slightly (75 nm) out for the taper. From earlier work [10, 21, 50], we would expect an extended blue edge compared to the straight fiber, which is not the case in the figure. This is simply because the Blue design has not yet reached its full spectral extension after 2 m of propagation.

For all four cases there is a gap on the blue side of the pump. It is least pronounced for the Blue design, and most for the Early and Late designs. For all cases it is centered around the first ZDW in the taper waist, which shifts to shorter wavelengths the more the fiber is tapered. The first ZDW is 1040 nm for the Straight design, 970 nm for the Blue design and 860 nm for both the Early and Late designs. The 10 m Straight fiber has the most depleted pump with only 3.6 dBm/nm remaining, mainly due to its length. Of the remaining 2 m long fibers, the Blue design has the least depleted pump with 9.9 dBm/nm remaining, while the Late has 7.9 dBm/nm remaining and the Early has 5.6 dBm/nm remaining. The increased pump depletion matches well with the increased power in the blue edge. As expected, we see there is a huge dip in the power spectral density for the Early and Late fibers, at the second ZDW at 1500 nm. The dip is larger for the Late design (8.1 dBm/nm) than for the Early design (5.1 dBm/nm). In terms of noise, we now clearly see that both the Early and Late tapers have approximately the same noise in the whole region of interest, which is significantly lower than the Straight and Blue designs outside the pump region 700-1200 nm. This noise reduction property of undertapering has been patented [51], but never properly explained and published in the scientific literature. Below we explain in detail the effects behind this property.

In Figs. 4(a) and 4(b) the integrated power and weighted RIN in the bands of interest is shown as a function of propagation distance for the four cases described in Figs. 2 and 3. Since the Straight, Blue and Late cases have the exact same parameters in the first 1.1 m of fiber, these curves should be identical in this region. The slight differences observed in the weighted RIN is because we have used different noise seeds in the three cases. Looking at the noise, we observe

![Graph](image1)

**Fig. 3.** PSD and RIN at the output the four cases shown in Fig. 2. The green and red areas mark the spectral ranges that are of interest for visible and near infrared OCT.
the clear trend that undertapering improves the noise significantly and that in general longer propagation is better, but that the improvement eventually saturates. For the VIS band, which is at the spectral edge of the SC, the power continuously increases as more and more DWs reach the edge. In contrast the NIR band is in the interior of the SC spectrum and therefore has a strong increase initially when the solitons reach the region, after which it gradually decreases as the solitons pass through. Thus noise improvement always has to be balanced against the required power.

We continue the investigation by looking into the influence of the degree of downtapering (the pitch in the taper waist) in the late taper design. This can be seen in Figs. 4(c) and 4(d). The Late taper design was chosen as it seems to give the best results in terms of 1) low noise, 2) average power in the red band and 3) the most flat spectrum in both the NIR and VIS ranges. For the VIS band, the noise improves almost linearly with the degree of tapering, i.e., with decreasing pitch in the taper waist. For the NIR band, the noise improvements pick up as the second ZDW approaches the band. The power decreases only slightly in the NIR band, while it increases significantly in the VIS band. The sudden decrease at 1.3 µm corresponds to when the second ZDW enters the NIR band. This can be explained by the clear depletion of spectral power around the second ZDW, that was earlier discussed. Interestingly the RIN, which includes the spectral power, is largely unaffected by this depletion of spectral power. SD-OCT systems usually only require a few mW of optical power to operate, so power at more than 0.5 W is not an issue. Nonetheless, taking both power and noise into account, there is an optimum in pitch at around 1.5 µm for the NIR band, while for the VIS band the optimum is slightly lower at 1.3 µm.

Let us now take a deeper look at why the noise is lowered in the tapers. In Fig. 5 we see spectrograms for a single shot simulation of the Late fiber design at different propagation distances, around the distance where the first solitons start to feel the second ZDW moving in from the loss edge due to tapering. In Fig. 5(a), before the effect of the second ZDW becomes
noticeable, we see the usual pattern expected from MI-induced SCG; several isolated and delayed large solitons near the loss edge excited by multiple collisions from the initial sea of solitons generated near the pump around the MI stokes wavelength. They have on average swallowed energy from many smaller solitons. The corresponding DW packets group-velocity matched to these large solitons are clearly seen at the blue edge [1].

In Figs. 5(b)-5(d), we see the effects of the second ZDW moving through the solitons spectrally. In established theory, when a soliton reaches the second ZDW through redshifting, it is spectrally recoiled while coupling a significant amount of energy to a phase-matched DW in the normal dispersion region across the ZDW, which typically halts the redshift about 50nm from the ZDW [33,36,52]. Here the second ZDW decreases so fast due to the tapering that it forces the solitons to come so close to the ZDW that they deliver almost all their energy to a band of DWs, which is spectrally broad because of the broad range of phase-matched wavelengths achieved during the down tapering. One can say that all solitons that before the taper were above or reasonably close to the second ZDW in the taper waist, \( \lambda_{\text{waist}} \), become extruded through the ZDW into a band of DWs, which are not trapped by the solitons and therefore disperse temporally. Since the solitons are destroyed they also no longer can trap the DWs at the blue edge, which are clearly seen to disperse. Because a major part of the spectrum is now spectrally fixed by \( \lambda_{\text{waist}} \) all DWs above 1500 nm and all solitons halted by spectral recoil in an about 100nm broad band below \( \lambda_{\text{waist}} \), are spectrally overlapping and therefore we see a strong reduction in the ensemble averaged RIN above 1400 nm, which is also clearly visible in Fig. 3 (b).

In Fig. 6 we look closer at the spectral-temporal dynamics for the Early fiber design, for which the solitons have not reached \( \lambda_{\text{waist}} \) when the tapering starts. The dispersion curve in the waist slopes down above 1100 nm (see Fig. 1(a)), which speeds up the redshift of a soliton. This pulls out a significantly increased number of solitons from the sea of solitons around the MI stokes wavelength and rapidly redshifts them close to \( \lambda_{\text{waist}} \), where they stop redshifting due to spectral recoil while generating DWs in the normal dispersion region above \( \lambda_{\text{waist}} \). In fact the ZDWs are so close to the soliton sea in the waist that the random collisions appearing in the sea is reflected in the distribution of DWs because they directly generate new DWs at random wavelengths.

Fig. 5. Spectrograms for a single shot at different propagation distances in the Late fiber design: (a) \( z = 1.50 \) m, (b) \( z = 1.52 \) m, (c) \( z = 1.54 \) m and (d) \( z = 1.6 \) m. The spectrogram function used a 60 fs standard deviation, unnormalized gaussian envelope with an even 60 fs spacing in time. The white dashed lines denote zero dispersion wavelengths.
Again we see a clear spectral overlap above 1400 nm due to the short $\lambda_{\text{zdw2}}$, the same as for the Late design, which strongly reduces the noise through averaging, as seen in Fig. 3(b).

From Figs. 5 and 6 we can see that the position of the taper is extremely important for the physics, and even though the resulting output noise and spectral content might be almost the same, the fine structure is very different. Further improvements in noise might be observed if the initial straight fiber length, $L_S$, is increased to enable more solitons to pass the final second ZDW before they are extruded by the undertapering. However, the RIN at any wavelength is however never expected to be better than what is already observed at the pump.

Reductions in the length of the downtaper section, $L_T$, has been superficially investigated without any notable changes. Thus for the case of the Early fiber, the same good noise properties could be obtained by forgoing the taper completely and splicing the initial straight fiber to the straight fiber in the waist. In the Late fiber, it might not be the case as there would be no extrusion process to broaden the individual solitons. In either case, the losses due to mode mismatch would limit the applicability of this approach with respect to power.

The results presented here rely only on dispersion engineering and are independent of material, structure and wavelength. The results could thus be directly applied to SCG in other fibers where low noise is of interest, such as chalcogenide fibers in the mid infrared region [53, 54]. With the advent of dispersion engineered specialty fibers [55], low noise SCG covering the whole molecular fingerprint region should be possible.

4. Conclusion

We have investigated numerically the effects of undertapering on the noise properties of a supercontinuum generated by modulation instability breaking up a long pump pulse. However, the results apply to any supercontinuum consisting of a large number of solitons and thus also to pumping with short femtosecond pulses with a high soliton number that undergo soliton fission.

The name undertapering refers to that the fiber is tapered to a diameter under the optimum diameter for achieving the shortest blue edge, such that the second ZDW decreases below the loss edge and starts to influence the nonlinear dynamics and thus the resulting supercontinuum spectrum.
We have demonstrated that undertapering strongly decreases the noise by spectrally aligning a large number of temporally separated parts of the supercontinuum to the short second ZDW in the taper waist, which leads to an inherent averaging. The predicted weighted RIN improvements of the VIS and NIR spectral bands of interest for optical coherence tomography was found to be from 35.3 % and 27.4 % to 14.0 % and 20.3 % respectively. The improvements are even more significant near the red spectral edge. Undertapering can be used to improve the noise performance of supercontinuum sources to make them more suitable for imaging applications, such as optical coherence tomography.
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