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Summary
A coupled wind-wave modeling system is used to simulate twenty-three years of storms and estimate offshore extreme wind statistics. In this system, the atmospheric Weather Research and Forecasting (WRF) model and Spectral Wave model for Near shore (SWAN) are coupled, through a wave boundary layer model (WBLM) that is implemented in SWAN. The WBLM calculates momentum and turbulence kinetic energy budgets, using them to transfer wave-induced stress to the atmospheric modeling. While such coupling has a trivial impact on the wind modeling for 10-m wind speeds less than 20 m s−1, the effect becomes appreciable for stronger winds—both compared with uncoupled WRF modeling, as well as with standard parameterization schemes for roughness length. The coupled modeling output is shown to be satisfactory compared with measurements, in terms of the distribution of surface-drag coefficient with wind speed. The coupling is also shown to be important for estimation of extreme winds offshore, where the WBLM-coupled results match observations better than results from non-coupled modeling, as supported by measurements from a number of stations.

KEYWORDS:
Offshore, Extreme wind, Wind-wave coupled modeling, 50-year wind

1 INTRODUCTION

More and more offshore wind farms are being built. Many of them will be located in coastal areas, i.e. tens of kilometers from the shore. Suitable wind turbines need to be chosen for each farm in order to harvest the most wind energy, while reducing the risk of damage from challenging wind conditions. In general, we lack long-term offshore wind measurements for the calculation of the extreme wind, e.g. the 50-year wind $U_{50yr}$ specified in the IEC standard 61400-1. Numerical mesoscale modeling is becoming an important tool for this purpose, as it can provide decades-long time series. This is seen as attractive for the estimation of extreme wind, which is often challenged by the lack of long-term data. Being constrained by computational cost, mesoscale models are often set up at rather coarse resolutions (e.g. grid spacings greater than 5 km) for long-term simulations. A consequence of using coarse resolution is the considerable smoothing effect embedded in a mesoscale model, which manifests
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as reduced wind variation in the corresponding frequency/wavenumber range \cite{5,6,7,8}. Such reduction directly leads to underestimation of extreme wind \cite{9}. Further, mesoscale simulations are often run for a period of the order of 10 days or longer after the initial forcing, which is practical and useful for obtaining long-term mean wind statistics; however, such a long simulation time increases the chance for a storm to drift away from the large-scale forcing, resulting in inaccurate calculation of storm statistics. The Selective Dynamical Downscaling Method (SDDM) developed in Larsén et al. \cite{9} puts modeling effort on storms that contribute to the calculation of extreme winds, allowing use of relatively high spatial resolution (with resolved scales as small as 2 km or less), which reduces the numerical smoothing effect. For a storm, the simulation only needs to cover its duration over a certain domain; over Denmark, for instance, this is usually shorter than 2 days. The short simulation period significantly reduces the chance of the storm development deviating from the large-scale forcing. The SDDM method is thus used in this study.

However, even with such a model set up, it is a challenge to model strong winds over water. This challenge is illustrated in Fig. 1, which shows the drag coefficient $C_D$ plotted as a function of wind speed at 10 m height ($U_{10m}$), compiled from numerous studies. In numerical modeling, the momentum exchange between air and water is often described through $C_D$ or via the roughness length $z_0$. By definition, $C_D = u_*^2/U_{10m}^2$, where $u_*$ is the friction velocity. For neutral conditions, assuming a logarithmic wind profile $U_{10m} = (u_*/\kappa) \ln(z/z_0)$ in the neutral atmospheric surface layer, the relation between $C_D$ and $z_0$ is commonly expressed as

$$ C_D = \left( \frac{\kappa}{\ln(z/z_0)} \right)^2, \quad (1) $$

where $z$ is the height and $\kappa = 0.4$ is the von Kármán constant. For $U_{10m} \gtrsim 20$ ms$^{-1}$, neutral stability can be considered a reasonable assumption, given the small impact of stability on $U$ at such low heights \cite{10}.

The data shown in Fig. 1 were collected from a number of famous campaigns, including Powell et al. \cite{11}, CBLAST \cite{12}, RASEX \cite{13,14}, COARE \cite{15} and the wave tank experiment of Donelan \cite{16}. It can be seen that for $U_{10m} < 20$ ms$^{-1}$, different measurements suggest rather consistent dependence of $C_D$ on $U_{10m}$, with $C_D$ exhibiting a moderate level of scatter around a given $U_{10m}$. The commonly-used model for $C_D$, labeled in Fig. 1 as "Fairall" \cite{15}, is based on the Charnock $z_0$ and smooth-flow $z_0$ for light winds:

$$ z_0 = \alpha_{ch} \frac{u_*^2}{g} + 0.11 \frac{\nu}{u_*}, \quad (2) $$

where $\alpha_{ch}$ is the Charnock parameter, and $\nu$ is the kinematic viscosity of water. The Fairall model was calibrated with measurements from the COARE experiment and it can be considered a reasonable approximation for most of the measurement groups, especially for $U_{10m} < 20$ ms$^{-1}$. The Fairall form (2) is the default approach for $z_0$ in the WRF model, where $\alpha_{ch} = 0.011$ for $U_{10m} < 10$ ms$^{-1}$ and $\alpha_{ch}$ is prescribed to increase linearly with $U_{10m}$ to be 0.018 at $U_{10m} = 18$ ms$^{-1}$, and remain fixed at 0.018 for $U_{10m} > 18$ ms$^{-1}$. However, this model tends to overestimate $C_D$ for $U_{10m} > 20$ ms$^{-1}$. Different measurements in Fig. 1 show that $C_D$ increases gently with $U_{10m}$ for $20 < U_{10m} < 30$ ms$^{-1}$, and for $30 < U_{10m} < 40$ ms$^{-1}$ $C_D$ levels off with $U_{10m}$, followed by a certain degree of decrease with $U_{10m}$. For $U_{10m} > 40$ ms$^{-1}$, measurements are mostly from only a few hurricane cases \cite{17}. Here the scatter is so enormous that any simple description of $C_D$ through $U_{10m}$ alone becomes untenable. It is argued that the spread of $C_D$ at a given strong wind speed is related to the wave conditions \cite{18,19,20,21,22,23}.

In the past decades, many studies have tried to introduce the wave impact by parameterizing the Charnock parameter $\alpha_{ch}$ in terms of derived wave parameters. For instance, the Fan scheme \cite{22} adds a dependence upon wave age $c_p/u_*$ (where $c_p$ is the wave phase velocity at the peak frequency of the wave spectrum), and Liu \cite{21} further includes a $u_*$-based correction factor for the effect of spray along with $c_p/u_*$. There are also studies that directly describe $z_0$ using wave parameters, without using the base form of Eq. 2; e.g., the Oost scheme \cite{19} uses the wavelength at
the peak frequency of the wave spectrum ($L_p$) and inverse wave age $u_\ast/c_p$, while the Drennan-scheme, parameterizes $z_0$ through $u_\ast/c_p$ and the significant wave height $H_s$. In the Taylor-Yelland scheme, $z_0$ is parameterized with $H_s$ and wave steepness $H_s/L_p$. The above schemes were derived and calibrated with field experiments in various places, mostly representing open sea conditions. Figure 2 demonstrates some of the challenges in using these parameterization schemes for strong wind conditions, as well as for coastal zones.

The simultaneous availability of standard turbulence and wave measurements from mast 2 at the offshore site Horns Rev I (hereafter denoted M2) and a nearby buoy has made it possible to compare the various schemes. Details of the measurements are given in section 2.2. Data from M2 are divided into two groups, one with wind from the sea to land and one with wind from land to the sea. The measurements show that for light winds, $z_0$ decreases with $U_{10m}$, evoking smooth flow characteristics; for $7\, \text{ms}^{-1} < U_{10m} < 12\, \text{ms}^{-1}$, the $z_0$ is larger for flow towards offshore (land fetch) than onshore flow (open ocean fetch), consistent with the observations of Mahrt et al. For $U_{10m} > 12\, \text{ms}^{-1}$ the roughness levels off for the offshore flow; but for open-ocean (onshore) flow, $z_0$ is seen to increase with $U_{10m}$ up to the maximum measured wind speed categories observed at M2 (about $23\, \text{ms}^{-1}$).

In Fig. 2, the five aforementioned $z_0$ parameterization schemes are applied using the measured wave parameters from a buoy close to M2 (see section 2.2) and they are presented for the onshore and offshore data groups in solid and dashed curves, respectively. Clearly, since these schemes have been calibrated with open sea (deep water) data, they do not distinguish onshore from offshore conditions. Thus they conform only with the onshore data group for non-smooth flow (here at this site $U_{10m} > 7\, \text{ms}^{-1}$). This reflects the limitations in these schemes for coastal zones. From Fig. 2 it can also be seen that for light to moderate winds ($U_{10m} < 15\, \text{ms}^{-1}$), the variation in predicted magnitudes of $z_0$ is small ($O(10^{-3} \, \text{m})$). This means that using different models will not make significant impact on the calculation of wind speed. However, as wind speed increases, the differences between $z_0$ predicted by different schemes increases, and becomes significant for $U_{10m} > 15\, \text{ms}^{-1}$ ($O(10^{-2} \, \text{m})$).

Accordingly, the calculation of the wind speed can be affected considerably by the choice of the schemes. This is the second issue with the use of the parameterization schemes. For a place like Denmark, the calculation of extreme wind is challenged by a number of factors. Here the extreme winds are caused by mid-latitude cyclones travelling across the North Sea, where $U_{10m}$ can easily exceed $20\, \text{ms}^{-1}$, and therefore there is a high uncertainty in using the standard parameterization schemes for $z_0$. Denmark is also surrounded mostly by water, i.e. bordered by coastlines. In the coastal area of many potential future offshore wind farms, the behaviors of $z_0$ can be different from the open sea conditions, due to coastal effects such as fetch, bathymetry, shoaling and wave-breaking processes.

A number of parameterization schemes for $z_0$, including those mentioned above, were examined in Du (2017) through case studies in comparison with calculations from a wave boundary layer model (WBLM). The WBLM was developed by Du et al. to couple the atmospheric Weather and Research Model (WRF) and Near-shore Spectral Wave model SWAN. Details of this WRF-WBLM-SWAN modeling system will be briefly introduced in section 3. Through the use of the WBLM, wave-induced stress is introduced to the atmospheric modeling without using derived wave parameters. It was also shown in Du (2017) that during storms, in terms of the $C_D(U_{10m})$ dependence and spread of $C_D$ at a given $U_{10m}$, WBLM outperforms the other schemes. In comparison with the measurements shown in Fig. 1, it was shown in Du et al. that wave properties within the WBLM calculation can explain a significant part of the observed spread of $C_D$ at a given $U_{10m}$ for high wind speeds ($U_{10m} > 20\, \text{ms}^{-1}$).

Due to the promising performance shown by the WBLM for both coastal areas and strong wind conditions, this study uses the modeling system WRF-WBLM-SWAN to simulate storms that contributed to the extreme winds over Danish waters and calculate the 50-year return winds at a
typical modern turbine hub height. The method is described in section 2. The coupled modeling system is briefly introduced in section 3. Results are given in section 4, followed by discussions and conclusions in sections 5 and 6, respectively.

2 | METHOD

2.1 | The selective dynamical downscaling method

We use the selective dynamical downscaling method as developed in Larsén et al.\(^9\) to calculate the extreme wind. This method puts modeling effort on storms that contribute to the extreme wind samples. The first step of this method is to identify storm episodes from coarse resolution reanalysis data. This forms the collection of storms to be downscaled using high resolution mesoscale modeling. In this study we use the 10 m wind speed from the Climate Forecast System Reanalysis selected hourly products (CFSR) datasets I (from 1979–2010) and II (2011–present) for identifying the storms in the period 1994–2016. The CFSR data are hourly, and the \(U_{10m}\) data from CFSR-I and II have spatial resolutions of about 38 km and 25 km, respectively.

We intend to make an extreme wind atlas over the area of the inner-most model domain (III) shown in Fig. 3. Domain III includes 735 grid points for CFSR I data and 1728 grid points for CFSR II data. At each grid point, the annual wind maxima and their corresponding dates are identified. These dates are merged, suggesting a total of 321 storms for the period 1994–2016. This corresponds to about 5% of the computation cost of a climatological simulation for this 23-year period. The storm data are downscaled to 2 km resolution using the WRF model only, as well as using the WRF-WBLM-SWAN coupled system (section 3). The model outputs are saved every 10 min. For domain III, there are 339 by 342 grid points at spatial resolution of 2 km (section 3.1). We exclude the first 5 rows of data, since they are calculated here in the nudging zone. For each grid point, 23 annual wind maxima from 1994 to 2016 will be obtained from the storm modeling and they will be used as samples to a Gumbel distribution to obtain the 50-year value \(U_{50yr}\) (section 2.3).

2.2 | Measurements

Long term measurements from offshore stations are rare. This is also the case for the waters around Denmark. We collected measurements from five sites: FINO 1, 2 and 3, Høvsøre and Horns Rev I mast 2 (hereinafter M2). They are all inside model domain III, see Fig. 4. Høvsøre is actually land-based with a distance of about 1.7 km to the coast; at a height of 100 m, the winds from the west represent sea condition, as is the case here.

The calculation of \(U_{50yr}\) is strongly affected by data length and data coverage of the strongest winds. The relatively long time series are from Høvsøre and FINO 1, being 13 and 14 years and the shortest time series is from M2 where only 6 years of data are available, see Table 1. The effect of the data length and its climatological representativeness on the calculation of the 50-year wind will be shown and discussed in sections 2.3 and 4. The yearly data coverage for each of the five sites is plotted in Fig. 5. During the strongest winds, the technical challenges are highest, leading to failures in collecting the data. Missing the most relevant strong wind samples in relation to the use of the Periodic Maxmum Method (PMM) and Peak-Over-Threshold method (POT) (see section 2.3) will lead to underestimation of \(U_{50yr}\).

We address winds at 100 m above sea level, corresponding to typical multi-megawatt wind turbine hub heights, and analyze the 50-year wind at \(z = 100 \text{ m}\) (except for M2, which has its highest measurement level at 62 m). The description of measurements from the FINO masts can be found in\(^{25,26,27,28,29}\), and Høvsøre is detailed in Peña\(^{30}\) and Larsén et al.\(^{31}\).
As will be discussed in Sec. 4.1, short-term measurements from Horns Rev I (M2 and buoy) is limited for an accurate estimation of $U_{50yr}$, it is though useful for examining the relationship between wind and wave parameters, as shown in Fig. 2. Details of the wind measurements can be found e.g. in Larsén et al. $^{32}$, Details of the wave measurements from this site can be found in Saint-Drenan $^{33}$. Brie/uniFB02y, the wave data were collected from a buoy ("Wave Rider S", 7.5298°E, 55.4798°N) $^{33}$, close to the meteorological mast M2. The water depth (D) at the buoy site varies from 6 to 12 m, which can be considered as intermediate to shallow water according to the distribution of the ratio of water depth and the peak wave length $L_p$ $^{34}$. The waves were measured through the vertical acceleration of the buoy. From the measured one-dimensional wave power spectrum, the significant wave height $H_s$ was derived using 30-min time series. By taking $D$ into consideration, the wave phase velocity $c_p$, peak wave period $T_p$ and wave length $L_p$ were calculated. These wave parameters are used in the parameterization schemes, shown in Fig. 2. The dots are measurements with $z_0$ calculated using the profile and flux measurements, via Monin-Obukhov Similarity Theory:

$$z_0 = z \cdot e^{-\kappa U(z)/u_* + \Psi_m},$$

where $\Psi_m$ is the stability correction function $^{35,36}$. Note that the turbulence measurements (e.g. $u_*$) were taken at 50 m above the sea surface, so in applying (3), $z = 50$ m. In the plot of Fig. 2, the 10-m wind speed $U_{10m}$ was calculated using measurements from 15, 30, 45, and 62 m using second order polynomial fitting. We chose not to use Eq. 3 to obtain $U_{10m}$ to avoid self-correlation when presenting the distribution of $z_0$ with $U_{10m}$. In this figure, both atmospheric and wave parameters are obtained from 30-minute averages. These data are from 1999 to 2006, with the data coverage from 2000 to 2005 given in Fig. 5 (there was less than half a year of data for 1999 and 2006). In Fig. 2, the 30-min values are first grouped into bins of $U_{10m}$ having width 0.2 ms$^{-1}$, and the mean of $ln z_0$ and $U_{10m}$ from each bin are used to plot Fig. 2.

### 2.3 Calculating the 50-year wind

Shorter measurement time series lead to higher uncertainty in the estimate of $U_{50yr}$ $^{37,38}$. To have a better evaluation of this uncertainty, two approaches are used, namely the Period Maximum Method (PMM) and the Peak-Over-Threshold method (POT).

Derivations of the T-year return wind $U_T$ using PMM and POT can be found in e.g. Abild $^{37}$ and Larsén et al. $^{38}$. Here we list relevant algorithms for the calculation of $U_{50yr}$ and the uncertainty in fitting a Gumbel distribution. By applying the Gumbel distribution, for $T >> T_{BP}$, the corresponding algorithms for $U_T$ using PMM can be approximated as:

$$U_T = \alpha^{-1} \ln(T/T_{BP}) + \beta,$$

where $T_{BP}$ is the basis period, over which the maxima $U^\text{max}$ are identified. The coefficients $\alpha$ and $\beta$ can be obtained through various methods; here we use the probability-weighted moment procedure $^{37,39}$:

$$\alpha = \ln 2 \left[ b_1 - \frac{U^\text{max}}{U^\text{max}} \right], \quad \beta = \frac{U^\text{max}}{\alpha} - \frac{\gamma_E}{\alpha},$$

where $\gamma_E \approx 0.577215665$ is Euler’s constant, and $U^\text{max}$ is the mean of $U^\text{max}_i$. The coefficient $b_1$ is calculated via

$$b_1 = \frac{1}{n} \sum_{i=1}^{n} \frac{i-1}{n-1} U^\text{max}_i.$$

Mann et al. $^{40}$ gave the standard error of the Gumbel fitting in obtaining $U_T$ from the standard deviation of $U^\text{max}$ as

$$\sigma(U_T) = \frac{\pi}{\alpha} \sqrt{1 + 1.14k_T^2 + 1.10k_T^2}.$$
where a Gaussian distribution of the error in estimate of $U_T$ is assumed and the coefficient $k_T$ can be re-written as

$$k_T = -\frac{\sqrt{6}}{\pi} \ln \ln \left( \frac{1}{1 - T/T_{BP}} \right) + \gamma_E.$$  

(8)

If we assume the estimate of $U_T$ also a Gumbel distribution, the estimate of $\sigma(U_T)$ will be systematically about 10% smaller than the use of Eq. 7.

The corresponding algorithms for calculating $U_T$ using POT read:

$$U_T = u_0 + A \ln (\lambda T),$$  

(9)

where $A$ is a scale factor and it can be obtained from the fitting of samples, $\lambda$ is the exceedance rate per base period (e.g. 1 year) corresponding to a threshold $u_0$. Eq. 9 can be written in a form similar to Eq. (4):

$$U_T = A \ln T + B,$$  

(10)

with $B = u_0 + A \ln \lambda$. Mann et al.\textsuperscript{40} and Abild\textsuperscript{37} used the Poisson process and properties of the exponential distribution, and obtained the uncertainty in relation to fitting Eq. 9:

$$\sigma(U_T) \approx \frac{A}{\sqrt{N_{tot}}} \sqrt{1 + \ln^2(\lambda T)},$$  

(11)

where $T_{tot}$ is the total length (in time) of the data. For large samples, Larsén et al.\textsuperscript{38} show that the values of $A$ and $B$ from POT in Eq. 10 are comparable with $\alpha^{-1}$ and $\beta$ from PMM in Eq. 4.

For the modeled data produced in this study, in connection with the selective dynamical downscaling method which focuses on the annual wind maxima, we apply PMM with $T_{BP} = 1$ year; this is also commonly referred to as the annual maximum method (AMM). For measured time series, as mentioned earlier, due to limited data length and incomplete data coverage, we use both POT and PMM to systematically check for consistency in the 50-year value calculations and, in case of discrepancy between the two methods, the uncertainties will be analyzed and recommendations made.

When applying POT to the measurements, we use an interval of one week to separate consecutive events, to ensure the samples to be independent of each other. At the same time, following Larsén et al.\textsuperscript{38}, a series of threshold $u_0$ are used, starting with the smallest annual wind maximum, and ending with the value corresponding to a decrease of $\lambda$ to 2 per year. The estimate will have to pass the examination of goodness-of-fit where the maximum deficiency of the fitted probability distribution function is within the 95% confidence level. We use the mean of the estimates as the final value of $U_{50yr}$ from POT, where a number of $u_0$ are used. The number of $u_0$-values at these sites is between 5 and 7, suggesting that the final estimate is based on 5 to 7 independent calculations.

When applying PMM to the measurements, considering the relatively short period (only two sites have measurements longer than 10 years), we use $T_{BP} = 6$ months, in order to have more samples than using $T_{BP} = 1$ year. As discussed in Larsén et al.\textsuperscript{38}, for the sites in this area, both the extreme wind events from the first and second half of the year are from the Atlantic lows in winter time and it is therefore reasonable to use $T_{BP} = 6$ months. One of the main conclusions from Larsén et al.\textsuperscript{38} is that limited length of measurements can limit the climatological representativeness, resulting in biased estimates of $U_{50yr}$. This discussion will become relevant when we validate estimates from 23 years of modeled data with those from measurements with half or less than half of the data length (see Section 5).
3 | THE MODELING SYSTEM

3.1 | Model setup of WRF and SWAN

When we use the WRF model to model a storm, the quality of the output is affected by many factors. Sensitivity studies have been done and the results have been presented in Du et al. \cite{42} and Imberger \cite{43}. It was found that factors affect the modeling of the mid-latitude cyclones over the North Sea include the size of the domain, the position of the domain in relation to the path of the storm, the initial time of the modeling, the simulation period and the spatial resolution. Du et al. \cite{42} and Imberger \cite{43} suggest that (1) the outer model domain should be big enough to ensure that the storm center is passing the domain; but the domain should not be too big to prevent the mesoscale model from developing its own dynamics that deviate from the large scale forcing, over the space; (2) using a simulation period of 36 hours gives better calculation of storm peak wind speed than using 72 hours. Both time spans refer to the total simulation time inclusive 12-hour spin-up period. This is also argued to prevent the mesoscale model from developing its own dynamics from the large scale forcing through time; (3) spectral analysis in Imberger \cite{43} suggests a spin-up time of 12 hours is sufficient for the model to build up to model layers close to the top. The only exception remained for the top-most model level (unstaged) which showed lower energy in the spatial spectrum for angular wave numbers in the range above $10^{-5} \text{ m}^{-1}\cdot\text{rad}$, compared to the other vertical levels. The difference at the top level is likely to be caused by the close location to the end of the WRF model domain in $z$-direction, which sets an artificial boundary to the flow. Therefore, information obtained from this level have to be interpreted with caution; (4) the spectral analysis also suggests that in order to capture the wind variability of the storms passing Denmark, a spatial resolution of 2 km or higher is necessary. (5) Imberger \cite{43} also found that if the location where a storm enters the model domain is very close to the corner, the storm will not develop properly, and will result in underestimation of storm intensity as shown in the mean sea level pressure values.

The above findings are used to guide our model setup. Fig. 3 shows the three model domains. In WRF we used two-way nesting for the three domains, with spatial resolutions of 18, 6 and 2 km, for domains I, II and III, respectively. There are 52 vertical (sigma) levels for all three domains, with the lowest model level at a height of about 10 m, with a vertical interval of about 10 m up to 100 m. We used the Thompson microphysics scheme \cite{44}, RRTM long and short wave radiation physics scheme \cite{45} and MYNN 3.0 PBL scheme \cite{46}. The Kain-Fritsch cumulus scheme \cite{47} was used for the outer domain (I) but not for domains II and III. The Corine land use data are employed for the land surface, and CFSR data are used as the initial and boundary forcing for WRF. The daily 0.25° OISST data were used. Each simulation lasts 36 hours, with the first 12 hours in the spinning-up time disregarded. The 321 storms passing domain III, with some lasted more than one day, result in 429 simulations and hence 429 days.

SWAN is a third-generation wave model, developed at Delft University of Technology, that computes random, short-crested wind-generated waves in coastal regions and inland waters \cite{48}. The model domain and grid setup for SWAN is the same as for WRF, with three nested domains as shown in Fig. 3. In SWAN, the 1/8 arc-minute bathymetry data from EMODnet Digital Terrain Model (DTM) are used. SWAN is initiated with output spectrum of a previous SWAN simulation 24 hours before. The open boundaries of the outer domain are set to zero. We used 36 directional bins. The frequency exponent is 1.1, the lowest frequency is set to be 0.03 Hz, and the maximum frequency is 10.05 Hz, which gives 61 frequencies in total. The time step for SWAN is 5 minutes.

WRF and SWAN are coupled using the framework of COAWST through the Model Coupling Tool (MCT). The interface is the wave boundary layer model (WBLM) developed in Du et al. (2017) \cite{23}, which will be introduced in section 3.2. WRF sends the wind components $u_{10m}$ and $v_{10m}$ to SWAN and SWAN sends back stress calculation every 5 minutes.
3.2 | The interfacial Wave Boundary Layer Model and coupled system

Janssen et al. introduced a method to couple wave modeling to atmospheric modeling, through a wave boundary layer (WBL). The WBL serves as an interface where the wave induced stress $\tau_w$ is one component of the total stress $\tau_{tot}$, and

$$\tau_{tot} = \tau_w + \tau_t + \tau_v = \text{constant},$$

with $\tau_t$ the stress due to atmospheric turbulence and $\tau_v$ the viscous stress. In the WBL, $\tau_v$ becomes negligible a few centimeters above the water surface, $\tau_t$ increases with height and $\tau_w$ decreases with height and becomes negligible at the top of WBL. There have been many studies following and improving this approach, with one common purpose particularly to solve the reported overestimation of wind stress in strong wind conditions.

To reduce the growth rate and therefore the modeled stress, a number of research groups developed a method to link the growth rate of the short wind waves to the sheltering effect from longer waves. The momentum conservation and sheltering effect are described through the WBLM. In the literature, the WBLM has been used to calculate the surface stress, but it is not linked to the wind-input source function for the wave model. This means that the wave growth in the WBLM is not consistent with the growth in the wave model. As a result, in the models the momentum loss from the atmosphere is not exactly the same as the momentum gained by the waves.

Du et al. implemented the WBLM within the SWAN model, to improve SWAN under fetch-limited conditions on wave simulation and stress estimation. Thus, WBLM and SWAN share the same wind-input source function, which ensures that the momentum flux from and to the atmospheric modeling is consistently calculated. The details of the WBLM in SWAN can be found in Du et al. Briefly, the WBLM in SWAN contains two conservation equations which describe the variation of stress and kinetic energy with height. Du et al. employed a sheltering mechanism, which suggests that the growth of short waves is reduced by low frequency waves; they also modified the Janssen source function by relating $\tau_t$—instead of $\tau_{tot}$—to the wave growth rate.

4 | RESULTS

4.1 | 50-year winds from measurements

The 50-year winds $U_{50yr}$ are calculated from measurements for the five sites, using both the PMM and POT methods. The results are shown in Table 2, together with the uncertainty in relation to the Gumbel fitting, from Eq. 7 and Eq. 11 for PMM and POT, respectively.

The estimates from PMM and POT are comparable for measurements from FINO 1, Høvsøre and M2, where the difference in $U_{50yr}$ is much less than $\sigma(U_T)$. The differences are however a lot larger at FINO 2 and 3, and being comparable to or larger than $\sigma(U_T)$. The fitting uncertainty is in general smaller when using POT, due to more samples are collected. Note that, compared with FINO 2 and 3, the data lengths at FINO 1 and Høvsøre are longer and data coverage in general larger. This may have attributed to the better agreement between the estimates from the two methods.

At M2, the uncertainty $\sigma(U_T)$ is largest due to the shortest measurements (6 years). At this site, the estimate is also troubled by low data coverage, which for some years is only about 75% (Fig. 5). A particular storm on the 3rd Dec of 1999 affected this site significantly, causing instrumental failure for 10 days after the storm peak. At 62 m, the recorded 10-min mean value at the storm peak is 45.4 ms$^{-1}$, which is higher
than the 50-year wind estimated using 6-year measurements excluding this case, for which $U_{50yr} = 44.8 \text{ ms}^{-1}$. Including this case in such a short time series introduces large uncertainty in the Gumbel fitting, and it gives a very different value: $U_{50yr} = 51.8 \text{ ms}^{-1}$. It should be taken with caution when the estimation is highly sensitive to one single sample. In the following, discussions regarding the exact value of $U_{50yr}$ will weight less on this site. The estimates from measurements shown in Table 2 and 3 are obtained excluding this storm.

The climatological representativeness of the measurements is an important factor to an accurate estimate of the 50-year wind\textsuperscript{38}. Are the measurements from these sites long enough for such an estimate? This issue is investigated with the help of the long term CFSR data. In Fig. 6, the annual wind maxima from various data are plotted. Note that the purpose of this figure is not to discuss the exact value of $U_{\text{max}}$, but to show the long-term representativeness of the data we have through the inter-annual variation of $U_{\text{max}}$. The longest is the CFSR data of the 10-m wind; we multiplied it by 1.3 for visual effect, so that the magnitude is comparable to the other data. Measurements and output at 100 m from coupled and uncoupled modeling are also plotted. From this figure, it can be seen that: (1) there is an oscillation of $U_{\text{max}}$ with a period varying from about 5 years to 10 years, which is consistently shown by all data sets; (2) the peak values in some years are significantly larger than some other years; (3) FINO 1 measurements (Fig. 6a) cover 2 periods of the oscillation and FINO 3 measurements (Fig. 6b) cover less than one oscillation of the inter-annual variability. To see the impact of using different lengths of data on the estimate of $U_{50yr}$, we used the CFSR 10-m wind speeds for the following periods: 1979–2016 (entire CFSR data); 1994–2016 (our simulation); 2007–2016 (last 10 years referring to measurements) and the results are shown in Table 4. It can be seen that for these sites, the period 1994–2016 gives almost the same estimate as the period 1979–2016, while using the 10 years of data from 2007–2016 gives almost the same estimates for FINO 1, Høvsøre and M2, but the estimate is significantly smaller than using period 1994–2016 or 1979–2016.

This suggests that using the periods of measurements from FINO 2 and FINO 3 will lead to underestimation of $U_{50yr}$, compared with using 20 years or longer time series, whilst using the periods of measurements from Høvsøre and FINO 1 is expected to give estimates close to that using 20 years or longer time series. The estimates from POT are based on several independent calculations using a series of $u_0$, and the values of $U_{50yr}$ are slightly higher than those from PMM. Considering the general tendency of underestimation using the limited measurements in these periods here, we choose to use the estimates from POT for further analysis.

\subsection*{4.2 The 50-year winds from modeling and validation}

The agreement in the estimate of $U_{50yr}$ of using period 1994–2016 and 1979–2016 in Table 4 supports that our choice of modeling of the period 1994–2016 provides samples representative of long term extreme wind climate.

The selection of samples in the selective dynamical downscaling method is successful, as supported by the following analysis. We identified the dates of the yearly maximum winds from the measurements at the five sites. For the 51 sample dates (six from M2, 14 from FINO 1, ten from FINO 2, eight from FINO 3 and 13 from Høvsøre), there is only one missing. This missing day is 2008-03-21 from FINO 2 (with $U_{\text{max}} = 27.08 \text{ ms}^{-1}$); in our samples, the corresponding event was on 2008-03-01 for this site, with $U_{\text{max}} = 26.67 \text{ ms}^{-1}$, which is rather close to that from 2008-03-21.

Model outputs from the 321 storms are first validated through the distribution of $C_D$ with $U_{10m}$. In Fig. 7, $C_D$ is calculated from the model outputs of $u_*$ and $U_{10m}$ and plotted as a function of $U_{10m}$ for the four offshore sites (FINO 1, 2 and 3, and M2), together with measurements from the literature from Fig. 1 for $U_{10m} < 35 \text{ ms}^{-1}$. The color scale shows the number of 10-min data at each point. For all sites, although the largest data group lies above the COARE curve, the spread of $C_D$ is mostly within one standard deviation within each wind bin. The result can be considered in
reasonably good agreement with the measurements in the literature, including the level of scatter of $C_D$ at a given $U_{10m}$, which in our modeling is a result of varying wave conditions at this given wind speed. It is also noticeable that, at winds higher than 25 ms$^{-1}$, $C_D$ levels off with wind speed, giving smaller drag compared to the default $z_0$ scheme in a non-coupled, WRF-only modeling. This accordingly results in higher wind speeds in the coupled modeling than in the non-coupled modeling. Over the entire domain, for $U_{10m} > 20$ ms$^{-1}$, the wind speed has shown to be systematically larger using the coupled model system in comparison with uncoupled modeling, and the difference increases with increasing wind speed.

The modeled data from the 321 storms, equivalent to 429 storm days, are aggregated to first find the annual wind maxima for each model grid in domain III. In a survey of these storms, it was found that open cellular structure (open cells) was present in the modeled wind field over the water in 45% of the 429 days. Figure 8 shows an example of the wind field in the presence of open cells, with Fig. 8a from modeling and Fig. 8b retrieved from satellite Synthetic Aperture Radar (SAR) observations that cover the northwest part of the domain in Fig. 8a. The SAR data is from Sentinel-1B by the European Space Agency (ESA). Note that in Fig. 8b the color scale is different from Fig. 8a for visual purpose.

It is known that the uncertainty of the SAR wind greater than 30 ms$^{-1}$ is large, though the spatial pattern shown in the data is useful to validate the spatial structure of wind in the presence of the open cells. Bakan and Schwarz reported that the average diameter of open cells is 41 km with a standard deviation of 15 km, although the size depends on the observed latitude: cases with diameters of 20-30 km prevail north of 70°N, while diameters of 50–60 km are most abundant south of 60°N. A summary of the characteristics of the open cells over the North Sea can be found in Larsén et al., where it was also shown that the wind fields in the presence of open cells are characterized by large spatio-temporal fluctuations in the wind speed. Whilst mesoscale modeling can capture the size, propagation and wind fluctuation of open cells, the exact locations of these cells are difficult to model. This results in the predicted location of related hot and cold spots (see Fig. 8a) potentially being shifted by an distance similar to the size of the convective cells. One needs to be aware of such an uncertainty of the spatial location of the hot spots of wind speed, when comparing modeled value (or subsequent statistics) for any particular time or space with the point measurements.

The yearly wind maxima have been extracted for each grid point from both the WRF-WBLM-SWAN coupled modeling and the uncoupled WRF modeling. The 50-year winds $U_{50yr}$ are obtained from the 23 samples for each grid point and the results for $z = 100$ m are presented in Fig. 9a–b for the coupled and uncoupled modelings. The model estimates are compared with measurements for the five sites and the results are shown in Table 2 and 3, as well as in Fig. 10a and b. In Table 2 and Fig. 10a, the entire time series from model data as well as from measurements are used. In Table 3 and Fig. 10b, we refer to the measured and modeled data from their overlapping period. Following discussions given in section 4.1, we use the measurement estimates using POT in Fig. 10. Both Fig. 10a and b show that the estimates from coupled modeling are closer to the measured estimates than the uncoupled modeling, except for M2 where the coupled and uncoupled simulations give the same results, as can also be seen in Fig. 9c and d. For the coupled modeling, predicted $U_{50yr}$ are comparable to the measured values at three sites and two are underestimated. For the uncoupled modeling, $U_{50yr}$ were more underestimated.

Figure 9c shows the difference, $\Delta U_{50yr,100m}$, between Fig. 9a and b (a minus b). Note that the the pattern of the hot spot of wind difference in Fig. 9c is a result of the superposition of individual open cell wind fields. As discussed earlier, an estimate of the uncertainty related to modeling the exact location of the open cells and thereof the hot spots is on the order of the cell sizes. We herein make a smoothing of the wind difference in Fig. 9c by using the maximum value of $\Delta U_{50yr,100m}$ over 12 by 12 grid boxes, namely, 24 km by 24 km in area. The result is an upscaled $\Delta U_{50yr,100m}$ over an area approximately with a diameter of 24 km and it is shown in Fig. 9d. The largest difference is present in the northwest part of domain III where the wind speed is strongest and here $\Delta U_{50yr,100m}$ ranges from about 2 to 4.5 ms$^{-1}$. Referring to the IEC standard, at a wind speed of 42
to 48 ms$^{-1}$ (Fig. 9a and b), a difference in $U_{50yr}$ of 2 to 4.5 ms$^{-1}$ can lead to different choice of wind turbine, which has a substantial economical impact.

5 | DISCUSSION

In connection with calculating offshore extreme winds, one of the biggest challenges in numerical modeling is to account for the impact of surface waves in the storm wind calculations. The most common way is to use algorithms derived from measurements over various water bodies. Whilst there is a consensus on how the momentum exchange occurs for winds up to 20 ms$^{-1}$, a simple description using wind speed alone becomes ambiguous and inadequate for stronger winds. There are a number of parameterization schemes for $z_0$ using derived wave parameters, some of which are shown in Fig. 2. For strong winds, these schemes deviate from each other, which can give significantly different estimates of $z_0$, and thus the wind speed.

To introduce the wave impact, we use a recently developed wind and wave coupled modeling system from Du et al.\textsuperscript{23} which transfers wave-induced momentum into the atmospheric modeling. The interface of the atmospheric and wave modeling is the so-called wave boundary layer (WBL). Du et al. implemented a wave boundary layer model (WBLM) inside the SWAN model. For the storms studied here, the 10 m winds $U_{10m}$ do not reach hurricane strength. For $U_{10m}$ up to about 35 ms$^{-1}$, the distribution of the drag coefficient $C_D$ with $U_{10m}$ from the modeling can be considered satisfactory, including (1) data falling within error bars from measurements in the literature, (2) the level of spread of $C_D$ at a given $U_{10m}$ is comparable to measurements, and (3) $C_D$ starts to level off with $U_{10m}$ at $U_{10m}$ about 20 ms$^{-1}$ for the three FINO sites. The levelling-off is however not so clear at M2, and further investigation is needed on how the coastal wave conditions differ there from those open sea data.

The effect of using the coupled modeling, in comparison with using the stand-alone WRF modeling, is most obvious for winds stronger than 20 ms$^{-1}$. This affects the calculation of the extreme winds, and the largest effect is seen over the water between Denmark and Norway, northwest of Jutland where winds are strongest. The difference in the 50-year wind at $z = 100$ m between coupled and uncoupled modeling can reach 4 ms$^{-1}$ ($\sim 10\%$), which is enough to affect the choice of turbine design from one class to another.

The results from the coupled and uncoupled modeling are validated through measurements. In calculating the 50-year wind using measurements, we face two major challenges: too few stations and not long enough data. For the five stations, the data lengths are 6, 8, 10, 13 and 14 years. The effect of climatological representativeness of these data and their period is examined through analysis using 38-year CFSR data (1979–2016). It was found that the data periods of FINO 2 (2008–2017) and 3 (2010–2017) are expected to underestimate $U_{50yr}$, those of FINO 1 (2004–2017) and Høvsøre (2005–2017) are supposed to give similar estimates to using the 36-year data. The use of the CFSR data also suggest that the 23 years of storms (1994–2016) modeled here are expected to give similar estimates to using a 36-year data set.

Based on the 23 years of extreme wind storms, the coupled modeling provides closer estimates of $U_{50yr}$ to the measurements than the uncoupled modeling, although there is still a degree of underestimation in the estimates from the coupled-modeling. Different methods have been applied to the modeled and measured data in obtaining $U_{50yr}$. For the measured data, the purpose is to obtain as reliable as possible $U_{50yr}$, so that both POT and PMM are used, and in connection with PMM, a base period of 6 months is used in order to reduce the sampling uncertainty. For the modeled data, the use of the annual form of PMM is implemented in the Selective Dynamical Downscaling Method (SDDM), where the sample number is sufficiently large, as also supported by the analysis of CFSR data.
The SDDM is an efficient and robust method. It uses about 5% of the computational time required for a climatological simulation containing these storms. The SDDM thus allows us to use a rather expensive model setup with high spatial resolution, here 2 km, to capture the spatial wind variability. Such a high spatial resolution is necessary for capturing the storms over the North Sea, where organized atmospheric features (e.g. open cellular structures) occur frequently in company with the storms. In these conditions it is wrong to assume that ocean surface is smooth and the wind field homogeneous.

A modeling system for calculating both winds and waves is important for a range of offshore applications. The reliability of such modeling is particularly important for severe wind and wave conditions, which has relevance in applications such as offshore traffic, wind farm operation and maintenance—as well as in wind farm design choices like those addressed by the current study.

In this study most storms had prevailing winds from the west, i.e. from sea to land. There are only very limited periods where the winds are from land to sea, and during these periods the wind fields changed rapidly with time. We thus lack a sufficient sample set to examine the dependence of $C_D$ or $z_0$ on $U_{10m}$ for fetch-limited conditions; this issue was mentioned in the introduction, as well as in Fig. 2 (blue circles). Further investigation is needed regarding the description of wave conditions for input to the atmospheric modeling in these conditions.

6 | CONCLUSIONS

Here we have efficiently modeled 23 years of extreme wind samples, amounting to 429 storm days, via the selective dynamical downscaling method. This was accomplished through a wind-wave modeling system, wherein the atmospheric model WRF was coupled to the wave model SWAN, with the physics of the air-sea interface handled by the wave boundary layer model (WBLM) implemented in SWAN. This WBLM-based system effectively supersedes parameterization schemes of roughness length or drag coefficient over water for winds over 20 ms$^{-1}$, where different schemes diverge significantly and fail to represent some conditions such as modeled here. The results from the coupled modeling are promising, on the atmospheric side: the variation of drag coefficient with wind speed compares well with measurements in the literature. The estimates of expected 50-year wind at 100 m height are generally underestimated in comparison with measurements, from both the coupled and uncoupled modeling. However, the coupled modeling tends to predict extreme winds which are stronger and closer to observations than those from uncoupled modeling, particularly for strong wind affected areas.
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TABLE 1 Sites and their coordinates, data period and coverage and the height where data are analyzed.

<table>
<thead>
<tr>
<th>Site</th>
<th>Coordinates</th>
<th>Period</th>
<th>Data length (years)</th>
<th>Height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FINO1</td>
<td>6.588°E, 54.014°N</td>
<td>2004–2017</td>
<td>14</td>
<td>100</td>
</tr>
<tr>
<td>FINO3</td>
<td>7.1583°E, 55.195°N</td>
<td>2010–2017</td>
<td>8</td>
<td>100</td>
</tr>
<tr>
<td>Høvsøre</td>
<td>8.15°E, 56.433°N</td>
<td>2005–2017</td>
<td>13</td>
<td>100</td>
</tr>
<tr>
<td>M2</td>
<td>7.875°E, 55.508°N</td>
<td>2000–2005</td>
<td>6</td>
<td>62</td>
</tr>
</tbody>
</table>
TABLE 2 $U_{50} \pm \sigma(U_T)$ (ms$^{-1}$) from measurements and from modeling (1994–2016).

<table>
<thead>
<tr>
<th>Site</th>
<th>Measurements PMM</th>
<th>Measurements POT</th>
<th>coupled modeling</th>
<th>non-coupled modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>FINO 1 (100m)</td>
<td>41.1 ± 2.9</td>
<td>41.2 ± 2.7</td>
<td>39.5 ± 2.1</td>
<td>38.1 ± 1.9</td>
</tr>
<tr>
<td>FINO 2 (102m)</td>
<td>35.3 ± 2.2</td>
<td>38.2 ± 2.1</td>
<td>38.6 ± 2.3</td>
<td>37.3 ± 2.0</td>
</tr>
<tr>
<td>FINO 3 (100m)</td>
<td>40.2 ± 3.5</td>
<td>43.3 ± 3.0</td>
<td>43.0 ± 2.5</td>
<td>41.6 ± 1.9</td>
</tr>
<tr>
<td>Høvsøre(100m)</td>
<td>44.1 ± 3.8</td>
<td>45.1 ± 3.2</td>
<td>44.6 ± 3.2</td>
<td>42.0 ± 2.6</td>
</tr>
<tr>
<td>M2 (62m)</td>
<td>44.8 ± 6.3</td>
<td>44.3 ± 4.7</td>
<td>40.0 ± 2.5</td>
<td>40.0 ± 2.6</td>
</tr>
</tbody>
</table>
### TABLE 3 $U_{50} \pm \sigma(U_T)$ (ms$^{-1}$) from measurements and from modeling (overlapping period). 2017 data are not used.

<table>
<thead>
<tr>
<th>Site</th>
<th>Measurements PMM</th>
<th>Measurements POT</th>
<th>coupled modeling</th>
<th>non-coupled modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>FINO 1 (100m)</td>
<td>41.0 ± 3.0</td>
<td>42.0 ± 2.6</td>
<td>39.1 ± 2.8</td>
<td>37.1 ± 2.3</td>
</tr>
<tr>
<td>FINO 2 (102m)</td>
<td>35.5 ± 2.4</td>
<td>38.3 ± 2.2</td>
<td>36.1 ± 3.0</td>
<td>35.8 ± 2.9</td>
</tr>
<tr>
<td>FINO 3 (100m)</td>
<td>40.1 ± 3.7</td>
<td>43.9 ± 3.3</td>
<td>45.5 ± 5.6</td>
<td>41.9 ± 4.4</td>
</tr>
<tr>
<td>Høvsøre (100m)</td>
<td>44.1 ± 4.4</td>
<td>45.1 ± 2.9</td>
<td>45.5 ± 4.5</td>
<td>42.6 ± 3.7</td>
</tr>
<tr>
<td>M2 (62 m)</td>
<td>44.8 ± 6.3</td>
<td>44.3 ± 4.7</td>
<td>43.0 ± 4.2</td>
<td>43.0 ± 5.2</td>
</tr>
</tbody>
</table>
**TABLE 4** \( U_{50\text{yr}} \pm \sigma (U_T) \) (ms\(^{-1}\)) from CFSR 10-m wind speed calculated from three periods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>FINO 1</td>
<td>29.8 ± 2.3</td>
<td>29.7 ± 2.8</td>
<td>30.6 ± 4.9</td>
</tr>
<tr>
<td>FINO 2</td>
<td>27.9 ± 2.5</td>
<td>28.0 ± 3.3</td>
<td>26.0 ± 3.5</td>
</tr>
<tr>
<td>FINO 3</td>
<td>31.8 ± 2.7</td>
<td>32.0 ± 3.7</td>
<td>30.0 ± 4.2</td>
</tr>
<tr>
<td>Høvsøre</td>
<td>30.3 ± 3.4</td>
<td>30.3 ± 4.5</td>
<td>30.9 ± 7.1</td>
</tr>
<tr>
<td>M2</td>
<td>32.4 ± 3.1</td>
<td>31.9 ± 4.0</td>
<td>29.0 ± 4.2</td>
</tr>
</tbody>
</table>
FIGURE 1 Drag coefficient $C_D$ as a function of wind speed at 10 m height ($U_{10m}$), from aggregated measurements and literature (symbols). Zijlema is a simplified functional relation $C_D(U_{10m})$ for all measurements; Fairall is based on Eqs. 1–2, with Charnock coefficient $\alpha_{Ch}$ calibrated using measurements from COARE.
FIGURE 2 Roughness length $z_0$ as a function of wind speed at 10 m above surface level ($U_{10m}$). Measurements from Horns Rev M2 are shown as blue circles for flow towards offshore (shallow/land) conditions, and black dots for flow towards onshore (open/deep water) conditions. Several models are applied corresponding to the wave parameters calculated from measurements at M2, also for onshore (solid lines) and offshore (dashed lines) conditions.

FIGURE 3 Three nested model domains with resolutions of 18 km, 6 km and 2 km, respectively.
FIGURE 4 The five sites: FINO 1, 2 and 3 (F1, F2, F3, respectively), Høvsøre (HS) and Horns Rev 1 mast 2 (M2).

FIGURE 5 Yearly data coverage at the five sites.
FIGURE 6 Examples of the inter-annual variation of the annual wind maxima from the CFSR 10-m wind speed, coupled modeling, non-coupled modeling and measurements. (a) FINO 1. (b) FINO 3
FIGURE 7 Joint distribution of $C_D$ and $U_{10m}$ from all simulations. The dots are from the coupled modeling, with the color bars showing the number of data points for each dot. The curves and error-bars are from Fig. 1, used here as reference. (a) FINO 1; (b) FINO 2; (c) FINO 3; and (d) M2.
FIGURE 8 An example of the 10-m wind fields from (a) modeling in the presence of open cells at 18:00 on 2016-12-24. (b) Satellite data from Sentinel-1B by ESA covering part of the area in (a) at 17:17 on 2016-12-24 (obtained at https://satwinds.windenergy.dtu.dk/).
FIGURE 9 The 50-year winds at 100 m over waters around Denmark: (a) from WRF-WBLM-SWAN modeling; (b) from WRF modeling; (c) difference of a minus b; (d) maximum of wind speed difference over 13 by 13 grid points around each grid point (apart from the boundaries).
FIGURE 10 Comparison of modeled (y-axis) vs. measured (x-axis) $U_{50}$, from coupled (black circles) and un-coupled (red circles) modeling at 5 stations: No. 1: FINO 1; No. 2: FINO 2; No. 3: FINO 3; No. 4: Høvsøre; No. 5: M2. The values are also presented in Tables 2–3. The measurement height is 100 m at FINO 1, 2, 3 and Høvsøre, and 62 m at Horns Rev M2. Left (a): using entire modeled dataset; right (b): using model data overlapping with measurements.