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I. INTRODUCTION

TECHNOLOGICAL developments and increased scales of production have dramatically reduced the costs of distributed renewable generation sources and energy storage (ES) systems. If properly managed, these sources have the potential to increase network efficiency, energy reliability and security, and to reduce pollution [1].

The microgrid concept provides a framework for managing the integration of these distributed sources [2]. A microgrid is a collocated set of generation sources, loads and ES systems that are coordinated to achieve autonomous operation. Since the microgrid can operate autonomously, it can be controlled as a dispatchable source when connected to the main grid, and can continue to operate if islanded.

The standard hierarchical model for microgrid control includes a centralised energy management system, which solves the microgrid optimal power flow (OPF) problem and sends set-points to lower level decentralised controllers at each source [3]. The OPF problem considers how the distributed sources should be dispatched to achieve economic objectives, such as power loss minimisation, while satisfying constraints imposed by network power quality requirements and device operating limits [4].

The OPF problem is non-convex, making it computationally challenging. The computational complexity of the OPF problem is significantly increased when ES systems are considered, since their state of charge (SoC) must be optimised over a prediction horizon [5]. This is described as the dynamic OPF (DOPF) problem. If predictions of the renewable generation and load profiles are available, the DOPF problem can be used for real-time control with a receding horizon model predictive control (MPC) implementation [3].

The non-convex microgrid DOPF problem can be solved using dynamic programming [5], [6] or nonlinear programming [7]. However, the computational complexity of these strategies limits the number of ES systems and the solution time may be too long to respond to varying renewable generation sources. The DOPF problem can be simplified by considering a single ES system [8]–[12] or an ideal real power transfer model between ES systems [13], [14]. This provides a convex programming problem, for which fast robust solvers exist, but neglects the network topology. A DC power flow approximation can be used to provide a convex DOPF problem, assuming the network has high X/R ratios [15]. In this case, the optimisation does not consider reactive power flows, line losses and bus voltage limits.

The communications and processing infrastructure required for a centralised control strategy may be impractical for future microgrids made up of many small distributed renewable sources and ES systems [16]. Also, data centralisation introduces security and privacy concerns [17].

This motivates the use of multi-agent control. Under a multi-agent control strategy, autonomous agents use local information and neighbour-to-neighbour communication over a sparse communication network to achieve cooperative objectives [18]. Multi-agent control strategies can provide increased scalability, security and robustness over centralised...
control strategies [19]. Multi-agent control has been used in microgrids for secondary control [20]–[22] and SoC balancing between distributed ES systems [23]–[27]. The main advantages of a multi-agent DOPF strategy, over a centralised one, can be summarised as: (i) a single point of failure is removed, (ii) processing and data storage requirements can be divided between smaller, low cost distributed processors, (iii) distributed sources can join/leave the network without having to update a central coordinator, (iv) distributed sources can cooperate, while preserving data privacy and (v) the network cost can be reduced due to shorter link distances needed for only neighbour-to-neighbour communication.

Multi-agent DOPF strategies are presented in [28]–[31]. These are based on different simplifications of the DOPF problem, and different communication architectures. In [28], a convex DOPF problem is solved through iterative optimisation sub-problems distributed between microgrid agents, but a central controller is still required. Multi-agent DOPF strategies have also been presented based on dual decomposition algorithms [29] and alternating direction method of multipliers (ADMM) [30]. These strategies provide scalability since processing is divided between sparsely connected agents. However, the robustness and flexibility of a fully distributed multi-agent strategy are not provided, since each agent’s role and the communication network between them must match the underlying power network topology. Also, [29] relies on the X/R ratios of all lines being closely matched, and [30] uses the DC power flow approximation, which requires high X/R ratios. These assumptions do not necessarily hold for low voltage microgrids. For example, the X/R ratios for the benchmark LV microgrid from [32] vary from 0.0255 to 0.7028. The strategy presented in [31] is fully distributed, but is based on an ideal real power transfer model which does not consider the power network topology.

This paper proposes a multi-agent DOPF strategy for microgrids with distributed ES systems and renewable generation sources. Under the proposed control strategy, autonomous agents use local information and neighbour-to-neighbour communication over a sparse network to reach agreement on the optimal power flows that minimise power consumption, considering the capacity of the distributed ES systems and renewable sources. The proposed control strategy is based on a convex formulation of the AC microgrid DOPF problem, obtained from a d-q reference frame voltage-current model and linear power flow approximations. The convex formulation does not assume real and reactive power flows are decoupled, so line losses and voltage constraints can be explicitly considered. The convex formulation allows the DOPF problem to be divided between autonomous microgrid agents and solved using a distributed primal subgradient algorithm. Compared to the centralised optimisation problem, the agent sub-problems contain only a subset of the decision variables and constraints, and require only local ES system SoC estimates, local renewable generation predictions and limited power network information. This provides scalability, and a basis for data privacy and security between the agents (e.g. households with local PV and ES systems). Unlike existing distributed OPF methods, such as ADMM, the power network information required by each agent is independent of the communication network between them, and the agents will reach agreement as long as they are periodically connected. This has advantages in terms of flexibility and robustness to communication failures. The proposed control strategy uses a receding horizon MPC implementation, making it suitable for real-time control of a microgrid with intermittent renewable generation sources. The proposed multi-agent DOPF strategy has been integrated with low level decentralised droop control to share any power imbalance resulting from small mismatches between the agents’ decision variables. The performance of the proposed control strategy was verified for a microgrid with intermittent PV generation and lead-acid battery ES systems, using an RTDS Technologies real-time digital simulator.

The rest of this paper is organised as follows. Section II describes the principle of operation of the proposed control strategy. The convex DOPF formulation is presented in Section III. The proposed multi-agent based control strategy is developed in Section IV by dividing the DOPF problem between the microgrid agents. Real-time simulation results demonstrating the performance of the proposed control strategy are presented in Section V. Section VI concludes the paper.

II. PRINCIPLE OF OPERATION

This study considers an islanded microgrid with distributed PV and battery ES systems, interfaced with the microgrid through voltage source converters (VSC). To achieve autonomous operation, the microgrid power balance must be maintained at all times. The distributed microgrid sources operate under the standard decentralised $f - P, V - Q$ droop control, which provides load sharing between the sources without requiring time-critical communication links [33].

\[
\omega_i = \omega_i^0 - m_p (P_{vsci} - P_{vsci}^*),
V_o = V_o^* - n_q (Q_{vsci} - Q_{vsci}^*),
\]

where $\omega_i$ is the nominal microgrid frequency, $P_{vsci}$ and $Q_{vsci}$ are the real and reactive powers, $m_p$ and $n_q$ are the droop coefficients, $P_{vsci}^*$ and $Q_{vsci}^*$ are the VSC real and reactive power references and $V_o^*$ is the nominal output voltage magnitude. The generated frequency reference $\omega_i$ and voltage reference $V_o$ are sent to lower level VSC voltage and current controllers.

The proposed multi-agent DOPF strategy is introduced at a higher level, to optimise the energy flows between the battery ES systems. The microgrid has autonomous agents, which collectively have information on the microgrid power network topology, renewable generation predictions and battery SoC estimates, but each agent only has access to a subset of this information.

The multi-agent DOPF strategy is implemented using receding horizon MPC, making it suitable for real-time control. A standard selection for the DOPF sampling period in microgrids with PV generation is 5 minutes [7]. Each sampling instant, the agents obtain updated local renewable generation predictions and SoC estimates. Between sampling instants, the agents cooperatively solve the DOPF problem based on the distributed primal subgradient algorithm from [34]. At each communication sub-interval, the agents solve reduced
S be the subset of buses with PV and battery ES systems.

### III. CONVEX DYNAMIC OPTIMAL POWER FLOW

In this section, the DOPF problem is formulated based on a static synchronous d-q reference frame voltage-current model. Power flow linearisations are introduced to obtain a convex optimisation problem.

#### A. Microgrid Modelling

Consider an islanded microgrid with distributed PV and battery ES systems, RL loads and RL lines. Let \( S_{bus} = \{1, \ldots, N_{bus}\} \) be the set of microgrid buses and \( S_{batt} \subseteq S_{bus} \) be the subset of buses with PV and battery ES systems. Let \( S_{line} \) be the set of line current flow directions, where \((i,j) \in S_{line}\) and \((j,i) \in S_{line}\) if there is a line between bus \(i\) and bus \(j\). Let \( N^P_i \) be the power network neighbours of bus \(i\), where \( j \in N^P_i \) if \((i,j) \in S_{line}\). Fig. 1 shows a two bus segment of the microgrid. The microgrid state equations are given by [33],

\[
L_f \begin{bmatrix} i_{Ldi} \\ i_{Ldqj} \end{bmatrix} = -A_{Ldi} \begin{bmatrix} i_{Ldi} \\ i_{Ldqj} \end{bmatrix} + u_{odi} - v_{odi},
\]

\[
C_f \begin{bmatrix} v_{odi} \\ v_{oqi} \end{bmatrix} = -A_{ovi} \begin{bmatrix} v_{odi} \\ v_{oqi} \end{bmatrix} + \omega \begin{bmatrix} 0 \\ -\omega \end{bmatrix} C_{fj},
\]

\[
L_{c3} \begin{bmatrix} i_{odi} \\ i_{oqi} \end{bmatrix} = -A_{odi} \begin{bmatrix} i_{odi} \\ i_{oqi} \end{bmatrix} + v_{odi} - v_{oqi},
\]

\[
L_{loads} \begin{bmatrix} i_{loaddi} \\ i_{loaddqj} \end{bmatrix} = -A_{loaddi} \begin{bmatrix} i_{loaddi} \\ i_{loaddqj} \end{bmatrix} + v_{odi} - v_{oqi}, \quad i \in S_{batt},
\]

\[
L_{lines} \begin{bmatrix} v_{lineij} \\ v_{lineiqj} \end{bmatrix} = -A_{lines} \begin{bmatrix} v_{lineij} \\ v_{lineiqj} \end{bmatrix} + \omega \begin{bmatrix} 0 \\ -\omega \end{bmatrix} L_{loads},
\]

\[
A_{Ldi} = \begin{bmatrix} r_{ff} & -\omega_0 L_{ff} \\ \omega_0 L_{fj} & r_{ff} \end{bmatrix}, \quad A_{ovi} = \begin{bmatrix} 0 & -\omega_0 C_{fj} \\ \omega_0 C_{fi} & 0 \end{bmatrix},
\]

\[
A_{odi} = \begin{bmatrix} r_{cc} & -\omega_0 L_{cc} \\ \omega_0 L_{cij} & r_{cc} \end{bmatrix}, \quad A_{loaddi} = \begin{bmatrix} r_{loaddi} & -\omega_0 L_{loaddi} \\ \omega_0 L_{loaddj} & r_{loaddj} \end{bmatrix},
\]

\[
A_{lines} = \begin{bmatrix} r_{lines} & -\omega_0 L_{lines} \\ \omega_0 L_{lineiqj} & r_{lines} \end{bmatrix}.
\]

Respectively, \( (i_{Ldi}, i_{Ldqj}) \), \((i_{odi}, i_{oqi})\), \((u_{odi}, u_{oqi})\) and \((v_{odi}, v_{oqi})\) are the d-q components of the inductor current, output current, filter input voltage and output voltage of the PV and battery ES system VSC at bus \(i\). The d-q components of the voltage and load current for bus \(i\) are \( (v_{odi}, v_{oqi}) \) and \((i_{loaddi}, i_{loaddqj})\). The d-q components for the line current from bus \(i\) to bus \(j\) are \( (v_{lineij}, v_{lineiqj}) \).

The proposed DOPF strategy controls the microgrid by supplying real power, reactive power and RMS voltage references to the VSCs each sampling instant, based on SoC estimates and predictions of the PV generation. Since the DOPF strategy operates on a much slower time-scale than the microgrid voltage-current dynamics, a static voltage-current model can be used to formulate the optimisation problem.

\[
\begin{bmatrix} i_{loaddi} \\ i_{loaddqj} \end{bmatrix} = A_{loaddi}^{-1} \begin{bmatrix} v_{odi} \\ v_{oqi} \end{bmatrix}, \quad i \in S_{batt},
\]

\[
\begin{bmatrix} i_{lines} \\ i_{lineiqj} \end{bmatrix} = A_{lines}^{-1} \begin{bmatrix} v_{odi} \\ v_{oqi} \end{bmatrix} - \omega_0 L_{loads} \begin{bmatrix} i_{loaddi} \\ i_{loaddqj} \end{bmatrix}, \quad (i, j) \in S_{line},
\]

\[
\begin{bmatrix} i_{odi} \\ i_{oqi} \end{bmatrix} = \begin{bmatrix} i_{odi} \\ i_{oqi} \end{bmatrix} + \sum_{j \in N^P_j} \begin{bmatrix} i_{odi} \\ i_{oqi} \end{bmatrix}, \quad i \in S_{bus},
\]

\[
\begin{bmatrix} v_{odi} \\ v_{oqi} \end{bmatrix} = v_{odi} + i_{odi} \omega_0 L_{cij},
\]

\[
\begin{bmatrix} v_{odi} \\ v_{oqi} \end{bmatrix} = v_{odi} + A_{odi} \begin{bmatrix} i_{odi} \\ i_{oqi} \end{bmatrix},
\]

\[
\begin{bmatrix} v_{odi} \\ v_{oqi} \end{bmatrix} = v_{odi} + A_{odi} \begin{bmatrix} i_{odi} \\ i_{oqi} \end{bmatrix}, \quad i \in S_{batt}.
\]

Let \( \mathbf{v}_{bdi} = [v_{odi} \ v_{oqi} \ldots \ v_{odiN_{bus}} \ v_{oqiN_{bus}}]^T \) be the vector of microgrid bus voltages. From the static d-q voltage-current model (3), the microgrid voltages and currents can be ex-
pressed as linear functions of the bus voltages.

\[
\begin{align*}
[i_{loadi}^T & i_{loadq}^T]^T = G_{i_{loadi}} v_{bdq}, \quad i \in S_{bus}, \\
[i_{lineij}^T & i_{lineqij}^T]^T = G_{i_{lineij}} v_{bdq}, \quad (i, j) \in S_{line}, \\
[i_{Ldis}^T & i_{Lqi}^T]^T = G_{i_{Ldis}} v_{bdq}, \quad [u_{di} u_{qdi}]^T = G_{u_d} v_{bdq}, \\
[i_{Ldis}^T & i_{Lqi}^T]^T = G_{i_{Ldis}} v_{bdq}, \quad [v_{odi} v_{qodi}]^T = G_{v_d} v_{bdq}, \quad i \in S_{batt}.
\end{align*}
\]

Fig. 2 shows a typical architecture for a PV and battery ES system. The PV source and battery are interfaced through DC–DC converters to the VSC DC link. The VSC is connected to the microgrid through an LCL filter. The PV generation source is controlled to operate at its maximum power point, while the VSC is controlled using decoupled d-q voltage and current controllers to achieve the frequency and voltage references set by the droop control. The battery is operated to maintain the VSC DC link voltage, and therefore supplies the extra power required to balance the PV generation with the power exported by the VSC.

The following model is widely used for the battery SoC dynamics [10], [11], [28]–[31].

\[
SoC_i(k + 1) = SoC_i(k) - \frac{T_s}{E_{batt}} P_{batt}(k),
\]

\[
P_{batt}(k) = P_{vsci}(k) - P_{pv}(k), \quad i \in S_{batt}.
\]

\(E_{batt}\) is the battery energy capacity, \(T_s\) is the sampling period, \(P_{batt}(k)\) is the battery output power and \(P_{pv}(k)\) is the PV source output power. Note that this model does not include the limited charging and discharging efficiency of the battery.

The VSC real output power is given by,

\[
P_{vsci}(k) = i_{Ldi}^T u_{di}(k) + i_{Lqi}^T u_{qdi}(k).
\]

The following approximation for the VSC real output power is used to obtain a linear SoC model, based on a nominal operating point of \((I_{Ldi}, I_{Lqi})\) for the VSC inductor current and \((U_{di}, U_{qi})\) for the VSC filter input voltage.

\[
\bar{P}_{vsci}(k) = [I_{Ldi} I_{Lqi}] G_{u_d} v_{bdq}(k) + [U_{di} U_{qi}] G_{u_q} v_{bdq}(k) - \frac{L_{di} u_{di}}{L_{di} u_{di}} - \frac{L_{qi} u_{qdi}}{L_{qi} u_{qdi}}.
\]

Constant power loads can be included in the d-q reference frame voltage-current model using similar power flow approximations. This is described in the Appendix.

**B. Convex Dynamic Optimal Power Flow Formulation**

Let \(\tau = \{0, \ldots, N_p - 1\}\) be the optimisation prediction horizon. The inputs of the optimisation are the battery SoC estimates \(SoC_i(0)\), \(i \in S_{batt}\), and the predicted average PV generation during each sampling interval of the prediction horizon, \(P_{pv}(k)\), \(i \in S_{batt}, k \in \tau\).

In this study, the objective selected for the islanded microgrid is to minimise average power consumption, while operating the renewable generation sources at their maximum power point. Minimising power consumption can be desirable when energy supplies are limited. Conservation voltage reduction, i.e. controlling bus voltages towards the lower end of allowed limits to reduce power consumption, has been widely applied to achieve this [35]–[39]. Conservation voltage reduction is naturally provided by the DOPF strategy with a power consumption minimisation cost function.

The power consumed by the microgrid loads, VSC filters and lines, over the prediction horizon, are given by:

\[
J_{loads} = \sum_{k \in \tau} r_{loads} (i_{loads}^2(k) + i_{loadq}^2(k))
\]

\[
= \sum_{k \in \tau} r_{loads} v_{bdq}^T(k) G_{i_{loads}} v_{bdq}(k),
\]

\(J_{vsci} = \sum_{k \in \tau} r_f (i_{Ldi}^2(k) + i_{Lqi}^2(k)) + r_c (i_{odi}^2(k) + i_{qodi}^2(k))
\]

\[
= \sum_{k \in \tau} v_{bdq}^T(k) (r_f G_{i_{Ldis}} G_{i_{Ldi}}) v_{bdq}(k) + r_c G_{i_{Ldis}} G_{i_{Ldis}} v_{bdq}(k),
\]

\(J_{lineij} = \sum_{k \in \tau} r_{lineij} (i_{lineij}^2(k) + i_{lineqij}^2(k))
\]

\[
= \sum_{k \in \tau} r_{lineij} v_{bdq}^T(k) G_{i_{lineij}} G_{i_{lineij}} v_{bdq}(k).
\]

Alternative objectives can be considered depending on the microgrid. With constant power loads, power loss minimisation is a more suitable objective. In this case the \(J_{loads}\) terms would not be included in the optimisation cost function. In a microgrid with a mix of conventional generation sources and battery ES systems, it may be desirable to include battery depreciation in the cost function. This can be done using an Ah throughput model for battery lifetime degradation [40].

Let \(V_{LL}\) be the nominal microgrid line to line voltage. Standard microgrid bus voltage limits are 0.9pu to 1.1pu. This
requires that,  
\[ 0.9V_{LL} \leq \sqrt{v_{bd1}^2(k) + v_{bd2}^2(k)} \leq 1.1V_{LL}, \quad i \in S_{bus}, \; k \in \tau. \]  
(11)

Assuming nominal d-q bus voltages of \((V_{LL}, 0)\), the quadratic voltage constraints (11) can be approximated with the following box constraints,  
\[ 0.9V_{LL} \leq v_{bd1}(k) \leq 1.0954V_{LL}, \quad -0.1V_{LL} \leq v_{bd2}(k) \leq 0.1V_{LL}, \quad i \in S_{bus}, \; k \in \tau. \]  
(12)

Fig. 3 shows the limits on the RMS line to line bus voltages (11) in the d-q reference frame and the approximate box constraints (12).

The VSCs should be kept within output power limits to ensure they are not overloaded. Approximate constraints are introduced on the VSC real output powers using (7).

\[ P_{\text{vsc}}^{\text{min}} \leq P_{\text{vsc}}(k) \leq P_{\text{vsc}}^{\text{max}}, \quad i \in S_{batt}, \quad k \in \tau. \]  
(13)

Batteries suffer from significant lifetime deterioration when overcharged or undercharged [41]. Therefore, the batteries should be operated within SoC limits.

\[
\begin{bmatrix}
  \text{SoC}_{i}^{\text{min}} \\
  \vdots \\
  \text{SoC}_{i}(N_p) \\
  \vdots \\
  \text{SoC}_{i}^{\text{max}}
\end{bmatrix}
\leq
\begin{bmatrix}
  \text{SoC}_{i}^{(1)} \\
  \vdots \\
  \text{SoC}_{i}(N_p) \\
  \vdots \\
  \text{SoC}_{i}^{\text{max}}
\end{bmatrix}, \quad i \in S_{batt}.  
(14)

The battery SoC values over the prediction horizon can be expressed as affine functions of the initial SoC, the microgrid bus voltages and the PV generation, using (5) and (7).

\[
\begin{bmatrix}
  \text{SoC}_{i}(1) \\
  \vdots \\
  \text{SoC}_{i}(N_p)
\end{bmatrix}
= \begin{bmatrix}
  \text{SoC}_{i}(0) \\
  \vdots \\
  \text{SoC}_{i}(N_p)
\end{bmatrix}
+ \begin{bmatrix}
  1 & 0 & \cdots & 0 \\
  \vdots & \ddots & \vdots & \vdots \\
  0 & \cdots & 1 & 0
\end{bmatrix}
\begin{bmatrix}
  g_{\text{SoC}_{i}(0)} \\
  \vdots \\
  g_{\text{SoC}_{i}(N_p-1)}
\end{bmatrix}
+ B_{\text{SoC}_{i}} \begin{bmatrix}
  0 & 0 & \cdots & 0 \\
  \vdots & \ddots & \vdots & \vdots \\
  0 & \cdots & 0 & 0
\end{bmatrix}
\begin{bmatrix}
  v_{bdq}(0) \\
  \vdots \\
  v_{bdq}(N_p-1)
\end{bmatrix}.
(15)

The current flowing into each bus must be zero at each time interval to maintain the microgrid power balance. For buses with a battery ES system, any mismatch in the line and load currents will be reflected in the ES system output power. The following constraints must be introduced for buses without an ES system.

\[
(\sum_{j \in N_i^p} G_{i,\text{lineij}} v_{bdq}(k)) = 0, \quad i \in S_{bus}, \quad i \notin S_{batt}, \quad k \in \tau.  
(16)

Combining the power consumption functions (8), (9), (10) and constraints (12), (13), (14), (16), the centralised microgrid DOPF problem can be formulated as a convex quadratic program (QP). Let the vector of decision variables be \(x \in \mathbb{R}^m, \quad m = 2N_{\text{bus}}N_{p}\), the d-q reference frame bus voltages over the optimisation prediction horizon, i.e. \(x = [v_{bdq}^T(0) \cdots v_{bdq}^T(N_p - 1)]^T\). The DOPF problem is given by,

\[
\begin{align*}
\min_{x \in \mathbb{R}^m} & \quad \sum_{i \in S_{bus}} J_{\text{loadi}} + \sum_{i \in S_{batt}} J_{\text{vsci}} + \sum_{(i,j) \in S_{\text{line}}} \frac{1}{2} J_{\text{lineij}} \\
\text{subject to} & \quad (12), (13), (14), (16).  
(17)
\end{align*}
\]

IV. MULTI-AGENT DOPF STRATEGY

Consider autonomous microgrid agents \(V = \{1, \ldots, N_{agt}\}\) that cooperatively solve the DOPF using limited power network information and neighbour-to-neighbour communication.

The agents are connected by a sparse communication network, and share information at sub-intervals between the MPC sampling instants. The communication network is represented by a directed graph \(G(V, E_{\kappa})\), with edges \(E_{\kappa}\) during sub-interval \(\kappa\). An edge \((a, b) \in E_{\kappa}\) if there is a communication link allowing information to flow from agent \(a\) to agent \(b\). Let \(N_{\kappa}(b)\) the neighbours of agent \(b\), where \(b \in N_{\kappa}(b)\) if \((b, a) \in E_{\kappa}\). The graph’s weighted adjacency matrix is given by \(A_{\kappa} = [w_{ab}(\kappa)] \in \mathbb{R}^{N_{\text{vert}} \times N_{\text{vert}}}\). The adjacency matrix diagonals \(w_{ab}(\kappa) = 1 - \sum_{k \in N_{\kappa}(b)} w_{ab}(\kappa)\), and for \(a \neq b\), link weight \(w_{ab}(\kappa) > 0\) if \((b, a) \in E_{\kappa}\) and \(w_{ab}(\kappa) = 0\) otherwise.

Under the following communication network conditions, the DOPF problem (17) can be divided between the autonomous agents and solved using the distributed primal subgradient algorithm from [34].

1) Non-Degeneracy: There exists \(\beta > 0\) such that \(w_{ab}(\kappa) = 1 - \sum_{k \in N_{\kappa}(b)} w_{ab}(\kappa) \geq \beta\), and \(w_{ab}(\kappa) \in \{0\} \cup [\beta, 1]\), \(a \neq b\), for all \(k \geq 0\).

2) Balanced Communication: \(\sum_{a=1}^{N_{\text{verts}}} w_{ab}(\kappa) = 1\) and \(\sum_{b=1}^{N_{\text{verts}}} w_{ab}(\kappa) = 1\), for all \(k \geq 0\).

3) Periodic Strong Connectivity: There is a positive integer \(B\) such that the graph \((V, \bigcup_{k=0}^{B-1} E_{(k0)})\) is strongly connected for all \(k0 \geq 0\).

Each agent has access to a limited amount of power network information. Let each agent \(a \in V\) be assigned a subset of the PV and battery ES systems, \(S_{\text{batt}}[a] \subseteq S_{\text{batt}}\), buses \(S_{\text{bus}}[a] \subseteq S_{\text{bus}}\), and line current flow directions, \(S_{\text{line}}[a] \subseteq S_{\text{line}}\). The PV and battery ES systems are assigned such that \(\cup_{a \in V} S_{\text{batt}}[a] = S_{\text{batt}}\). The buses assigned to agent \(a\) include those with the assigned PV and battery ES systems, \(S_{\text{batt}}[a] \supseteq \{i | i \in S_{\text{batt}}\}\). All buses must be assigned to at least one agent, i.e. \(\cup_{a \in V} S_{\text{batt}}[a] = S_{\text{batt}}\). The agents are assigned the line current flow directions that have one of their assigned buses as its origin, \(S_{\text{line}}[a] \supseteq \{(i, j) | i \in S_{\text{batt}}[a] \land (i, j) \in S_{\text{line}}\}\).

The information available to each agent depends on the PV and battery ES systems, buses, and line current flow directions assigned to it. For each PV and battery ES system \(i \in S_{\text{batt}}\), the agent has access to the VSC filter impedances \(A_{Lt_i}, A_{vt_i}, A_{ht_i}\), the current battery SoC estimates \(S_{\text{SoC}}(i, 0)\) and PV generation predictions \(P_{pr}(k), k \in \tau\). For each assigned bus \(i \in S_{\text{bus}}[a]\), the agent has access to the load impedances \(A_{lt_{i\text{load}}}[a]\). For each assigned line current flow direction \((i, j) \in S_{\text{line}}[a]\), the agent has access to the line impedances \(A_{li_{\text{line}}}[a]\).
The DOPF cost function is divided between the agents based on their available power network information.

\[ J[a] = \sum_{i \in S_{bus}^a} J_{load}^a + \sum_{i \in S_{batt}^a} J_{batt}^a + \sum_{(i,j) \in S_{line}^a} \frac{1}{2} J_{line}^a. \]  

\( J_{load}^a, J_{batt}^a, J_{line}^a \) are the number of agents each PV and battery ES system, bus and line current flow direction are respectively assigned to.

Each agent is also assigned a subset of the DOPF constraints. The convex constraint set for agent \( a \) is given by \( X[a] = \{ x \in \mathbb{R}^m \} \) \((19), (20), (21), (22)\).

0.9\( V_{LL} \leq v_{bd}(k) \leq 1.0954V_{LL}, \)  
\[-0.1V_{LL} \leq v_{bg}(k) \leq 0.1V_{LL}, \]  
\( i \in S_{bus}^a \cup N_P^a, k \in \tau, \)  
\( p_{usc}^a \leq P_{usc}(k) \leq p_{usc}^{\max}, \)  
\( i \in S_{batt}^a \cup N_P^a, k \in \tau, \)  
\[ A_i \sum_{j \in N_{i}} \left| \begin{array}{c} v_{bd}(j) \\ v_{bg}(j) \end{array} \right| - \left| \begin{array}{c} v_{bd}(k) \\ v_{bg}(k) \end{array} \right| = 0, \]  
\( i \in S_{batt}^a, \)  
\( v \leq \text{SoC}(1), \)  
\( v \leq \text{SoC}(N_p), \)  
\( \text{SoC}_{\min} \leq v \leq \text{SoC}_{\max}, \)  
\( i \in S_{batt}^a. \)  

The sum of the individual agent cost functions are equal to the centralised DOPF problem cost function, and the intersection of the agent constraint sets include all of the DOPF problem constraints. Therefore, the central microgrid DOPF problem (17) is equivalent to the following separable convex QP.

\[
\begin{align*}
\text{minimise} & \quad \sum_{a \in \mathcal{A}} J[a] \\
\text{subject to} & \quad x \in \bigcap_{a \in \mathcal{A}} X[a].
\end{align*}
\]

Due to the sparse nature of power networks, only some of the microgrid bus voltages are relevant to each agent’s cost function and constraint set. The number of decision variables for agent \( a \) is given by \( n[a] = 2|S_{bus}^a| + \sum_{i \in S_{batt}^a} N_i^a|N_p| \), the number of d-q voltages over the prediction horizon for the buses assigned to the agent and those buses’ neighbours.

A reduced decision vector for agent \( a \) can be obtained from a linear mapping \( \mathcal{M}[a] : \mathbb{R}^m \rightarrow \mathbb{R}^{n[a]}, \tilde{x}[a] = \mathcal{M}[a](x[a]). \) A reverse map is also defined for each agent, \( \mathcal{M}^{-1}[a] : \mathbb{R}^{n[a]} \times \mathbb{R}^m \rightarrow \mathbb{R}^m \), \( x[a] = \mathcal{M}^{-1}[a](\tilde{x}[a], v[a]) \) which maps the elements of a reduced decision vector \( \tilde{x}[a] \in \mathbb{R}^{n[a]} \) back onto a full size decision vector \( x[a] \in \mathbb{R}^m \), and takes the remaining elements from \( v[a] \in \mathbb{R}^m. \)

For each agent \( a \in \mathcal{A} \), an appropriate cost function \( J[a] : \mathbb{R}^{n[a]} \rightarrow \mathbb{R} \) is chosen such that \( J[a](\tilde{x}(a)) = J[a](\tilde{x}[a], v[a]) \) \( \in \mathbb{R}^m \) and constraint set \( X[a] = \{ x[a] \in \mathbb{R}^m \} \) \((19), (20), (21), (22)\).

The distributed primal subgradient algorithm from [34] is used to solve the multi-agent DOPF problem. The algorithm has been modified to use the sparse structure of the power network so that each agent solves reduced size optimisation sub-problems.

Each agent maintains a local estimate of the full microgrid decision vector \( x[a] \) and initialises it so that \( x[a](0) \in X[a]. \)

At each communication sub-interval, \( \kappa \geq 0, \) the agents share their decision vectors with their neighbours and take a convex combination,

\[
\tilde{v}[a](\kappa) = \sum_{b \in N_a \cup \mathcal{A}} w_{ab}(\kappa) x[b](\kappa), \quad \kappa \geq 0.
\]

The convex combination of decision vectors is reduced to the elements relevant to the agent sub-problem using the linear map,

\[
\tilde{v}[a](\kappa) = \mathcal{M}[a](\tilde{v}[a](\kappa)).
\]

Each agent then updates their reduced size local decision vector by making a subgradient step from the convex combination to reduce their local cost function and projecting the result onto their local constraint set \( X[a]. \)

\[
\tilde{x}[a](\kappa + 1) = P_{\tilde{x}[a]}(\tilde{x}[a](\kappa) - \kappa \nabla J[a](\tilde{v}[a](\kappa))).
\]

Since each agent’s local cost function \( J[a] \) and constraint set \( X[a] \) are independent of decision variables in \( x[a] \) that are not in \( x[a], \) the proof of convergence from [34] is valid for the modified algorithm. Therefore, the local agent decision vectors approach the optimal solution \( x^* \) of the centralised DOPF problem (17), \( \lim_{\kappa \rightarrow \infty} |x[a](\kappa) - x^*| = 0, \forall a \in \mathcal{A}. \)

Each agent solves the projection problem (26) using the following convex QP.

\[
\text{minimise} \quad \| x[a](\kappa + 1) - \tilde{v}[a](\kappa) + \kappa \nabla J[a](\tilde{v}[a](\kappa)) \|_2^2
\]

\text{subject to} \quad x[a](\kappa + 1) \in X[a].

The proposed multi-agent DOPF strategy is implemented using receding horizon MPC. At each optimisation sampling instant, the microgrid agents obtain estimates of their local battery SoC and predictions of the average renewable generation for each interval of the prediction horizon. Under the distributed primal subgradient algorithm, the agents iteratively solve their local projection problems and combine their local decision vector estimates so that they cooperatively converge towards a solution to the microgrid DOPF problem. After the number of communication sub-intervals allowed by the duration of the MPC sampling period, the agents collected with PV and battery ES systems generate a local VSC real power reference, reactive power reference and nominal output.
voltage magnitude for the first interval of the prediction horizon by solving,

\[ P^{*}_{\text{vsc}}(0) = u_{di}^{[a]}(0) + u_{qi}^{[a]}(0), \]

\[ Q^{*}_{\text{vsc}}(0) = u_{di}^{[a]}(0) - u_{qi}^{[a]}(0), \]

\[ V^{*}_{\text{vsc}}(0) = \sqrt{v_{odi}^{[a]}(0)^2 + v_{oqi}^{[a]}(0)^2}. \]  

The agents send the references to the lower level droop controllers of their PV and battery ES system VSCs. At the next optimisation sampling instant, the prediction horizon is incremented by a step, and new references are obtained using the updated SoC estimates and renewable generation predictions.

V. RESULTS

To verify the performance of the proposed multi-agent DOPF strategy, real-time simulations were carried out for the European residential benchmark low voltage microgrid from [32]. As shown in Fig. 4, the microgrid is islanded from the main grid, and has five PV and battery ES systems and nine buses. The microgrid has five 50Ω loads (5 × 3.44kW nominal load).

Two case studies were carried out: (a) the microgrid operating under the centralised DOPF strategy, and (b) the microgrid operating under the multi-agent DOPF strategy. For the multi-agent case study, there are nine agents, each associated with one of the microgrid buses. The agent information boundaries are shown in Fig. 4. The microgrid agents are fully connected by a communication network, i.e. there are links allowing neighbour-to-neighbour communication between all of the agents. To demonstrate the robustness of the proposed multi-agent control strategy to communication failures, each communication link is given a 5% chance of failure at each communication sub-interval, representing packet losses.

The simulations were completed using an RTDS Technologies real-time digital simulator, with switching converter models and nonlinear battery models from [42]. The use of switching converter models and battery models capturing the fast and slow time-scale battery voltage and SoC dynamics allows the proper interaction between the different microgrid control levels to be verified.

The real-time simulation parameters are provided in Table I. Each PV and battery ES system has a 5kW PV generation source and a 20kWh 416V lead-acid battery. The PV generation source maximum power point was calculated based on irradiance and temperature data with one minute resolution from the NREL Baseline Measurement Station in Colorado. Data was taken from 8am to 4pm for July 1st to July 5th, 2015, and each day’s data was used for one of the five PV sources.

The centralised and multi-agent DOPF MPC strategies were formulated with 5 minute sampling periods (like the centralised DOPF strategy in [7]), so they could respond to changes in PV generation. A prediction horizon of 15 minutes (3 sampling intervals) was used, based on the expected...
availability of PV predictions from sky imaging sensors [43]. It is assumed that agents that are assigned PV and battery ES systems have access to accurate estimates the battery SoC and the average PV generation for each interval of the prediction horizon.

Table II compares the size of the central DOPF problem to the sizes of the agent sub-problems. The centralised DOPF problem has 54 decision variables and 192 constraints (treating each affine equality constraint as two inequalities). For the multi-agent DOPF strategy, the agent sub-problems have at most 24 decision variables and 54 constraints. The reduced number of decision variables and constraints limits the processing infrastructure and information required by each agent, improving scalability.

IBM’s CPLEX solver in MATLAB was used to solve the QP projection problems for the multi-agent DOPF strategy (with the microgrid agents implemented virtually on a single computer). The average solution time for the centralised optimisation problem is 0.0282s on an Intel Core i7-4770 CPU. The average solution time for the agent projection problems is 0.0078s. The distributed primal subgradient algorithm was implemented with 500 communication sub-intervals between each MPC sampling instant. This requires $500 \times 0.0078 = 3.9$ seconds (1.3% of the 5 minute MPC sampling period), leaving time for communication delays and overheads. The step-size was chosen as $\alpha(\kappa) = 0.01$, which satisfies (28). TCP/IP communication over an Ethernet network was used between the computer running the MPC strategy and the real-time digital simulator, which simulates the microgrid and the lower level converter controllers.

Fig. 6. Battery SoC levels.

Fig. 7. Battery output powers.

Fig. 8. VSC real output powers.
Fig. 5 shows the intermittent generation of the five PV sources operating under maximum power point tracking.

Under the centralised and multi-agent DOPF strategies, the VSC output voltage references are updated every 5 minutes, with the goal of minimising power consumption within power quality and device operating limits. The batteries charge/discharge as required to balance the difference between the PV generation and the real power exported to the microgrid. The batteries begin with SoC levels between the limits of 40% and 100%, as shown in Fig. 6(a) and Fig. 6(b). The battery output powers for the centralised and multi-agent DOPF strategies are shown in Fig. 7(a) and Fig. 7(b). Fig. 8(a) and Fig. 8(b) show the real power exported to the microgrid. Fig. 9(a) and Fig. 9(b) show the reactive power exported to the microgrid.

Fig. 6(a) shows that under the centralised DOPF strategy, the minimum SoC level reached by any of the batteries is 38.9%, and the maximum SoC is 102.2%. These slight violations of SoC limits of 40% to 100% are caused by the linear power flow approximations, and the 5 minute sampling period. Under the multi-agent DOPF strategy, the limited number of communication sub-intervals means the central solution is not fully reached, causing larger SoC constraint violations. As shown in Fig. 6(b), the SoC levels of the batteries vary between 37.9%, and 102.3%.

Battery utilisation can also be compared using energy throughput i.e. the total energy discharged from the batteries. The combined energy throughput of the batteries is 50.85kWh under the centralised DOPF strategy and 50.67kWh under the multi-agent DOPF strategy.
Under both the centralised and multi-agent DOPF strategies, the VSC output voltages remain near the lower limit of 0.9pu, which reduces power consumption since the microgrid load is primarily resistive. The VSC output voltages are shown in Fig. 10(a) and Fig. 10(b). Fig. 11(a) and Fig. 11(b) show the VSC frequencies under the primary droop control strategy.

The multi-agent DOPF strategy provides VSC references that are further from an exact power balance, causing a reduction in power quality. This can be quantified in terms of the mean deviations of the VSC output voltages and frequencies from their nominal values. The mean VSC output voltage deviation is 1.66V (0.0040pu) under the centralised DOPF strategy and 2.64V (0.0064pu) under the multi-agent DOPF strategy. The mean frequency deviation is $4.8 \times 10^{-5}$Hz under the centralised DOPF strategy and $9.4 \times 10^{-4}$Hz under the multi-agent DOPF strategy.

The multi-agent DOPF strategy also provides slightly suboptimal performance in terms of the power consumption minimisation objective, but is able to approach the performance of the centralised optimisation. The average microgrid power consumption is 15.49kW under the centralised DOPF strategy, and 15.51kW (0.13% higher) under the multi-agent DOPF strategy.

### VI. Conclusion

A multi-agent DOPF strategy has been presented for microgrids with distributed ES systems. This removes the need for a central energy management system, providing a scalable solution for future power networks, which are expected to include many small distributed renewable sources and ES systems. The information required by each agent is independent of the communication network topology, providing increased flexibility and robustness. The performance of the proposed control strategy was verified using an RTDS real-time digital simulator, showing the proper interaction between the multi-agent MPC implementation and the low level converter controllers.

### APPENDIX

Constant power loads can also be included in the static synchronous d-q reference frame voltage-current model. Consider a load at bus $i$ with real and reactive power components,

\[
P_{loadi} = v_{bdi}i_{loaddi} + v_{bqi}i_{loadqi}\]
\[
Q_{loadi} = v_{bdi}i_{loadqi} - v_{bqi}i_{loaddi}
\]

In this case, the load current d-q components are given by,

\[
i_{loaddi} = \frac{v_{bdi}P_{loadi} - v_{bqi}Q_{loadi}}{v_{bdi}^2 + v_{bqi}^2},
\]
\[
i_{loadqi} = \frac{v_{bqi}P_{loadi} + v_{bdi}Q_{loadi}}{v_{bdi}^2 + v_{bqi}^2}.
\]

Power flow linearisations are introduced to maintain a convex formulation of the DOPF problem. Let the d-q components of the nominal operating voltage at bus $i$ be $(V_{bdi}, V_{bqi})$.

The following affine approximations for the load current d-q components are obtained.

\[
i_{loaddi} \approx \left[ P_{loadi}(V_{bqi}^2 - V_{bdi}^2) + 2Q_{loadi}V_{bdi}V_{bqi} \right] v_{bdi} + \frac{Q_{loadi}(V_{bqi}^2 - V_{bdi}^2) - 2P_{loadi}V_{bdi}V_{bqi}}{(V_{bdi}^2 + V_{bqi}^2)^2} v_{bqi} + 2(P_{loadi}V_{bdi} - Q_{loadi}V_{bqi}) \right] v_{bdi},
\]
\[
i_{loadqi} \approx \left[ Q_{loadi}(V_{bqi}^2 - V_{bdi}^2) - 2P_{loadi}V_{bdi}V_{bqi} \right] v_{bdi} + \frac{P_{loadi}(V_{bqi}^2 - V_{bdi}^2) - 2Q_{loadi}V_{bdi}V_{bqi}}{(V_{bdi}^2 + V_{bqi}^2)^2} v_{bqi} + 2(P_{loadi}V_{bqi} + Q_{loadi}V_{bdi}) \right] v_{bdi}.
\]

The linear functions for the microgrid voltages and currents from (4) become affine functions of the microgrid bus voltages.
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