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Abstract—3-D vector flow imaging is simulated with a 1024 element matrix array and vessels aligned with the \( x \) and \( y \)-axes. Parabolic flow profiles with a peak velocity of 0.5 m/s are simulated with an interleaved synthetic aperture sequence with 5 emissions at a pulse repetition frequency of 15 kHz. Two-peak receive apodizations are used to induce transverse oscillations (TO) in the \( x \) and \( y \)-directions, and a directional TO velocity estimator based on cross-correlation is used to estimate the 3 velocity components. The relative mean bias and relative mean standard deviation are calculated for each velocity component and the velocity magnitude. For the vessel aligned with the \( x \)-axis, the bias of the \( x \)-component is -10.1%, and for the vessel aligned with the \( y \)-axis, the bias of the \( y \)-component is -2.04%. Relative mean standard deviations of the \( x \) and \( y \)-components are in the range 10% to 17% and below 3.2% for the \( z \)-component.

I. INTRODUCTION

3-D vector flow imaging (VFI) is needed to capture the full dynamics of the blood flow. Previously, several approaches to 3-D VFI have been presented [1]. These include methods using multiple probes [2]–[4], matrix probes [5]–[7], and row-column addressed probes [8]. Approaches using multiple probes are typically unable to cover full volumes at real-time frame rates and require accurate registration of the probes’ relative positions.

Matrix probes allow the beam to be steered electronically in any direction [9]. In [5], a 1024 element matrix probe was used with a single plane wave emission limiting the insonified volume due to the small aperture. Holbek et al. [6] made line-by-line 3-D VFI in a single plane using the same probe, and volumetric VFI was not made. Wigen et al. [7] used a different probe with in-handle subaperture processing limiting the steering angle due to the appearance of grating lobes. Steered plane waves were emitted and the velocities were estimated within each insonified region from each steering direction. ECG-gating was used to combine velocity estimates from 5 heart-cycles into a single 3-D VFI volume or a thick slice. While row-column addressed probes show promising results [8], \textit{in-vivo} 3-D VFI remains to be shown.

In this paper, a 3-D VFI method with a matrix array is presented based on transverse oscillations [10] combined with directional beamforming [11], synthetic aperture (SA) imaging [12], and a combination of emission sequence and velocity estimator that extends the upper limit on velocities that can be estimated [13]. SA techniques allow velocities to be estimated in the entire insonified volume on every emission removing the need for ECG-gating. Using defocused or focused waves with low F-numbers (as opposed to plane waves) expands the insonified volume to cover a pyramidal volume rather than a box-shaped volume.

Section II presents the methods and performance metrics used, Section III gives details of the simulations made, and Section IV presents the results. Section V discusses the results, and Section VI concludes the paper.

II. METHODS

This section describes the acquisition sequence, the velocity estimator, and the performance metrics.

A. Acquisition Sequence and Velocity Estimator

The principles of the acquisition sequence and processing are illustrated in Fig. 1. A base synthetic aperture (SA) sequence is repeated indefinitely, and sequence instances \( i \) and \( i + 1 \) (\( i \) is odd) are interleaved such that emission 1 of sequence instance 1 is followed by emission 1 of sequence instance 2, which is then followed by emission 2 of sequence instance 1 and emission 2 of sequence instance 2, etc. For illustration purposes, Fig. 1 shows a sequence with only 2 emissions. Each emission results in a set of low-resolution lines called a low-resolution volume (LRV), and the LRVs from sequence instance \( i \) are summed to form a high-resolution volume (HRV). The HRVs of sequence instances \( i \) and \( i + 1 \) (\( i \) odd) are correlated with each other to find the signal’s spatial shift. A number of correlation functions are averaged to find a velocity estimate.

For each point in which the velocity should be estimated, three sets of lines are beamformed in each LRV, one set for each cardinal direction. For the \( x \) and \( y \)-directions, a set of directional lines are beamformed in the respective direction, centered around the estimation point, and spanning a pulse length axially. Two-peak Hanning apodizations are used to induce transverse oscillations [10] in the respective directions. The receive apodizations are shown in Fig. 2(a) for the \( x \)-direction and Fig. 2(b) for the \( y \)-direction. These lines are used in a directional transverse oscillation velocity estimator, where the axial oscillation is removed from the signal before correlation [13]. Each line in HRV \( i \) is correlated with the corresponding line in HRV \( i + 1 \) and the resulting correlation functions are averaged (\( i \) odd). This results in averaging across the pulse length. Additionally, the correlation...
functions from a number of HRVs are averaged producing temporal averaging. The peak of the mean correlation function is found and parabolic interpolation is used to attain sub-sample precision. The resulting estimate of the signal’s spatial shift is multiplied by \( f_{prf} \) to estimate the velocity component. For the \( z \)-direction, the lines are oriented along the \( z \)-axis, and the processing is the same, except for the removal of the axial oscillation.

The HRVs are separated in time by only \( T_{prf} = 1/f_{prf} \), where \( f_{prf} \) is the pulse repetition frequency. This raises the upper limit on velocities that can be estimated [13], [14] while allowing longer sequences to be used to reduce side-lobes for improved precision. Since the interleaved sequence is repeated indefinitely, continuous data is provided, which allows very low velocities to be estimated from the same data set.

B. Performance Metrics

The performance metrics consider the velocity components individually as well as the velocity magnitude. Averaging over a number, \( N_{avg} \), of velocity estimates, the mean velocity in sample \( s \) is \( \bar{v}(s) \). The error to the true magnitude \( v_t(s) \) is

\[
B(s) = \bar{v}(s) - v_t(s).
\]

The performance measures are the component-wise relative mean velocity bias \( \bar{B}_v \) and the relative mean velocity standard deviation \( \bar{\sigma}_v \) as

\[
\bar{B}_v = \frac{1}{v_0 N_s} \sum_{s=1}^{N_s} B(s)
\]

and

\[
\bar{\sigma}_v = \frac{1}{v_0} \left( \frac{1}{N_s - 1} \sum_{s=1}^{N_s} \sigma(\bar{v}(s))^2 \right)^{1/2},
\]

where \( v_0 \) is the peak velocity in the vessel and \( N_s \) is the number of discrete samples inside the vessel lumen.

III. SIMULATIONS

Field II Pro [15]–[17] simulations of a matrix array and a vessel with a parabolic flow profile were made. Two vessel orientations were simulated: parallel to the \( x \)-axis and parallel to the \( y \)-axis. The simulation parameters are given in Table I.

The simulated matrix array was the same as in [6], [18] and consisted of 4 blocks of \( 8 \times 32 \) elements separated by a 1-element pitch. This is illustrated in Fig. 2 that also shows the two-peak apodizations used in receive.

800 emissions were simulated for each vessel orientation. Recursive SA imaging [19] was used to produce 396 pairs of 2 high-resolution images. Each pair was correlated with each other, and the correlation functions of 16 pairs were averaged to create one estimated velocity profile as described in Section II-A. A total of 24 estimated velocity profiles were produced, and the performance metrics were calculated across these. Performance metrics were calculated only on the estimates inside the vessel boundary.
Table II shows the relative mean velocity bias and standard deviation for both vessel orientations for all velocity components and the velocity magnitude. A bias of -10.1% is found for the \( v_x \) component with flow in the \( x \)-direction, while it is only -2.04% for the \( v_y \) component with flow in the \( y \)-direction. The relative mean standard deviations are higher for the \( x \)- and \( y \)-directions (10% to 17%) than for the \( z \)-direction (≤ 3.2%). The bias of the velocity magnitude is -4.2% for the vessel in the \( x \)-direction and -1.53% for the vessel in the \( y \)-direction. Relative mean standard deviations of the velocity magnitude are similar to those of the component in the flow direction.

IV. RESULTS

The bias of the estimates in the flow direction are higher in the \( x \)-direction than in the \( y \)-direction (−10.1% vs −2.04%). At the same time, a small parabolic profile is seen for the \( z \)-component for flow in the \( x \)-direction, while all other components orthogonal to the flow are zero as expected. Going from the estimated velocity component in the flow direction to the velocity magnitude, the bias in the \( x \)-direction was reduced by 58% from −10.1% to −4.2%, while the bias in the \( y \)-direction reduced 25% from −2.04% to −1.53%. The gaps in the transducer array in the \( x \)-direction result in artefacts in the transmitted field, which give rise to grating lobes and cause deviations from the assumed spherical delay model in the beamforming. It is hypothesized that this may cause some of the signal to appear to move in the \( z \)-direction (the observed small parabolic profile), effectively changing the observed flow from purely lateral to having a small axial component. Further investigations are needed to confirm or reject this hypothesis.

V. DISCUSSION

The bias of the estimates in the flow direction are higher in the \( x \)-direction than in the \( y \)-direction (−10.1% vs −2.04%). At the same time, a small parabolic profile is seen for the \( z \)-component for flow in the \( x \)-direction, while all other components orthogonal to the flow are zero as expected. Going from the estimated velocity component in the flow direction to the velocity magnitude, the bias in the \( x \)-direction was reduced by 58% from −10.1% to −4.2%, while the bias in the \( y \)-direction reduced 25% from −2.04% to −1.53%. The gaps in the transducer array in the \( x \)-direction result in artefacts in the transmitted field, which give rise to grating lobes and cause deviations from the assumed spherical delay model in the beamforming. It is hypothesized that this may cause some of the signal to appear to move in the \( z \)-direction (the observed small parabolic profile), effectively changing the observed flow from purely lateral to having a small axial component. Further investigations are needed to confirm or reject this hypothesis.

VI. CONCLUSION

A 3-D vector flow imaging method using a matrix transducer array and a directional transverse oscillations synthetic aperture velocity estimator was presented. Simulations show a relative mean bias of −10.1% of the \( x \)-component with parabolic flow in the \( x \)-direction and −2.04% of the \( y \)-component with parabolic flow in the \( y \)-direction. Relative mean standard deviations are in the range 10% to 17% for the \( x \)- and \( y \)-components and < 3.2% for the \( z \)-component. This shows that 3-D VFI can be made with the proposed method.
Fig. 3. Estimated velocity components for the vessel in the $x$-direction (a), (c), and (e) and the $y$-direction (b), (d), and (f).