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Objectives: The aim of this study was to compare listening effort, as estimated via pupillary response, during a speech-in-noise test in bone-anchored hearing system (BAHS) users wearing three different sound processors. The three processors, Ponto Pro (PP), Ponto 3 (P3), and Ponto 3 SuperPower (P3SP), differ in terms of maximum force output (MFO) and MFO algorithm. The hypothesis was that listeners would allocate lower listening effort with the P3SP than with the PP, as a consequence of a higher MFO and, hence, fewer saturation artifacts in the signal.

Design: Pupil dilations were recorded in 21 BAHS users with a conductive or mixed hearing loss, during a speech-in-noise test performed at positive signal-to-noise ratios (SNRs), where the speech and noise levels were individually adjusted to lead to 95% correct intelligibility with the PP. The listeners had to listen to a sentence in noise, retain it for 3 seconds and then repeat it, while an eye-tracking camera recorded their pupil dilation. The three sound processors were tested in random order with a single-blinded experimental design. Two conditions were performed at the same SNR: Condition 1, where the speech level was designed to saturate the PP but not the P3SP, and condition 2, where the overall sound level was decreased relative to condition 1 to reduce saturation artifacts.

Results: The P3SP led to higher speech intelligibility than the PP in both conditions, while the performance with the P3 did not differ from the performance with the PP and the P3SP. Pupil dilations were analyzed in terms of both peak pupil dilation (PPD) and overall pupil dilation via growth curve analysis (GCA). In condition 1, a significantly lower PPD, indicating a decrease in listening effort, was obtained with the P3SP relative to the PP. The PPD obtained with the P3 did not differ from the PPD obtained with the other two sound processors. In condition 2, no difference in PPD was observed across the three processors. The GCA revealed that the overall pupil dilation was significantly lower, in both conditions, with both the P3SP and the P3 relative to the PP, and, in condition 1, also with the P3SP relative to the P3.

Conclusions: The overall effort to process a moderate to loud speech signal was significantly reduced by using a sound processor with a higher MFO (P3SP and P3), as a consequence of fewer saturation artifacts. These findings suggest that sound processors with a higher MFO may help BAHS users in their everyday listening scenarios, in particular in noisy environments, by improving sound quality and, thus, decreasing the amount of cognitive resources utilized to process incoming speech signals.
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INTRODUCTION

Speech intelligibility in complex listening scenarios can be challenging, especially in the presence of multiple talkers in a noisy environment. For some listeners, understanding speech in such a scenario is not only demanding, but it can also be exhausting. The concepts of fatigue, cognitive load, and listening effort have received increased attention in the past years (Pichora-Fuller & Kramer 2016; Pichora-Fuller et al. 2016), as it has become clear that the interplay between auditory and cognitive factors has a central role in everyday listening environments. According to the framework for understanding effortful listening (FUEL; Pichora-Fuller et al. 2016), listening effort is defined as the deliberate allocation of mental resources to overcome obstacles in goal pursuit when carrying out a listening task. The need to consider listening effort when evaluating a listening situation has become of great importance, especially because physiological measures of effort, such as pupillometry, have been shown to provide additional information beyond behavioral performance (Zekveld et al. 2010; Wendt et al. 2017; Ohlenforst et al. 2018). Hence, considering both perceptual and cognitive factors during listening tasks can provide a powerful framework to observe complementary aspects of effortful listening.

It has been shown that people with hearing loss experience greater effort than normal-hearing (NH) listeners while performing a speech intelligibility task (Hick and Tharpe 2002; Hornsby 2013). Additionally, they seem to allocate cognitive resources differently than NH listeners, with a more prolonged and sustained effort as a function of signal-to-noise ratio (SNR) (Zekveld et al. 2011; Ohlenforst et al. 2017). Hearing-assistive devices can help people with hearing loss face every-day listening situations by means of amplification and advanced signal processing designed to reduce background noise and enhance the target speech signal. Indeed, a reduction in listening effort has been observed in listeners wearing hearing aids relative to the unaided condition (Downs...
While amplification and noise reduction algorithms in hearing aids were shown to reduce listening effort in people with hearing loss (Wendt et al. 2017; Ohlenforst et al. 2018), the effect of signal processing on listening effort with bone-anchored hearing systems (BAHS) has not yet been fully investigated. One previous study (Lunner et al. 2016) reported how the ability to recall words increased in patients with BAHS fitted on an abutment (percutaneous direct-drive device; Reinfeldt et al. (2015)) relative to the softband (skin-drive device). When the sound signal was transmitted directly to the bone via an abutment without skin dampening (i.e., direct drive), the listeners’ recall ability increased. Because working memory has a limited capacity (Wingfield 2016), a trade-off occurs between resources allocated for processing the signal versus storing information. Thus, the findings of Lunner et al. (2016) suggest that the ability to remember words increased as a consequence of fewer cognitive resources being allocated to process speech with the direct-drive solution. It was hypothesized that the resources allocated to process speech decreased as a consequence of the higher signal quality and less distortions in the signal delivered via the direct-drive solution. This interpretation is in agreement with the evidence on hearing aids, where a relationship was also shown between working memory capacity and alterations of the speech signal due to hearing aid signal processing (Souza et al. 2015). However, to the knowledge of the authors, no study up to date has objectively investigated the link between signal fidelity and listening effort in BAHS users.

All BAHS have a low maximum force output (MFO), which is typically well below the listeners’ loudness uncomfort-able level (Zwartenkot et al. 2014). The maximum output of a modern bone anchored sound processor is controlled by signal processing and implemented as a limiting compressor (Lunner et al. 1997) that quickly attenuates the output signal in the frequency band where the MFO is reached, such that the physical saturation of the transducer never occurs. When the output signal reaches the MFO, the high compression ratio will introduce some artifacts, which may affect intelligibility and listening effort. These saturation artifacts in the signal are similar to those introduced by any general compression system (Souza et al. 2015) and were shown to affect speech perception for hearing aid users (Dreschler 1988). However, the artifacts introduced by a limiting compressor are typically stronger due to the high compression ratio and fast attack times. Algorithms for managing the MFO can differ and can be implemented as a single-channel or multi-channel system, similarly as for other compression systems. The exact input level at which these artifacts appear not only depends on the MFO of the device, but also on the gain prescribed and, thus, on the patient’s hearing loss. In BAHS, this may happen already at normal speech levels for broadband signals in patients with mixed hearing losses (Zwart-enkot et al. 2014). Super power BAHS have a higher MFO to be suitable for listeners with a mixed conductive-sensorineural hearing loss up to 65 dB HL. The MFO of these devices will, thus, saturate at higher input levels and create fewer artifacts in the signal at medium speech levels. The aim of this study was to compare listening effort, as estimated via pupil dilation, during a speech intelligibility task performed with three BAHS sound processors (Oticon Medical AB, Askim, Sweden): Ponto Pro (PP), Ponto 3 (P3), and Ponto 3 SuperPower (P3SP). The three processors have a different MFO, as shown in Figure 1, with the PP delivering the lowest MFO, and the P3SP the highest. The P3SP and P3 only differ in the MFO they can deliver, but have the same MFO algorithm (multichannel MFO). The P3 and PP processors not only differ in the MFO they can deliver but also in the MFO algorithm, which is a single-channel system in PP and a multichannel system in the P3. The hypothesis was that the listener would allocate less cognitive resources to process the target speech when using the sound processor with the highest MFO (i.e., the P3SP), because fewer saturation artifacts would be present in the signal when compared with the PP. Importantly, the speech intelligibility task was performed at ecologically valid SNRs, which were individually adjusted to lead to 95% correct speech intelligibility with the PP. The speech levels were individually adjusted to saturate the PP (but not the P3SP) and corresponded to sound pressure levels (SPLs) that can be experienced by people with hearing loss during a conversa-tion in noise (Wagener et al. 2008). Thus, listening effort was evaluated at SNRs and speech levels close to those that listeners with hearing loss are exposed to in noisy listening environments (Wagener et al. 2008; Smeds et al. 2015; Wu et al. 2018).

**MATERIALS AND METHODS**

**Listeners**

Twenty-one native Danish BAHS users (8 males and 13 females) with a conductive or mixed-conductive sensorineural hearing loss were recruited from the Oticon Medical test person database. The listeners were between 20 and 80 years old (mean 58.8 ± 17.0 years; Table 1). The listeners were all experienced BAHS users (at least 6 months of experience with Ponto) except for one listener who had only 4 months of experience with Ponto. Prior to the commencement of the study, 18 listeners were already unilaterally fitted with one Ponto device on abutment and three listeners were bilaterally fitted with two Ponto devices on abutment. During the study, all participants were unilaterally fitted with specific nominal devices on one selected ear (the tested ear is listed in Table 1), and the listeners’ own device was not used. For the 18 unilaterally fitted patients, the selected ear was the one with the abutment, while for the three bilaterally
fitted patients, only the ear with the best (lowest) pure-tone average (PTA), as measured in situ with the sound processor (0.5, 1, 2, and 3 kHz), was fitted. For all listeners, the opposite ear was occluded by means of an earplug to ensure that perception primarily happened through the test ear and the corresponding device. The individual bone conduction (BC) hearing thresholds, as measured in situ via the sound processor (before applying the gain), are depicted in Figure 2 (individual thresholds in gray; mean threshold in black). For all listeners, the PTA (Table 1), calculated for the BC in situ thresholds at 0.5, 1, 2, and 3 kHz, was within the fitting range of all three sound processors (≤45 dB HL). This study was reviewed by the Ethics Committee of the Capital Region of Denmark (Protocol number: H-17021915).

### Devices and Specifications

Three BAHS sound processors were used: PP, P3, and P3SP (Oticon Medical AB, Askim, Sweden). The PP was released in 2009, while both the P3 and the P3SP have been commercially available since 2016. The three devices differ in terms of MFO, with the P3SP delivering the highest MFO (Fig. 1), and in the number of MFO frequency bands. The PP has a low MFO, leading to a low dynamic range especially at low frequencies, and a one-channel MFO. Hence, when the output signal reaches the MFO of the PP (already for relatively low input levels at low frequencies), the output of the device is attenuated in the entire frequency range, leading to saturation artifacts in the signal. The P3 and the P3SP have, instead, a 4-channel MFO with the following cutoff frequencies: 200–625 Hz, 625–1562.5 Hz, 1562.5–3125 Hz, and 3125–9500 Hz. Hence, if the lowest frequency band is attenuated due to MFO saturation, the other three bands are still performing with full dynamics leading to fewer saturation artifacts in the output signal. Hence, the combination of the MFO limit (Fig. 1), together with the number of MFO frequency bands, will determine the amount of saturation artifacts for a given input signal and a given gain setting. A comparison between the P3SP and P3 will reflect the pure effect of the MFO limit, while a comparison between P3SP and PP will reflect the effect of both the MFO limit and MFO frequency bands. A comparison between P3 and PP will also reflect both factors, although it will be mostly dominated by the number of MFO frequency bands.

During fitting, noise reduction was turned off, directionality settings were in omnidirectional mode, and the volume and mute settings were off. No fine tuning was performed to ensure that the difference between the sound processors was as much as possible confined to the difference in MFO level and MFO frequency bands.
Experimental Procedure

Each listener carried out two sessions, each of 2 hours in duration. At the first visit, feedback measurement and BC in-situ threshold testing were performed with the P3SP sound processor. The gain settings were prescribed according to the modified NAL-NL1 prescription used in Ponto. The gain settings from the P3SP were then transferred to the other two sound processors, the PP and the P3, to ensure that the gain settings were similar across devices. However, because the maximum gain that can be applied is lower for the PP, four subjects had a lower gain with the PP (relative to the P3SP) at 4 kHz (2 to 4 dB difference for listeners 5, 12, 15, and 21) at the input sound levels used in this study. The gain at the other frequencies was not affected, except for listener 12 (1 dB lower gain with the PP at 1 kHz). The P3 has also a lower maximum gain than the P3SP, but this did not affect the gain settings, which were thus the same for the P3SP and P3 at the presentation levels used in this study.

After the fitting, the listeners performed a speech intelligibility test with Danish HINT sentences (Nielsen and Dau 2011) to measure the individual SNR corresponding to 50% (SRT50) and 80% (SRT80) correct performance with the PP. Three lists (20 sentences per list) were carried out: the first list was a training list to measure the SRT50, the second list was the test list to measure the SRT50, and the third list was the test list to measure the SRT80. During these measurements, the speech signal was fixed at an individual level for each listener to ensure that the P3SP would not reach saturation in its second MFO band (see “Speech Level” section for further details; the individual levels are listed in Table 1). The noise level was adjusted in 0.8 dB steps, depending on how many words were correctly repeated: from a decrease of 3.2 dB for 0 words correct to an increase of 0.8 dB for 5 words correct in the SRT80 measurement; from a decrease of 2 dB for 0 words correct to an increase of 2 dB for 5 words correct in the SRT50 measurement. The step size was doubled for the first four sentences. A psychometric function was fixed to the SRT50 and SRT80 to estimate the SRT95, that is, the SNR that would lead to 95% correct performance with the PP. The PP was used as a baseline, to ensure that 95% correct was reached even when the processor was in saturation. The noise levels estimated for each listener for SRT95 are listed in Table 1.

At the second visit, pupil dilations were recorded during a speech intelligibility test with HINT sentences presented at the fixed SRT95 (the individual speech and noise levels are listed in Table 1). The listeners were instructed to look at the camera positioned in front of them, listen to each sentence, and repeat it back once the background noise stopped. After a training list with PP, all three sound processors were tested at the same SRT95 with a single-blinded randomized procedure (1 list of 25 sentences per processor). This condition is referred to as condition 1.

After a break, the test was carried out at a lower overall level (condition 2), where both the speech and noise levels were decreased by 5 dB relative to condition 1. Condition 2 was, hence, presented at the same SNR as in condition 1 but was assumed to generate fewer artifacts in the signal relative to condition 1.

Speech Level

Because the output of the sound processor depends on the individual gain settings, the target speech level needed to be individually adjusted to compare listening effort with a device that was in saturation (PP) relative to a device that was not in saturation (P3SP). In the fitting software (Genie Medical 2016; Oticon Medical AB, Askim, Sweden), the stationary response of the sound processor can be accurately simulated for different types of input signals (e.g., pure tones, warble tones, white noise, ICRA stationary signal) at different SPLs ranging from 45 to 90 dB. To simulate the output curves for the HINT speech material, the long-term average speech spectrum (LTASS) of the ICRA signal was chosen (ANSI S3.5), because this was the closest simulation to the LTASS of the HINT material. For each listener, the output LTASS was first simulated for the individual gain settings in the fitting software. On the basis of these simulated curves, the input speech level was then chosen to generate an output that would not saturate the MFO of the P3SP. Because the speech signal has a dynamic range of 30 dB, +12 dB, and ~18 dB, around the average presentation level (Byrne et al. 1994; Seewald et al. 2005), the individual input speech level was adjusted to lead to an output level of 12 dB below the MFO of the P3SP at 750 Hz*. Hence, for each listener, the input speech level was adjusted to avoid saturation artifacts in the second MFO band of the P3SP. For each listener, this speech level (listed in Table 1) was kept fixed throughout all measurements of condition 1, and lowered by 5 dB in condition 2. In contrast, the whole MFO frequency band of the PP was modeled to be in saturation at this input level, leading to attenuation and artifacts in the output signal across the whole frequency range. It should be noted that the mean speech levels, averaged across all listeners, were 76 dB SPL in condition 1 and 71 dB SPL in condition 2, corresponding to a loud speech signal but not shouted speech (Pearsorns et al. 1977). These values are within the 75th percentile of the distribution of SPLs encountered by people with hearing loss during conversations in noise (Wagener et al. 2008).

The sensation level (SL) of the output speech signal was calculated, for each listener and processor based on the FLogram representation (Hodgetts and Scollie 2017; Scollie et al. 2018) in the fitting software. The SL was calculated as the difference between the simulated output force level (dBnN) for the input speech levels in conditions 1 and 2 (Table 1) and the BC in situ threshold converted to force level, averaged between 0.5, 1, 2, and 3 kHz.

Experimental Set Up

The experiment performed in this study was carried out in a soundproof booth, with a similar set up as in Wendt et al. (2017). Five loudspeakers (Genelec 8040A; Finland) were placed in a circumferential plane with a 120-cm radius at 0°, ±90°, and ±150° azimuth. The listener was sitting in the center. An eye-tracking camera was placed in front of the listener (0° azimuth) at a distance of approximately 60 cm from the eyes. The eye tracker was the iView X RED System (SensoMotoric Instruments from Teltow, Germany). Pupil dilation was recorded at a sampling frequency of 60 Hz.

* Due to the low dynamic range of all three devices under investigation, the first MFO band was always expected to be in saturation on both the P3 and the P3SP for the gain settings and presentation levels utilized in the study. Therefore, the second MFO band was chosen for the speech-level calculation, more specifically the 750-Hz trimmer band, because this was the lowest available signal processing band within the second MFO band.
For each processor and condition, a list of 25 Danish HINT sentences (Nielsen and Dau 2011) was presented in a four-talker babble background noise (two male and two female speakers reading text from a newspaper; Wendt et al. 2017). The audio files of the four-talker babble had the same long-term average frequency spectrum as the Danish HINT sentences. The target speech signal was presented from the loudspeaker at the 0° azimuth position. Each of the four babble talkers was presented from one of the four loudspeakers at ±90° and ±150° azimuth. One male and one female talkers were always presented at ±90°, but the female versus male position switched from training to testing, and from condition 1 to condition 2, to have pitch-balanced conditions.

Each trial started with 3 seconds of noise (four-talker babble), followed by the HINT sentence with a mean duration of 1.5 seconds. Thus, the sentence ended on average 4.5 seconds after trial onset. The noise was presented throughout the playback of the sentence and continued for 3 seconds after the presentation of the sentence, that is, until, on average, 7.5 seconds after trial onset. After terminating the sentence for 3 seconds ("response preparation window"), the listeners were instructed to repeat the sentence after the offset of the noise ("response window"). The number of words correctly repeated for each sentence was used as scoring method. The presentation of the stimuli was controlled by a PC using MATLAB (MathWorks, Natick, MA) based programming.

Pupil Data Processing

The individual pupil data were processed similarly as in (Wendt et al. 2017). For each participant and condition, the mean pupil dilation was calculated for each sentence. Dilations exceeding twice the standard deviation relative to the mean were considered as eye blinks. Trials with more than 15% of eye blinks were disregarded from further analysis. For the remaining sentences, the eye blinks were removed using linear interpolation from 35 to 75 ms preceding and following the blink, respectively. The data were then filtered through a 35-point moving average smoothing filter to remove high-frequency artifacts. For each sentence, a baseline value was computed as the mean pupil diameter recorded during the 1-second time range preceding the sentence onset (i.e., during the noise presentation). This baseline value was subtracted from each pupil curve to obtain a baseline-corrected pupil dilation. All baseline-corrected pupil curves obtained for sentences between the 6th and 25th were averaged to obtain the mean dilation for each participant and condition. The first five sentences were disregarded to allow for the participant to adjust to the task.

An additional analysis comparing pupil dilation for correct versus incorrect sentences was performed including all 25 sentences. The pupil responses recorded for all sentences that were correctly repeated (100% words correct) were averaged and compared with the pupil responses for sentences with at least one word that was not correctly repeated (<100% correct).

The peak pupil dilation (PPD) was obtained for each subject as the maximum dilation between 3 and 6 seconds after the trial onset (i.e., for the whole sentence presentation until about 1.5 seconds after the sentence offset). After manual inspection of the individual peaks, the time range to calculate the PPD was restricted to start at 4 seconds after trial onset for four subjects, who had an initial decay instead of a dilation at stimulus onset resulting in a delayed peak. Two of these four subjects were excluded from the analysis of condition 2, due to a pupillary decrease in size after stimulus onset, instead of dilation (relative to baseline). This is the case when a stimulus-unrelated dilation occurs during the baseline window and, hence, no stimulus-related dilation can be recorded after baseline (and no PPD can be individuated).

Statistical Analysis

The analysis on the PPD was performed using planned comparisons (paired one-tailed t-tests), based on the a priori hypothesis that, in condition 1, the PPD obtained with the P3SP would be lower than the one obtained with both the PP and P3, as well as the PPD obtained with the P3 would be lower than the one for PP. No a priori hypothesis was formulated for condition 2, hence paired two-tailed t-tests were performed.

Mixed-linear models were implemented in R-studio using the statistical package lmerTest (Kuznetsova et al. 2017) to further analyze both the behavioral and pupillometry data.

A mixed-linear model analysis of variance was fit to the behavioral data to analyze the performance in the HINT test. Processor (three levels) and condition (two levels) were used as fixed factors, while listener was considered as a random effect. Post hoc analysis was carried out via contrasts of least-square means, and the p-values were corrected for multiple comparisons (by n = 3 processors) using the Tukey method.

Growth Curve Analysis (0–5 seconds After Sentence Onset) • Growth curve analysis (GCA; Mirman 2014) was used to model the changes in pupil dilation over time (Kuchinsky et al. 2013; Winn et al. 2015; Winn 2016; Wendt et al. 2018). A third-order polynomial function was fit to the pupil dilation data in the time range from sentence onset (3 seconds after trial onset) until about 3.5 seconds after sentence offset (8 seconds after trial onset). Orthogonal polynomial time terms were used to make the time vectors independent, such that the parameter estimates could be interpreted independently. The polynomial function was in the form of a mixed model, with processor as a fixed factor, as well as the interaction of processor with each of the polynomial time terms. The formula used was the following:

\[
Pupil\ Dilation = (Linear + Quadratic + Cubic) \times Processor + (1 + Linear + Quadratic + Cubic | Subject),
\]

where the Linear, Quadratic, and Cubic are the orthogonal terms; \(\times\) indicates the interaction with Processor, and the terms reported in the second parenthesis are the random factors. The random factors included the effects of listeners, and of each of the time terms, to account for the variability in the time course of dilation across listeners. A stepwise backwards elimination procedure did not suggest the elimination of any term in the model (the p-values for the fixed effects were calculated based on Satterthwaite’s method; p-values for the random effects were based on the likelihood ratio test). This model allowed for the statistical comparison of overall level of effort (the intercept term, similar to the concept of "area under the curve"; Mirman et al. 2008; Winn et al. 2015), rate of growth/decay (the linear term), changes in the rate of growth/decay (quadratic term), and the steepness of the curve around inflection points (cubic term; Mirman et al. 2008), with the three different sound processors. Because effects on terms higher than the quadratic can be difficult to interpret (Mirman et al. 2008), this study focused on the effect of processor on the
Behavioral Performance During HINT

The mean performance in the speech intelligibility task (i.e., percentage of words correctly repeated) is depicted in Figure 3 for condition 1 (Fig. 3A) and condition 2 (Fig. 3B). The mean performance with the three processors was 92.3%, 94.3%, and 95.6% in condition 1; 89.6%, 91.0%, and 93.4% in condition 2, with the PP, P3, and P3SP, respectively. The analysis of variance revealed a significant effect of both fixed factors: processor \( [F(2, 100) = 5.33; p = 0.006] \) and condition \( [F(1, 100) = 9.29; p = 0.003] \). The interaction of processor and condition was not significant, indicating a similar effect of processor in the two conditions. The post hoc analysis showed that the effect of processor was significant only between the PP and the P3SP \( (p = 0.004, \) after Tukey correction for multiple comparisons). No significant differences in performance were observed between the PP and the P3 \( (p = 0.281) \) and between the P3 and the P3SP \( (p = 0.199) \). The improvement in performance obtained with the P3SP relative to the PP was not correlated with the listeners’ PTA (Spearman correlation; condition 1: \( \rho = 0.09, p = 0.708 \); condition 2: \( \rho = 0.39, p = 0.082 \)). This finding confirms that the improvement with the P3SP (re PP) was not related to gain differences and suggests that a higher MFO and, thus, fewer saturation artifacts in the speech signal could improve intelligibility in most listeners, independent of their hearing loss.

Figure 4 shows the correlation between the individual behavioral performance with the three sound processors (% words correct) and the PTA, in condition 1 (left panel) and condition 2 (right panel). A significant correlation was obtained between speech intelligibility performance and the PTA only in condition 2, with all three processors (Spearman correlation; PP: \( \rho = −0.71, p < 0.001 \); P3: \( \rho = −0.60, p = 0.004 \); P3SP: \( \rho = −0.72, p < 0.001 \)). This finding suggests that performance in condition 2 was limited by audibility with all three processors (as further addressed in the Discussion). No significant correlation was found in condition 1 (Spearman correlation; PP: \( \rho = −0.25, p = 0.265 \); P3: \( \rho = −0.43, p = 0.052 \); P3SP: \( \rho = −0.34, p = 0.137 \)). A correlation was also carried out between behavioral performance and speech sensation level (SL; Fig. 1, Supplemental Digital Content 1, http://links.lww.com/EANDH/A506). Similarly as with PTA, a significant correlation was obtained between speech intelligibility performance and SL only in condition 2 (Spearman correlation; PP: \( \rho = 0.70, p < 0.001 \); P3: \( \rho = 0.59, p = 0.005 \); P3SP: \( \rho = 0.69, p = 0.001 \)), indicating a worsening in performance with decreasing SL.

**Pupillometry**

The left panels in Figure 5 depict the mean pupil dilation during the speech intelligibility task (Fig. 5A: condition 1; Fig. 5B: condition 2), normalized relative to the 1 second of...
Relative to the baseline, the pupil dilated during sentence presentation until reaching a maximum value of dilation at about 2 seconds after sentence onset (i.e., at about 0.5 seconds after sentence offset). After the peak dilation, the pupil decreased in size at different decay rates depending on the sound processor used. During the response window, the pupil dilated again.

The right panels in Figure 5 depict the mean PPD of the first peak, for the three sound processors. In condition 1, which was tested at a speech level individually adjusted to saturate the PP but not the P3SP, the PPD obtained with the P3SP was significantly lower than the PPD of the PP (paired-sample one-tailed t-test; \( p = 0.023 \)). No difference in PPD was obtained between the P3 and the P3SP (paired-sample one-tailed t-test; \( p = 0.455 \)), or between the P3 and PP (paired-sample one-tailed t-test; \( p = 0.095 \)). In condition 2, which was tested at a lower overall level to generate fewer saturation artifacts, no difference in PPD was observed across sound processors (paired-sample two-tailed t-tests; \( p > 0.05 \)). Further analysis of the pupil dilation was performed via the GCA (see next sections).

GCA (0–5 seconds After Sentence Onset)

A visual comparison of the GCA and the modeled pupil responses is presented in Figure 6A, where the polynomial growth curve model is depicted in the left panel for condition 1 and in the right panel for condition 2, together with the mean pupil responses, sampled every 200 ms between 0 and 5 seconds after sentence onset. Table 2 presents a summary of the intercept (overall dilation in the 0–5 seconds window comprising listening and response preparation), linear (overall slope), and quadratic (changes in the slope) terms for each of the three processors in conditions 1 and 2. The GCA model fit and full output summary are presented in the Supplemental Digital Content 2, http://links.lww.com/EANDH/A507 (Tables 1 and 2, for condition 1 and condition 2, respectively). In condition 1, the overall pupil dilation, indicated by the intercept term (“area under the curve”), was of 0.055, 0.034, and 0.028 mm, for the PP, P3, and P3SP, respectively (Table 2). The overall dilation obtained with the P3 and P3SP was significantly lower than the one with the PP (\( p < 0.0001 \); Table 1 in Supplemental Digital Content 2, http://links.lww.com/EANDH/A507). Comparisons between the P3SP and the P3 were obtained by changing the reference in the model to the P3SP. Significant differences in overall dilation were also observed between these two devices, with the P3SP showing a significantly lower overall dilation than the P3 (\( p < 0.0001 \)). The overall slope (linear term) for the P3 and P3SP was significantly shallower relative to the one of the PP (\( p < 0.0001 \)). The effect of processor was also significant on the quadratic term, indicating slower changes in the rate of growth/decay for the P3 and P3SP (i.e., a less pronounced downwards/negative curvature) relative to the PP, and on the cubic term, indicating a shallower slope around the peak of the response for the P3 and P3SP relative to the PP. No significant differences in the linear, quadratic, and cubic terms were observed between the P3 and the P3SP.

In condition 2 (right panel in Fig. 6A, Table 2, and Table 2 in Supplemental Digital Content 2, http://links.lww.com/EANDH/A507), the effect of processor was significant on the intercept term (“area under the curve”), with the P3 and P3SP showing lower overall pupil dilations than the PP (\( p < 0.0001 \)). The P3 and P3SP also showed a significant decrease in overall slope (linear term) relative to the PP (\( p < 0.0001 \)). When changing the reference in the model to the P3SP, significant differences were observed between P3 and P3SP, with the P3 showing lower overall dilation than the P3SP (\( p < 0.0001 \)) and less negative overall slope (\( p < 0.0001 \)). The effect of processor was significant also on the quadratic term, indicating faster changes in the overall slope for the P3 and P3SP (i.e., a more pronounced downwards/negative curvature) relative to the PP, and on the cubic term (only for P3SP relative to PP).
GCA (2–5 seconds After Sentence Onset)

A separate GCA was carried out on the time window between the sentence offset and the response window to specifically compare the mean value of dilation during decay (intercept term), as well as the decay rates (linear term) between the three processors during response preparation (i.e., sentence rehearsal/reconstruction). Figure 6B depicts a visual comparison of the GCA and the modeled pupil responses for condition 1 (left panel) and condition 2 (right panel). Table 3 presents a summary of the intercept (overall dilation) and linear terms (slope of decay) for each of the three processors in conditions 1 and 2. In condition 1, all three sound processors had a negative slope (linear term) significantly different from zero, indicating a decay toward baseline. However, only the P3 and P3SP showed a significant negative slope of decay in condition 2, while the slope of the PP did not significantly differ from zero indicating no release of effort during response preparation.

The full GCA output summary is presented in the Supplemental Digital Content 2, http://links.lww.com/EANDH/A507 (Tables 3 and 4 for condition 1 and condition 2, respectively). In condition 1, the effect of processor was significant on the intercept term, as well as on the linear term. Specifically, the P3 and P3SP showed a significantly smaller dilation, as indicated by the intercept term, during response preparation than the PP ($p < 0.0001$) and a slower rate of decay (linear term; $p < 0.0001$). When changing the reference in the model to the P3SP, a significant lower overall dilation was found with the P3SP relative to the P3 (intercept; $p < 0.001$), while no difference was present between P3SP and P3 in the rate of decay (linear term; $p = 0.573$).

In condition 2, the P3 and P3SP also showed a significantly smaller dilation in the decay window than the PP (intercept; $p < 0.0001$) and a faster rate of decay (linear term; $p < 0.0001$). Changing the reference in the model to the P3SP revealed no significant difference in overall dilation between P3SP and P3 (intercept; $p = 0.547$), and no difference in the rate of decay (linear term; $p = 0.232$).
Effort for Processing Correct Versus Incorrect Sentences

The pupil responses were analyzed separately for all sentences that were correctly repeated (100% words correct) and sentences with at least one word that was not correctly repeated (<100% correct). Figure 7 shows the pupil dilations averaged across all correct sentences on the left panels and the incorrect sentences on the right panels (Fig. 7A: condition 1; Fig. 7B: condition 2). In condition 1, there were, on average, 5, 4, and 3

| TABLE 2. Growth curve analysis output summary of the intercept, linear, and quadratic terms for each sound processor in the listening and response preparation windows (0–5 seconds relative to sentence onset), for conditions 1 and 2 |
|----------------------------------|----------------|----------------|----------------|
|                                  | PP             | P3             | P3SP           |
|                                  | Estimate       | p   | Estimate       | p   | Estimate       | p   |
| Condition 1                      |                |     |                |     |                |     |
| Intercept                        | 0.055          | 0.004*** | 0.034           | 0.056 | 0.028           | 0.114 |
| Linear                           | −0.043         | 0.199 | −0.021          | 0.528 | −0.026          | 0.439 |
| Quadratic                        | −0.110         | <0.0001*** | −0.096       | 0.001** | −0.095          | 0.001** |
| Condition 2                      |                |     |                |     |                |     |
| Intercept                        | 0.069          | <0.0001*** | 0.053           | 0.005** | 0.060           | 0.002** |
| Linear                           | 0.073          | 0.163 | 0.012           | 0.814 | −0.029          | 0.570 |
| Quadratic                        | −0.102         | 0.001** | −0.117          | <0.0001*** | −0.124          | <0.0001*** |

p < 0.05 indicates an estimate significantly different from 0 (baseline); (*p < 0.05; **p < 0.01; ***p < 0.001).

PP, Ponto Pro; P3, Ponto 3; P3SP, Ponto 3 SuperPower.
sentences per listener that were not correctly repeated out of a list of 25 sentences with the PP, P3, and P3SP, respectively. In condition 2, there were 6, 5, and 4 incorrect sentences per list with the PP, P3, and P3SP, respectively. Although the standard error of the mean was quite large with such few incorrect sentences, the pattern of pupil dilation for incorrect sentences was consistent between conditions 1 and 2, showing a sustained effort that prolonged until the response window.

**DISCUSSION**

The behavioral outcomes of the current study showed how speech intelligibility in background babble noise significantly

**TABLE 3. Growth curve analysis output summary of the intercept and linear terms for each sound processor in the response preparation window (2–5 seconds relative to sentence onset), for conditions 1 and 2**

<table>
<thead>
<tr>
<th>Condition</th>
<th>PP</th>
<th>P3</th>
<th>P3SP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>p</td>
<td>Estimate</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.051</td>
<td>0.024*</td>
<td>0.032</td>
</tr>
<tr>
<td>Linear</td>
<td>−0.095</td>
<td>&lt;0.0001***</td>
<td>−0.075</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.080</td>
<td>0.002*</td>
<td>0.058</td>
</tr>
<tr>
<td>Linear</td>
<td>−0.034</td>
<td>0.286</td>
<td>−0.086</td>
</tr>
</tbody>
</table>

*p < 0.05 indicate an estimate significantly different from 0 (baseline). (†p < 0.05; **p < 0.01; ***p < 0.001).

PP, Ponto Pro; P3, Ponto 3; P3SP, Ponto 3 SuperPower.

Fig. 7. Time course of the mean pupil dilation, for sentences with 100% of words correctly repeated (left panels) and sentences with <100% words correctly repeated (right panels; at least one incorrect word). The shaded area depicts the standard error of the mean. For readability, the shaded area of the Ponto 3 (P3) is not shown. A, Condition 1 (N = 21 listeners). B, Condition 2 (N = 19 listeners).
improved when the listeners were wearing the P3SP as compared with the PP, despite the fact that the gain settings were, for each listener, similar across devices. The performance with the P3SP was about 3.3% higher than that with the PP in condition 1 and 3.8% in condition 2.

Concerning the overall effort that the listeners allocated during the speech intelligibility task, there was a significant reduction in overall pupil dilation with the P3SP and P3 relative to the PP, suggesting a reduced effort in performing the task when listening with the devices with a higher MFO and a multichannel MFO algorithm. However, some differences in this behavior were observed between condition 1, where the speech level was higher, and, thus, saturation artifacts were more pronounced, and condition 2, where fewer saturation artifacts were present and audibility limited performance. In the following sections, similarities and differences across the two conditions are evaluated and discussed in an attempt to reach a more comprehensive understanding of the effect of higher MFO (P3SP versus PP), increased number of MFO frequency bands (main difference between P3 versus PP†), and the combination of both factors (P3SP versus PP) on listening effort.

Peak Pupil Dilation

Because task-evoked pupil dilation has a delay that is normally comprised between 0.5 and 1.5 seconds (Hoeks & Levelt 1993), the PPD, which occurred here around 0.5 seconds after sentence offset, can be considered as an indicator of the amount of cognitive resources allocated for the perception of the acoustic signal (Kahneman & Beatty 1966; Beatty 1982; Zekveld et al. 2010). In condition 1, the PPD obtained with the P3SP was significantly lower than the one of the PP, suggesting that already an improved sound quality of the acoustic signal led to a decrease in listening effort. On the contrary, no differences in PPD were observed between P3SP and P3, and between P3 and PP. Hence, the analysis on the PPD suggests that it was the combination of both higher MFO and increased number of MFO frequency bands to reduce listening effort with the P3SP.

The presence of a distorted speech signal with the PP may have degraded the natural ability of exploiting low-level acoustic details for predicting upcoming speech sounds (Winn 2016). Generally, listeners can exploit differences at the syllabic level to predict the upcoming syllable for rapid lexical retrieval (Rönnberg et al. 2013). This bottom-up predicting processing strategy has been shown to improve speech processing in both adults and children (Gow 2002; Mahr et al. 2015). It is possible that the degradation in signal quality due to saturation artifacts with the PP disrupted this predictive processing ability, which, in turn, increased the need to allocate more resources for processing the speech signal. In contrast to condition 1, no differences in PPD were observed in condition 2, suggesting that the cognitive resources utilized during listening did not differ across processors. These results are consistent with the initial hypothesis that decreasing the speech level in condition 2 would reduce the saturation artifacts in the PP. Hence, in contrast to condition 1, similar resources were allocated in condition 2 to process the acoustic signal of similar sound quality with the three sound processors.

Overall Effort for Listening and Preparing the Response (0–5 seconds After Sentence Onset)

Although the PPD is a common parameter to describe pupil dilation, it only captures a single moment in the pupillary response that does not reflect the morphology of the pupillary dilation. Several studies have shown that time-dependent differences in the pupillary response can be detected by modeling the time course of the pupil response via a GCA (Kuchinsky et al. 2013; Winn et al. 2015; Wendt et al. 2018). The GCA was, indeed, shown to reveal time-dependent effects that were not necessarily reflected in the PPD (Wendt et al. 2018).

In the current study, the GCA (0–5 seconds after sentence onset; Fig. 6A; Table 2; Tables 1 and 2 in Supplemental Digital Content 2, http://links.lww.com/EANDH/A507) showed that both the P3SP and the P3 led to an overall reduced pupil dilation relative to the PP over the whole time course of the task, which, first, involved listening to the sentence and, later, preparing for the response. The P3SP also showed an overall reduced dilation relative to the P3, suggesting that solely the effect of a higher MFO could decrease the cognitive resources allocated for both listening and response preparation. The overall reduction in pupil dilation with the P3SP versus PP, and P3 versus PP occurred both in condition 1 and in condition 2, while the reduced dilation with the P3SP versus P3 occurred only in condition 1. Hence, the GCA analysis revealed how the cognitive resources allocated for processing speech could be reduced, in condition 1, by a device with solely a higher MFO, and, in condition 2, by the combination of both higher MFO and increased number of MFO frequency bands.

Effort During Response Preparation (2–5 seconds After Sentence Onset)

The response-preparation window, that is, the 3 seconds time window after the PPD and before the response window, reflected the more cognitive dynamics of sentence rehearsal and/ or sentence reconstruction (Winn 2016). In this time window, the listeners needed to store the sentence in working memory and, eventually, reconstruct those portions of the sentence that were either not heard or distorted. The Ease of Language Understanding Model (ELU; Rönnberg et al. 2008, 2013) proposes a framework to explain this mechanism. When there is mismatch between the input signal and the long-term memory, as it may be the case in the presence of speech with artifacts, distortions, or inaudible segments, a longer time is required to process the signal. This is referred to as explicit processing and may include different processes, for example, inference-making, semantic integration, storing of information, and inhibition of irrelevant information. These explicit processes typically operate in a time scale of the order of seconds (Rönnberg et al. 2008). If occurring they should, therefore, be reflected in the 3-seconds window of response preparation.

In both conditions 1 and 2, the GCA in this time window revealed a significantly smaller mean dilation with the P3SP and P3 than the one with the PP. In condition 1, but not in condition 2, the mean dilation with the P3SP was also significantly lower than the one with the P3. Hence, the cognitive resources allocated for rehearsing/reconstructing the sentence were always lower with the P3SP and P3 relative to the PP. This finding suggests that both the higher MFO and increased number of frequency channels helped in reducing the cognitive resources for

† P3 has also a slightly higher MFO than the PP, but the difference in signal quality between the two processors is dominated by the increased number of MFO frequency bands in the P3.
sentence retention in working memory. It should be noted that the overall effort allocated in the response-preparation window could be, at least partly, dependent on the listening effort allocated in the preceding listening window.

Focusing the analysis on the response-preparation window allowed exploration of the amount of cognitive resources that hearing-impaired listeners allocated for reconstructing speech. One can assume that few resources are allocated for sentence reconstruction if the pupil size decreases during response preparation, indicating a release of effort between listening to the sentence and the vocal response. Effort release was obtained with all three processors in condition 1, and with the P3 and P3SP in condition 2, as indicated by the significantly negative slopes (Table 3). However, no effort release was obtained with the PP in condition 2, as suggested by a slope of decay that did not differ from zero. After the PPD, the pupil did not decrease in size with the PP, but rather showed a sustained pattern of dilation that stretched toward the response window. A similar pattern of sustained pupil dilation during response preparation was previously observed after a speech signal that was degraded either in spectral resolution (Winn et al. 2015) or in semantic context (Winn 2016). Winn et al. (2015) investigated the effect of degrading the spectral resolution of sentences, via a noise-channel vocoder, on listening effort. Interestingly, the pattern of sustained pupil dilation was only obtained in the condition with the lowest number of vocoder channels, that is, in the condition were speech was degraded the most. Similarly, Winn et al. (2016) showed a pattern of sustained pupil dilation during response preparation in the presence of low-context sentences, suggesting that the lack of semantic context could disrupt the predictive processing of speech and have long-lasting effects on cognitive effort.

**Effort Release for Correct Versus Incorrect Responses**

To further understand the underlying mechanisms leading to a sustained response after peak dilation, the pupil dilations for correct and incorrect sentences were considered separately (Fig. 7). Following a correct sentence, there was a “pick and release” pattern of dilation, where all three sound processors showed a decay toward baseline in both conditions. Previous studies (Bradshaw 1968; Ahern and Beatty 1979; Zekveld et al. 2010; Winn et al. 2015; Winn 2016) have also observed a “pick and release” pattern of dilation in situations where the listener perceived to have solved a problem, had correctly heard a sentence, had high lexical context, or was more proficient in a language.

On the contrary, following an incorrect sentence, there was a “peak and sustain” pattern of dilation, where the release of effort was either delayed and only occurring in the response window (condition 1), or it was not observed at all (PP in condition 2). In condition 1, the release of effort eventually occurred in the response window for all three processors. A possible interpretation is that the listeners, once they had started to vocalize the response, perceived the task as being “resolved” and did not put further resources for sentence reconstruction, although their final response contained one or more incorrect words. In condition 2, instead, the listeners continued to allocate resources to reconstruct the sentence as if they perceived the task as being “unresolved” throughout both the response preparation and the vocalization of the sentence.

**Audibility Limitation**

Considering that fewer saturation artifacts occurred in condition 2, other limitations than saturation artifacts had to come into play and lead to a “peak and sustain” response, with the extreme pattern obtained for the PP of a monotonically increasing pupil dilation from the baseline to the response window. The existence of a significant correlation between speech intelligibility performance and PTA (Fig. 4), as well as SL (Fig. 1 Supplemental Digital Content 1, http://links.lww.com/EANDH/A506), suggests that the listeners’ performance was limited by audibility with all three sound processors in condition 2. Thus, decreasing the speech level by 5 dB to reduce saturation artifacts in condition 2 caused some segments of speech to be below the audibility threshold. Hence, the listener continued to allocate resources during both the response preparation window and the response window to reconstruct the missing words. This long-lasting allocation of resources suggests that the listener did not have the perception of succeeding in reconstructing the sentence correctly and kept allocating resources for reconstruction even during the vocal response (Bradshaw 1968; Ahern and Beatty 1979; Zekveld et al. 2010; Winn et al. 2015; Winn 2016).

Considering that audibility-related limitations affected the performance in condition 2, one should primarily focus on condition 1 to understand how the MFO of bone-anchored devices affects listening effort and speech intelligibility. Condition 2, which probably reflected both audibility limitations and MFO-related artifacts, further highlights the issue of the limited dynamic range available to BAHS user (Zwartenkot et al. 2014).

**Ecological Validity of This Study**

The speech levels used in this study were optimally adjusted to obtain saturation artifacts with the PP but not with the P3SP. Due to the relatively low MFO in BAHS, the average speech levels obtained to reach saturation (76 dB SPL in condition 1 and 71 dB SPL in condition 2) corresponded to a loud speech signal but not shouted speech (Pearsons et al. 1977). It has been shown that people with hearing loss are exposed to, on average, a sound pressure level of about 68 dB SPL during a conversation in noise (Wagener et al. 2008). The 75th percentile of the distribution of short-term SPLs for conversations in noise was of about 78 dB SPL. Thus, the average speech levels presented in the current study are within the 75th percentile of the distribution of SPLs that people who are hard of hearing are often exposed to while having a conversation in noise (Wagener et al. 2008). Although this study was specifically designed to investigate the effect of saturation artifacts on listening effort, the utilized speech levels can still be considered ecologically valid.

**CONCLUSION**

By comparing listening effort during a speech intelligibility task with three BAHS sound processors with a different MFO, this study provides evidence that people with hearing loss allocate less cognitive resources when wearing a device with a higher MFO. These findings demonstrate that most listeners could benefit from the improved sound quality delivered by a device with higher maximum output, in particular in noisy sound environments, both in terms of improved performance and reduced effort, independent of their PTA.
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