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Abstract—Phaseless near field measurements are an attractive solution to characterize antennas at reasonable costs, especially at high frequencies. The source reconstruction method is applied to compute the equivalent currents representing the antenna under test using two phaseless surface scans. The reconstruction of these equivalent currents uses recently proposed phase retrieval algorithms that mitigate some of the shortcomings of existing techniques with an automatic settings of the initial guess. In addition to be readily available and easy to be plugged in electromagnetic modeling tools, these routines exhibit good phase recovery performances and robustness with respect to noise, separation between scanning planes and near field sampling step. The proposed procedure is applied to determine the far field by various types of antennas operating in different frequency bands from phaseless near field scans. Experimental validations of two radiating structures show its potentialities and interest.

Index Terms—Antenna measurements, phaseless measurement, phase retrieval.

I. INTRODUCTION

NEAR field antenna measurements require the acquisition of the field in both magnitude and phase in order to compute the far field, or the field at any distance, and thereby extract the desired antenna radiation parameters [1]–[3]. However, the accurate measurement of the phase is not always possible due to technical and/or economical reasons. Roughly speaking, phase measurements become more difficult and costly with increasing frequency. The probe positioning inaccuracy, the variation of the temperature, the bending of the RF cables are all potential factors that make the acquisition of the phase unreliable. Phaseless, also called magnitude-only or intensity-only, measurements are then the only alternative to properly characterize the antenna.

A. Phaseless Antenna Measurement Techniques

Phaseless antenna measurement techniques can be divided into three categories, namely the four magnitudes techniques [4], [5], the indirect holography techniques [6], [7] and the two scans techniques [8]–[17], as detailed in the overview paper [3] where the advantages and drawbacks of each approach are also thoroughly discussed. The most widespread approach, chosen in this paper, is the two scans technique. It entails measuring the magnitude of the field radiated by the Antenna Under Test (AUT) on two (sufficiently separated) surfaces that are typically of planar, cylindrical or spherical shape. Unlike the four magnitudes and the indirect holography techniques, this approach requires no hardware modification or extra reference antenna. The main additional cost of the two scans technique is the computational processing to solve the non-linear inverse problem in order to retrieve the field phase distribution and derive reliable radiation patterns.

B. Phase Retrieval Algorithms

The implementation of a phaseless antenna measurement technique implies the resolution of a notoriously difficult mathematical problem known as Phase Retrieval (PR). The PR problem can be formulated as follows:

\[
\text{find } x \text{ subject to } |Ax| = y \tag{1}
\]

where the vector \( y \in \mathbb{R}^m \) contains the \( m \) real and positive valued phaseless near field measurements, \( A \in \mathbb{C}^{m \times n} \) is the known sensing matrix and \( x \) is the complex signal of length \( n \) to be retrieved. In our phaseless antenna measurement scenario, the matrix \( A \) is a discretized free space Green function that links the sources \( x \) to the radiated field of magnitude \( y \). Since the phase information is not available, more observations \( m \) than unknowns \( n \) are required for solving (1).

In its original form, the PR problem is not convex and was solved using alternating projection methods starting from the pioneer works of Gerchberg-Saxton [18] and Fienup [19]. These approaches are also known as plane-to-plane backpropagation methods. They iteratively estimate the missing phases of the measurements \( \phi \) and then solve the linear problem \( Ax = ye^{j\phi} \). Many smart variants have later been adapted and applied successfully for antenna phaseless measurement problems [8]–[17]. They can be sensitive to the initial phase guess and their convergence may be slow.

During the last few years, the papers from Candès et al. [20], [21] have sparked a new interest in the phase retrieval problem. They show that lifting the PR problem to a higher dimensional
space enables the use of semidefinite programming:

\[ |\mathbf{a}_i^* \mathbf{x}|^2 = \mathbf{x}^* \mathbf{a}_i^* \mathbf{x} = \text{Tr}((\mathbf{a}_i^* \mathbf{x})^* (\mathbf{a}_i^* \mathbf{x})) = \text{Tr}(\mathbf{a}_i \mathbf{a}_i^* \mathbf{X}) \]

where \(\mathbf{x}^*\) is the conjugate transpose of \(\mathbf{x}\) and \(\mathbf{a}_i^*\) denotes the \(i\)-th row of \(\mathbf{A}\). The magnitude measurements \(y_i^2\) are then linear in the matrix \(\mathbf{X} = \mathbf{x} \mathbf{x}^*\). These convex relaxations (e.g. PhaseLift [20], [21] and PhaseCut [22]) have a guaranteed convergence under specific conditions. Unfortunately, their prohibitive computational costs make them intractable for most real life applications.

More recently, a new line of convex relaxation has been proposed to efficiently solve PR problems while operating directly in the original signal space (see e.g. [23]–[25], [27], [28], [31], [32]). The idea is to relax the non-convex constraints \(|\mathbf{a}_i^* \mathbf{x}| = y_i\) by the convex inequalities \(|\mathbf{a}_i^* \mathbf{x}| \leq y_i\) and look for the vector \(\mathbf{x}\) that is the most aligned with the vector \(\mathbf{X}\), an approximate guess of the solution. The so-called PhaseMax relaxation [24], [25] amounts to solve the convex problem:

maximize \(\text{Re}\{\mathbf{x}^* \mathbf{x}\}\) subject to \(|\mathbf{a}_i^* \mathbf{x}| \leq y_i, \ i = 1, \ldots, m\)

where \(m\) is the number of measurement points. The objective forces the solution \(\mathbf{x}\) to lie along the boundary of the constraint set. If all constraints are active, then we have recovered the solution to the original non-convex problem (1). A similar formulation has been recently proposed and successfully numerically validated for phaseless antenna characterization in [26].

In this paper, we use non-convex approaches combined with a proper initialization that solve a least-squares formulation of the PR problem [28], [30]–[32]. These new approaches enable to solve efficiently in an automatic fashion large scale phase retrieval problems such as antenna phaseless measurements. These algorithms are now readily available thanks to the general purpose phase retrieval library PhasePack [33]. Non-convex phase retrieval algorithms have been recently applied for phaseless antenna near field to far field transformation in [34], where the smart combination of probe signals enables to avoid suboptimal solutions. It has been successfully validated experimentally paving the way to efficient antenna phaseless measurement procedures.

C. Contributions and Outline

In this paper, the phaseless near field antenna measurement is formulated as a reconstruction of equivalent currents representing the AUT based on two field magnitude scans. This procedure is similar to the source reconstruction method presented in [16], [17]. It enables the use of state of the art phase retrieval algorithms that are now readily available and can be straightforwardly combined with any electromagnetic modeling tool.

Our main contribution is the numerical and experimental investigation of various measurement setups and phase retrieval algorithms. In addition to be computationally efficient, the presented approaches provide empirically good phase recovery performances with respect to noise, separation between scanning planes, and near field sampling step while providing an automatic setting of the initial guess.

The paper is organized as follows. The formulation of the phase retrieval problem and its resolution are described in Section II. Numerical investigations and experimental validations of the proposed near field phaseless measurement procedure for various radiating structures are shown in Sections III and IV. Conclusions are drawn in Section V.

II. PROBLEM FORMULATION AND RESOLUTION

Our approach aims at computing appropriate equivalent sources that characterize the AUT from only phaseless near field measurements. The desired antenna radiation performances, including the far field pattern, can then be derived from these sources. Subsequently, the formulation of the problem through equivalent currents is described and its resolution using phase retrieval algorithms is detailed.

A. Formulation via Equivalent Currents

The AUT can be represented by a set of equivalent currents by applying the equivalence principle of Schelkunoff [35]. We use the specific case of a planar Huygens surface and replace the semi-infinite space including the AUT by a perfect magnetic conductor. Therefore, the radiation of the AUT into the other semi-infinite space can be modelled by only electric equivalent currents, denoted \(\mathbf{J}\), as explained on p.332 of [36]. The electric field at a position \(\mathbf{r}\) on the measurement surface \(S\) can be therefore expressed as:

\[ \mathbf{E}(\mathbf{r}) = \int_{S'} \overline{\mathbf{G}}_{\mathbf{E}\mathbf{J}}(\mathbf{r}|\mathbf{r}') \cdot \mathbf{J}(\mathbf{r}') dS' \]

(2)

where \(\overline{\mathbf{G}}_{\mathbf{E}\mathbf{J}}\) is the electric field free space dyadic Green function for electric currents [36].

After discretization of the surface \(S'\), we define pulse basis functions to expand the unknown electric currents \(\mathbf{J}(\mathbf{r}')\) and approximate the integral (2) using an appropriate quadrature
rule. The discretized version of the integral (2) can then be written as matrix equation:

\[ e(r_i) = G_{EJ}(r_i) \cdot j \] (3)

where \( r_i \) is a point on the surface \( S_i \), with \( i = \{1, 2\} \). The equation (3) is equivalent to:

\[
\begin{bmatrix}
  e_x(r_i) \\
  e_y(r_i) \\
  e_z(r_i)
\end{bmatrix} = \begin{bmatrix}
  G_{EJ}^{(xz)}(r_i) & G_{EJ}^{(xp)}(r_i) & G_{EJ}^{(zz)}(r_i) \\
  G_{EJ}^{(yp)}(r_i) & G_{EJ}^{(yp)}(r_i) & G_{EJ}^{(zz)}(r_i) \\
  G_{EJ}^{(xp)}(r_i) & G_{EJ}^{(yt)}(r_i) & G_{EJ}^{(zz)}(r_i)
\end{bmatrix} \cdot \begin{bmatrix}
  J_x \\
  J_y \\
  J_z
\end{bmatrix}
\] (4)

We measure only the two components of the electric field that are tangential to the surfaces \( S_1 \) and \( S_2 \) (e.g. \( e_x(r_i) \), \( e_y(r_i) \)), and we reconstruct the electric equivalent currents that are tangential to the surface \( S' \) (e.g. \( j_x \), \( j_y \)). Note, that in practice the radiation pattern of the probe has to be compensated [37]. When the near field phase is not available, a Phase Retrieval (PR) problem (1) has to be solved in order to reconstruct the complex equivalent currents \( j \). For that purpose, two near field scans \( (S_1, S_2) \) are used to retrieve correctly these currents and mitigate the ambiguities. The PR problem amounts to finding the equivalent currents \( j \) on \( S' \) that best fit the near field magnitudes \( |e(r_1)| \) and \( |e(r_2)| \) that are measured on the two scan surfaces \( S_1 \) and \( S_2 \), respectively. This PR problem can be formulated as:

\[
\text{find } j \text{ subject to } \begin{cases}
|e(r_1)| = |G_{EJ}(r_1) \cdot j| \\
|e(r_2)| = |G_{EJ}(r_2) \cdot j|
\end{cases}
\] (5)

To ease the link between the standard PR formulation (1) and the problem at hand (5), let us specify:
- the near field magnitude vector: \( y = [|e(r_1)|, |e(r_2)|] \).
- the sensing matrix: \( A = [G_{EJ}(r_1), G_{EJ}(r_2)] \).
- the unknown current vector: \( x = j \).

### B. Resolution via Non-Convex Algorithms

Several PR approaches, reviewed in the introduction, have been proposed these last few years to solve (1). Among them, non-convex approaches solve a least-squares formulation of the PR problem [28], [30]–[32]. These methods apply a gradient descent to solve a problem of the form \( \|Ax-y\|_2 \), where the exponent \( q \) is \{1, 2\}. According to the approach, a subset of the measurements or a re-weighting version of the system \( Ax = y \) is considered. These non-convex approaches can converge to the global optimum provided that they are seeded with a suitable initialization. Several smart initialization approaches have been advocated recently. The two main classes are spectral initializers [28] and its variants (truncated [29] and weighted [32] spectral initializers) and orthogonality promoting initializers [31]. The spectral method initializes \( x \) as the leading eigenvector of the matrix

\[ S = \frac{1}{m} \sum_{i=1}^{m} y_i a_i a_i^* \]

where \( a_i \) is the sampling vector and \( y_i \) is the observation. A truncated spectral version [29] discards the observations \( y_i \) that are several times larger than the mean to further improve the robustness of the original spectral initialization. The weighted spectral initializer boils down to finding a vector to maximize the weighted correlation with a subset \( I \) of selected sampling vectors \( a_i \). Details about its implementation are provided in [32]. On the contrary, the orthogonality promoting initializer works by identifying the vector that is most orthogonal to a subset of vectors \( \{a_i\}_{i \in I} \), where \( I \) contains indices of the smallest measurements. This is achieved by forming the matrix:

\[ S = \frac{1}{|I|} \sum_{i \in I} a_i a_i^* \]

where \( |I| \) is the cardinality of the set \( I \) and computing the eigenvector of \( S \) associated to the smallest eigenvalue.

We use the general purpose phase retrieval library PhasePack [33] that is a common software interface enabling to benchmark a large number of recent PR methods against one another, including the approaches and initializers described above.

### III. Numerical Results

The PR procedure is assessed numerically by simulating with Ansys HFSS an array composed of 5 open-ended waveguides working at 30 GHz, represented in Fig. 2. These waveguides are fed by random complex excitations in order to radiate a not too smooth near field. The equivalent electric sources are placed on a plane of sampling step size 0.25\( \lambda \) above the waveguide apertures as represented in Fig. 2. This surface \( S' \) is at a height of 0.1 \( \lambda \) above the waveguides and \( S' \) is larger than the radiating aperture by a factor of 1.5. The near field surfaces \( S_1 \) and \( S_2 \), represented in Fig. 2, are planes of dimension \( 20\lambda \times 10\lambda \). The influence of the heights of these planes and the sampling of the field on these planes are investigated.

The simulated complex near field on \( S_1 \) is considered as the reference. To assess the PR procedure, we compare the field reconstructed from phaseless near field (by solving (5)) to this reference and compute the equivalent noise level (ENL) that measures the correlation between a pattern of reference \( E(\theta, \varphi) \) and an estimated one \( \hat{E}(\theta, \varphi) \):

\[ \text{ENL} = 20 \log_{10} \left( \frac{\left| E(\theta, \varphi) - \hat{E}(\theta, \varphi) \right|}{|E(\theta, \varphi)|_{\max}} \right) \]
A. PR Algorithms, Initializers and Near Field Sampling Step

We now compare the performances of 4 PR algorithms: Gerchberg-Saxton [18], Fienup [19], Reweighted Wirtinger Flow [30] and Reweighted Amplitude Flow [32]. For each of these 4 algorithms, we use 3 different initializers: a random complex vector for which the results are averaged over 20 iterations, a spectral initializer [28] and a weighted spectral initializer [31]. Note that the stopping criterion is a maximum number of iterations (set to 1000) unless a desired accuracy, quantified as the relative reconstruction error (set to $10^{-10}$), is reached.

The far field of the reference, i.e. computed from the complex near field, is compared to the one reconstructed using the PR algorithms and the associated initializer. The results are plotted as a function of the regular near field sampling step $s’$ in Fig. 3. The spectral and weighted spectral initializers perform better than a random choice. Note that the standard Fienup and Gerchberg-Saxton algorithms perform fairly well with a random starting point. Other choices of initializers, such as orthogonal or truncated spectral, lead for this numerical example to recovery results similar to the spectral and weighted spectral initializers and have therefore been omitted.

All 4 PR algorithms perform well for a near field sampling step $s \leq 0.5\lambda$. The Reweighted Amplitude Flow (RAF) with the weighted spectral initializer is the combination that yields the best PR reconstruction, very good recovery results (ENL around 50 dB) are achieved when $s \leq 0.5\lambda$ for this radiating structure.

B. Influence of the Noise

The measured near field is inevitably polluted by noise that can be modeled: $y_n = |Ax + n|$, where the vector $n$ is a complex Gaussian white noise. The level of the noise is quantified by the signal to noise ratio (SNR): $\text{SNR}_{\text{dB}} = 10 \log_{10}(P_{\text{signal}}/P_{\text{noise}})$, where $P_{\text{signal}}$ is the maximum measured power. We investigate the influence of the noise on the reconstruction using the 4 PR algorithms to estimate the robustness of these procedures. A near field sampling step of 0.5$\lambda$ and a reweighted spectral initializer is chosen to perform this study since these settings provide good reconstruction results as previously shown.

The influence of the noise on the reconstruction of the PR reconstruction is plotted in Fig. 4. The reconstruction remains satisfactory with all 4 PR algorithms for a SNR above 40 dB. These performances are in general sufficient for anechoic chamber measurements. For instance, the SNR of our near field measurement setup has been estimated to about 100 dB.

C. Influence of Near Field Planes Heights

We investigate the influence of the distance between sampling planes, the plane $S_1$ is at a height of $2\lambda$ above the antenna aperture and the plane $S_2$ is at a height of $2\lambda + d$. A distance $d = 0$ means that only one measurement plane is considered. The same settings are kept: $s = 0.5\lambda$ and a weighted spectral initializer. The PR reconstruction results are plotted in Fig. 5. The RAF and RWF algorithms perform well from a distance $d = 1\lambda$ between the near field planes whereas the Fienup and Gerchberg-Saxton start to be efficient from $d \geq 2\lambda$.

D. Far Field Reconstruction

The RAF algorithm is applied to reconstruct the complex equivalent currents from phaseless measurements on $S_1$ and $S_2$ located at a height of 2 and 5$\lambda$ respectively. A near field sampling step $s = 0.5\lambda$ is chosen. The ENL between the far field of reference (NF) and the reconstructed one (PR) is then equal to -49.2 dB. Considering the geometry of $S_2$ and $S'$, the far field patterns can be correctly estimated for angles between ±78˚ and ±66˚ in the E- and H-planes, respectively. The total 3D far field patterns are shown in Fig. 6(a,b) whereas the co- and cross- polarizations of the field are plotted in Fig. 6(c,d). Discrepancies between the simulated and PR patterns are visible for low level field values (cross-polarization). The computational time of the PR procedure is negligible with respect to the measurement time. For this example, it takes less than 1s to solve the PR problem (5) using the RAF algorithm on a bioprocessor 2.79 GHz-CPU 64 GB-RAM Xeon. The Fienup and Gerchberg-Saxton algorithms are about 8 times slower.

IV. EXPERIMENTAL VALIDATIONS

We use the RAF algorithm with a weighted spectral initializer to solve the PR problems for the following two antenna phaseless measurements.

A. Standard Gain Horn at 60 GHz

Equivalent electric currents are placed on the aperture of the horn with a step size of 0.25$\lambda$. They are the unknowns of the PR problem. The two near field surface scans $S_1$ and $S_2$ are squares of side 40λ located at heights of 5 and 13$\lambda$, which implies that the far field pattern can be correctly estimated for angles between ±53˚. The co-polarization of the near field is measured at 60 GHz with a sampling step $s$ of 0.4$\lambda$.

The measured and reconstructed phase of the near field is in good agreement as shown in Fig. 7. This is confirmed when looking at the far field patterns displayed in Fig. 8. The discrepancies at high angles with respect to the broadside direction ($\theta > 50˚$) are to be discarded because of the truncation of the near field plane. The performances and computation times of the four investigated algorithms are reported in Table I. Even if the RAF algorithm is the one leading to the best reconstruction results, the other PR algorithms also provide very satisfactory results. Note that the Fienup and Gerchberg-Saxton algorithms are 8 times slower than the RWF and RAF algorithms.
Fig. 3: Performances of 4 PR algorithms: Gerchberg-Saxton (G-S) [18], Fienup [19], Reweighted Wirtinger Flow (RWF) [30] and Reweighted Amplitude Flow (RAF) [32], for various initializers as a function of the near field sampling step $s$.

Fig. 4: Influence of the noise on the PR reconstruction of the waveguide array using 4 PR algorithms: Equivalent Noise Level (ENL) as a function of the SNR.

Fig. 5: Influence of the distance $d$ between near field measurement planes on the far field reconstruction using 4 PR algorithms: Equivalent Noise Level (ENL) as a function of $d$. A distance $d$ of $0\lambda$ means only one phaseless measurement plane is used.

B. Circularly Polarized Metasurface at 32 GHz

A metal-only metasurface has been designed to generate a circular polarization in Ka band. All details about the design and manufacturing of this radiating structure, shown in Fig. 9, are provided in [38]. Equivalent electric currents are placed above the metasurface with a step size of $0.25\lambda$. The metasurface is measured at 32 GHz and the two near field surface scans $S_1$ and $S_2$ are squares of side $40\lambda$ located at heights of 5 and 13$\lambda$. Considering the geometry of $S_2$ and $S^\prime_2$, the far field patterns are expected to be accurately reconstructed for angles between $\pm45^\circ$.

Fig. 6: 3D far field patterns of the array of 5 waveguides at 30GHz derived from (a) the simulated complex near field (NF) and (b) the PR reconstructed near field. (c,d) show the corresponding patterns for both co- and cross-polarization of the field in the E- and H- planes, respectively. The vertical dashed lines define the range of validity of the reconstruction.

TABLE II: Reconstruction performances of the metasurface

<table>
<thead>
<tr>
<th></th>
<th>Fienup</th>
<th>Gerchberg-Saxton</th>
<th>RWF</th>
<th>RAF</th>
</tr>
</thead>
<tbody>
<tr>
<td>computation time ratio</td>
<td>8.4</td>
<td>8.4</td>
<td>1.1</td>
<td>1.0</td>
</tr>
<tr>
<td>ENL [dB]</td>
<td>-24.7</td>
<td>-24.2</td>
<td>-41</td>
<td>-43.4</td>
</tr>
</tbody>
</table>
Fig. 7: Near field mappings at 60 GHz of the co-polarization of the field radiated by a standard gain horn at a height of 5λ. Phase of the near field (a) measured and (b) reconstructed by the PR procedure.

Fig. 8: 3D far field patterns of a standard gain horn at 60 GHz derived from (a) the measured near field and (b) the PR reconstructed near field. (c,d) show the corresponding patterns in the E- and H- plane respectively, where the vertical dashed lines define the range of validity of the reconstruction.

Fig. 9: Picture of the circularly polarized metasurface [38] of diameter 10λ at 32 GHz.

Fig. 10: Near field mappings at 32 GHz of the x- and y-component of the field radiated by the metasurface at a height of 5λ. Phase of the measured field (a,c) and the reconstructed one by the PR procedure (b,d).

To assess the proposed PR procedure, we reconstruct the near field phase radiated by the metasurface from phaseless measurements and compare it to the measured complex near field. Note that the two components of the measured near field magnitude (|e_x|, |e_y|) must be considered at the same time to ensure that both components of the complex equivalent currents (j_x, j_y), and in particular their global phase difference, are properly reconstructed. The mappings of the near field phase are shown in Fig. 10. They are in very good agreement.

To better estimate the quality of the field reconstruction from the phaseless measurements, we derive the far field and, more specifically, the right and left hand circular polarizations, denoted RHCP and LHCP respectively. A good agreement is obtained between the measured and reconstructed far field as shown in Fig. 11 and 12, which validates the proposed PR procedure. The performances and computation times of the four investigated algorithms are reported in Table II. The RWF and the RAF algorithms clearly lead to the best reconstruction results while being several order of magnitudes faster (of about a factor 8) than the Fienup and Gerchberg-Saxton algorithms.

V. CONCLUSION

The determination of antenna far-field pattern from near-field measurements has become an important part of modern antenna measurements for obvious practical reasons. It requires an accurate measurement of both amplitude and phase of the near field. However, the growing interest in submillimeter and terahertz frequency bands makes the acquisition of the phase cumbersome and expensive. Phaseless near field antenna measurements are then the only resort to properly characterize these antennas.

A procedure to determine the far field pattern, radiated by antennas from the measurement of two phaseless near field scans, has been proposed. It implies the resolution of a phase retrieval problem to compute the equivalent currents representing the antenna under test. Many phase retrieval algorithms have been proposed over the last decades and recent advances are discussed and compared in this paper. The latest tech-
Fig. 11: 2D far field patterns (RHCP and LHCP) of the metasurface at 32 GHz derived from the measured near field and the phaseless near field. (a,b) show the RHCP component for the planes $\phi = 0$ and $\phi = \pi/2$, respectively. The patterns (c,d) are a zoom of the main beam of (a,b). (e,f) show the LHCP component for the planes $\phi = 0$ and $\phi = \pi/2$ respectively. The vertical dashed lines represent the limits of validity of the far field reconstruction.

Fig. 12: 3D far field patterns (RHCP and LHCP) of the metasurface at 32 GHz derived from the measured near field (a,c) and the phaseless near field (b,d).
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