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Abstract
Motivated by recent progress in dynamical sampling we prove that every frame which is norm-bounded below can be represented as a finite union of sequences \( \{(T_j^n \varphi_j)_{n=0}^{\infty} \}_{j=1}^{J} \) for some bounded operators \( T_j \) and elements \( \varphi_j \) in the underlying Hilbert space. The result is optimal, in the sense that it turns out to be problematic to replace the collection of generators \( \varphi_1, \ldots, \varphi_J \) by a singleton: indeed, for linearly independent frames we prove that we can represent the frame in terms of just one system \( \{T^n \varphi\}_{n=0}^{\infty} \), but unfortunately this representation often forces the operator \( T \) to be unbounded. Several examples illustrate the connection of the results to typical frames like Gabor frames and wavelet frames, as well as generic constructions in arbitrary separable Hilbert spaces.

1 Introduction
The topic of dynamical sampling has recently attracted considerably attention, see, e.g., the papers [2, 1, 3, 19]. The topic is motivated from concrete applications; from the pure mathematical point of view one of the key issues is to analyse frame properties for families of vectors arising by iterated actions of a class of operators on a family of generators. Thus, the main ingredients are a Hilbert space \( \mathcal{H} \), and a class of operators \( T_j : \mathcal{H} \rightarrow \mathcal{H} \) and corresponding vectors \( \varphi_j \in \mathcal{H} \), for \( j \) belonging to an index set \( I \). Typically the Hilbert space is infinite–dimensional and the index set \( I \) is finite.

Several of the results in the mentioned papers deal with properties of the resulting system

\[
\bigcup_{j \in I} \{T_j^n \varphi_j\}_{n=0}^{\infty}
\]  

(1.1)

under various assumptions on the operators \( T_j \). In this paper we will look at the issue from another angle. Indeed, we will take a given frame \( \{f_k\}_{k=1}^{\infty} \) as
the starting point, and ask for conditions such that \( \{ f_k \}_{k=1}^{\infty} \) can be decomposed into the form (1.1) with a finite index set \( I \). We will show that such a decomposition is possible with certain bounded operators \( T_j \) if \( \{ f_k \}_{k=1}^{\infty} \) is norm-bounded below; this makes the result applicable to most of the standard frames in applied harmonic analysis, e.g., Gabor frames, wavelet frames, generalized shift-invariant systems, etc. Technically our main tool is the Feichtinger Conjecture, which has been confirmed in [18] and therefore now is a theorem.

It is natural to ask for conditions under which a decomposition of the form (1.1) is possible for a singleton \( I \), i.e., with just a single generator \( \varphi \); or, if multi–generators \( \varphi_1, \ldots, \varphi_J \) are necessary, whether all the operators \( T_j \) can be chosen to be identical. Both issues turn out to be problematic: while we indeed can give a simple characterization of the case where a frame can be written in the form \( \{ T^n \varphi \}_{n=0}^{\infty} \) for some \( \varphi \in \mathcal{H} \) and an operator \( T \), this representation might force \( T \) to be unbounded even for very simple overcomplete frames. The same remark applies to the multi-generator case. This result justifies some of the no-go results in the papers [2, 1, 3], typically of the form that certain conditions on the involved operators (including boundedness) would imply that the iterated system can not be a frame. Other papers dealing with iterated actions of operators include [11, 12].

Along the way we will relate the results to the frames appearing in applied harmonic analysis. For example, the results imply that any Gabor frame \( \{ E_{mb} T_{na} g \}_{m,n \in \mathbb{Z}} \) (see the definition below) in \( L^2(\mathbb{R}) \) indeed has the form \( \{ T^n \varphi \}_{n=0}^{\infty} \) for some \( \varphi \in L^2(\mathbb{R}) \) and a certain operator \( T : L^2(\mathbb{R}) \to L^2(\mathbb{R}) \); if a representation using bounded operators is desired, we can obtain this as in (1.1) using multi-generators.

The paper is organized as follows. We will collect the main results and key examples in Section 2, and Section 3 is devoted to the technical proof of how to obtain the decomposition (1.1) for a frame that is norm-bounded below. In the rest of this section we will collect the necessary background from frame theory and motivate the problem via introductory examples and results. In the entire paper we let \( \mathcal{H} \) denote an infinite–dimensional and separable Hilbert space.

A sequence \( \{ f_k \}_{k=1}^{\infty} \) in \( \mathcal{H} \) is a frame for \( \mathcal{H} \) if there exist constants \( A, B > 0 \) such that

\[
A \| f \|^2 \leq \sum_{k=1}^{\infty} |\langle f, f_k \rangle|^2 \leq B \| f \|^2, \quad \forall f \in \mathcal{H}. \tag{1.2}
\]

Frames are important because they lead to expansions of the elements in the underlying Hilbert space, similarly to what is known for orthonormal bases. Indeed, if \( \{ f_k \}_{k=1}^{\infty} \) is a frame for \( \mathcal{H} \), the frame operator \( S : \mathcal{H} \to \mathcal{H}, Sf := \sum_{k=1}^{\infty} \langle f, f_k \rangle f_k \) is bounded and invertible, and each \( f \in \mathcal{H} \) has the uncondi-
tionally convergent expansion

\[ f = \sum_{k=1}^{\infty} \langle f, S^{-1} f_k \rangle f_k. \]

The sequence \( \{f_k\}_{k=1}^{\infty} \) is a frame sequence if the inequalities (1.2) hold for all \( f \in \text{span}\{f_k\}_{k=1}^{\infty} \). The sequence \( \{f_k\}_{k=1}^{\infty} \) is a Bessel sequence if at least the upper condition in (1.2) holds. Also, \( \{f_k\}_{k=1}^{\infty} \) is called a Riesz sequence if there exist constants \( A, B > 0 \) such that \( A \sum |c_k|^2 \leq ||\sum c_k f_k||^2 \leq B \sum |c_k|^2 \) for all finite scalar sequences \( c_1, \ldots, c_N, N \in \mathbb{N} \). A Riesz sequence is a Riesz basis if \( \text{span}\{f_k\}_{k=1}^{\infty} = \mathcal{H} \); furthermore, the class of Riesz bases is precisely the class of frames \( \{f_k\}_{k=1}^{\infty} \) for which the equation \( \sum_{k=1}^{\infty} c_k f_k = 0 \), \( \{c_k\}_{k=1}^{\infty} \in \ell^2(\mathbb{N}) \), forces that \( c_k = 0 \) for all \( k \in \mathbb{N} \). Frequently the latter condition is expressed by saying that \( \{f_k\}_{k=1}^{\infty} \) is \( \omega \)-independent. This is a much stronger condition than \( \{f_k\}_{k=1}^{\infty} \) being linearly independent, which means that if a finite linear combination of vectors from \( \{f_k\}_{k=1}^{\infty} \) is zero, all the coefficients must be zero.

A frame which is not a Riesz basis is said to be redundant or overcomplete. Certain frames (but not all) contain a Riesz basis as a subset. In this case the excess of the frame is defined as the number of elements that must be removed from the frame such that the remaining set is a Riesz basis. Note that the excess might be finite or infinite.

Gabor systems and wavelet systems are defined in terms of certain classes of operators on \( L^2(\mathbb{R}) \): (i) translation by \( a \in \mathbb{R}, T_a f(x) = f(x-a) \), (ii) modulation by \( b \in \mathbb{R}, E_b f(x) = e^{2\pi ibx} f(x) \), and (iii) dyadic scaling, \( D f(x) := 2^{1/2} f(2x) \). In terms of these operators, a Gabor system on \( L^2(\mathbb{R}) \) has the form

\[ \{E_{mb} T_{na} g\}_{m,n \in \mathbb{Z}} = \{e^{2\pi ibx} g(x-na)\}_{m,n \in \mathbb{Z}}, \]

for some \( a, b > 0 \) and a fixed function \( g \in L^2(\mathbb{R}) \). Similarly, the dyadic wavelet system generated by a function \( \psi \in L^2(\mathbb{R}) \) is the collection of functions

\[ \{D^j T_k \psi\}_{j,k \in \mathbb{Z}} = \{2^{j/2} \psi(2^j x - k)\}_{j,k \in \mathbb{Z}}. \]

For Gabor systems as well as wavelet systems there is a huge literature on construction of frames and their properties. We refer to [10, 13, 6] and the references therein.

As already mentioned, our goal is to consider representations of frames as finite unions of systems of vectors each arising via the iterated action of an operator on certain elements. In the simplest case of single-generated systems this means that we consider frames for \( \mathcal{H} \) in the form \( \{T^n \varphi\}_{n=0}^{\infty} \) for some linear operator \( T \) and some \( \varphi \in \mathcal{H} \). Let us first consider such systems for the translation operators on \( \ell^2(\mathbb{Z}) \) and \( L^2(\mathbb{R}) \), for this particular example with the index set \( \{0\} \cup \mathbb{N} \) replaced by \( \mathbb{Z} \):
Example 1.1

(i) Consider the Hilbert space $\ell^2(\mathbb{Z})$. The shift operator $T : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})$, $T \{x_k\}_{k \in \mathbb{Z}} := \{x_{k+1}\}_{k \in \mathbb{Z}}$, is linear, bounded, and invertible. Furthermore, letting $\delta = \{\delta_k\}_{k \in \mathbb{Z}} \in \ell^2(\mathbb{Z})$ denote the sequence for which $\delta_0 = 1$ and $\delta_k = 0$ for $k \neq 0$, clearly $\{T^n \delta\}_{n \in \mathbb{Z}}$ is an orthonormal basis for $\ell^2(\mathbb{Z})$.

(ii) Now consider the Hilbert space $L^2(\mathbb{R})$. The analogue of the shift operator on $\ell^2(\mathbb{Z})$ is the translation operators $T_a f(x) := f(x - a)$, $a \in \mathbb{R}$. However, it is known [7] that $\{T_{na} \varphi\}_{n \in \mathbb{Z}}$ cannot be a frame for $L^2(\mathbb{R})$, regardless of the choice of the parameter $a \in \mathbb{R}$ and the function $\varphi \in L^2(\mathbb{R})$. Formulated in the current setting, this means that the powers $\{T^n_a \varphi\}_{n \in \mathbb{Z}}$ can not form a frame for $L^2(\mathbb{R})$.

Note that the results in [7] even show that if we replace the single function $\varphi \in L^2(\mathbb{R})$ by a finite collection of functions $\{\varphi_j\}_{j=1}^J$, the set $\bigcup_{j=1}^J \{T^n_j \varphi_j\}_{n \in \mathbb{Z}}$ can not be a frame for $L^2(\mathbb{R})$. On the other hand, if we allow infinite index sets, such constructions exist: for example, the system $\bigcup_{j \in \mathbb{Z}} \{T^n_1 E_j \chi[0,1]\}_{n \in \mathbb{Z}}$ is an orthonormal basis for $L^2(\mathbb{R})$. □

Despite the result in Example 1.1 it is indeed possible to construct an orthonormal basis $\{T^n \varphi\}_{n \in \mathbb{Z}}$ or $\{T^n \varphi\}_{n=0}^\infty$ for $L^2(\mathbb{R})$ for certain choices of the operator $T$ and $\varphi \in L^2(\mathbb{R})$. This follows from the following observation which in fact works in any separable Hilbert space. The result is a special case of Proposition 2.5.

Example 1.2 Let $\{e_k\}_{k=1}^\infty$ denote an orthonormal basis for $\mathcal{H}$. Define the operator $T$ by $Te_k := e_{k+1}$, $k \in \mathbb{N}$. Then $\{e_k\}_{k=1}^\infty = \{T^n e_1\}_{n=0}^\infty$, and $T$ extends by linearity and continuity to a bounded operator on $\mathcal{H}$.

In the concrete case in the Hilbert space $L^2(\mathbb{R})$, we can thus obtain an orthonormal basis of the form $\{T^n \varphi\}_{n=0}^\infty$ by taking any Gabor orthonormal basis $\{E_m T_{na} g\}_{m,n \in \mathbb{Z}}$ or wavelet orthonormal basis $\{D^j T_k \psi\}_{j,k \in \mathbb{Z}}$, reindex it as $\{e_k\}_{k=1}^\infty$, and apply the result directly. □

2 The results

Our first result shows that any frame which is norm-bounded below is a finite union of iterated operator actions on certain elements:

Theorem 2.1 Consider a frame $\{f_k\}_{k=1}^\infty$ which is norm-bounded below. Then the following hold:

(i) The frame $\{f_k\}_{k=1}^\infty$ can be decomposed as a finite union

$$\{f_k\}_{k=1}^\infty = \bigcup_{j=1}^J \{f_k^{(j)}\}_{k \in I_j},$$


where each of the sequences \( \{ f^{(j)}_k \}_{k \in I_j} \) is an infinite Riesz sequence.

(ii) There is a finite collection of vectors from \( \{ f_k \}_{k=1}^{\infty} \), to be called \( \varphi_1, \ldots, \varphi_J \), and corresponding bounded operators \( T_j : \mathcal{H} \rightarrow \mathcal{H} \) with closed range, such that

\[
\{ f_k \}_{k=1}^{\infty} = \bigcup_{j=1}^{J} \{ T^n_j \varphi_j \}_{n=0}^{\infty}.
\]  

The proof of Theorem 2.1 needs some preparation, and will be given in Section 3. Since Gabor frames and wavelet frames (and any generalized shift-invariant system) are norm-bounded below, the result applies directly to these cases. Note that the assumption of \( \{ f_k \}_{k=1}^{\infty} \) being norm-bounded below can not be removed in Theorem 2.1:

**Example 2.2** Letting \( \{ e_k \}_{k=1}^{\infty} \) denote an orthonormal basis for \( \mathcal{H} \), it is well-known that the sequence \( \{ f_k \}_{k=1}^{\infty} = \{ e_1, \frac{1}{\sqrt{2}} e_2, \frac{1}{\sqrt{3}} e_3, \frac{1}{\sqrt{4}} e_4, \ldots \} \) is a tight frame. The decomposition (2.1) in Theorem 2.1 is clearly impossible for this frame, showing that the assumption of \( \{ f_k \}_{k=1}^{\infty} \) being norm-bounded below can not be removed. \( \square \)

Theorem 2.1 leads to a couple of natural questions concerning possible simplifications of the structure of the decomposition (2.1). For example, what are the conditions such that a decomposition as in (2.1) is possible with \( J = 1 \), i.e., a single generator? And if it is necessary to apply multi-generators \( \varphi_1, \ldots, \varphi_J \), can the corresponding operators \( T_j \) be chosen to be independent of \( j \)?

In order to answer these questions we will first provide a characterization of the frames \( \{ f_k \}_{k=1}^{\infty} \) that have the form \( \{ f_k \}_{k=1}^{\infty} = \{ T^n \varphi \}_{n=0}^{\infty} \) for some linear operator \( T \) on (a subspace of) \( \mathcal{H} \) and some \( \varphi \in \mathcal{H} \). In fact, we can state the result under a weaker assumption. Recall that when we consider \( \{ f_k \}_{k=1}^{\infty} \) as a sequence, we have determined a certain ordering on the elements. Due to this ordering, the condition \( \{ f_k \}_{k=1}^{\infty} = \{ T^n \varphi \}_{n=0}^{\infty} \) actually implies that \( \varphi = f_1 \).

**Proposition 2.3** Consider any sequence \( \{ f_k \}_{k=1}^{\infty} \) in \( \mathcal{H} \) for which \( \text{span}\{ f_k \}_{k=1}^{\infty} \) is infinite-dimensional. Then the following are equivalent:

(i) \( \{ f_k \}_{k=1}^{\infty} \) is linearly independent.

(ii) There exists a linear operator \( T : \text{span}\{ f_k \}_{k=1}^{\infty} \rightarrow \mathcal{H} \) such that \( \{ f_k \}_{k=1}^{\infty} = \{ T^n f_1 \}_{n=0}^{\infty} \).

**Proof.** In order to prove (i) \( \Rightarrow \) (ii), assume that \( \{ f_k \}_{k=1}^{\infty} \) is linearly independent. Let \( T f_k := f_{k+1}, k \in \mathbb{N} \), and extend \( T \) to an operator on \( \text{span}\{ f_k \}_{k=1}^{\infty} \) by
linearity; then (ii) holds. In order to prove (ii) \(\Rightarrow\) (i), assume on the contrary that (ii) holds and that \(\{f_k\}_{k=1}^{\infty}\) is linearly dependent. Clearly we have that \(f_1 \neq 0\). The linear dependence of \(\{f_k\}_{k=1}^{\infty}\) shows that for some \(N > 1\) and some coefficients \(c_k\) we have \(\sum_{k=1}^{N} c_k f_k = 0\). We can assume that \(c_N \neq 0\), which implies that \(f_N = \sum_{k=1}^{N-1} d_k f_k\) for some coefficients \(d_k\). Now let \(V := \text{span}\{f_k\}_{k=1}^{N-1} = \text{span}\{T^n f_1\}_{n=0}^{N-2}\). Then \(f_N \in \text{span}\{f_k\}_{k=1}^{N-1} = V\). The space \(V\) is invariant under \(T\); indeed for any coefficients \(a_k \in \mathbb{C}\),

\[
T \sum_{k=1}^{N-1} a_k f_k = \sum_{k=1}^{N-2} a_k f_{k+1} + a_{N-1} T f_{N-1} = \sum_{k=1}^{N-2} a_k f_{k+1} + a_{N-1} f_N \in V.
\]

Thus (ii) implies that \(\text{span}\{f_k\}_{k=1}^{\infty} = V\), which is a contradiction. We conclude that \(\{f_k\}_{k=1}^{\infty}\) is linearly independent if (ii) holds. \(\square\)

Note that Proposition 2.3 implies that the question of the existence of an operator \(T : \text{span}\{f_k\}_{k=1}^{\infty} \to \mathcal{H}\) such that a given frame \(\{f_k\}_{k=1}^{\infty}\) can be represented in the form \(\{T^n \varphi\}_{n=0}^{\infty}\) for some \(\varphi \in \mathcal{H}\) is independent of the ordering of the elements in \(\{f_k\}_{k=1}^{\infty}\).

Proposition 2.3 has immediate consequences for Gabor systems in \(L^2(\mathbb{R})\):

**Example 2.4** It was conjectured in [15] and finally proved in [17] that for any \(a, b > 0\) and any nonzero \(g \in L^2(\mathbb{R})\) the Gabor system \(\{E_{mb} T_{na} g\}_{m,n \in \mathbb{Z}}\) is linearly independent. Proposition 2.3 therefore implies that there is a (possibly unbounded) operator \(T\) such that \(\{E_{mb} T_{na} g\}_{m,n \in \mathbb{Z}} = \{T^n \varphi\}_{n=0}^{\infty}\) for some \(\varphi \in L^2(\mathbb{R})\); one choice could be \(\varphi = g\).

Note that [15] even conjectured that any Gabor system \(\{E_{bn} T_{an} g\}_{m \in I}\) with \(g \neq 0\) and distinct points \(\{(a_m, b_n)\}_{m \in I}\) is linearly independent. Thus, if this is true, we would again obtain a representation \(\{E_{bn} T_{an} g\}_{m \in I} = \{T^n \varphi\}_{n=0}^{\infty}\) for some \(\varphi \in L^2(\mathbb{R})\), under the assumption that \(I\) is countable and infinite. The conjecture has been verified in several cases, but the full conjecture is still open. See [14] for a detailed discussion. \(\square\)

Note that in the case of a wavelet system, certain technical conditions for linear independence can be found in the papers [9] and [4].

In the rest of this section we will relate Proposition 2.3 and Theorem 2.1. First, in Theorem 2.1 we know that the operators \(T_j\) can be chosen to be bounded. For Riesz sequences \(\{f_k\}_{k=1}^{\infty}\) we now prove that also the operator \(T\) in Proposition 2.3 can be chosen to be bounded, but we will soon see that this is not necessarily the case if \(\{f_k\}_{k=1}^{\infty}\) is redundant. Thus, the reduction from multi-generators to a singleton is in general not desirable.

**Proposition 2.5**

(i) Any Riesz sequence \(\{e_k\}_{k=1}^{\infty}\) in \(\mathcal{H}\) has the form \(\{e_k\}_{k=1}^{\infty} = \{T^n e_1\}_{n=0}^{\infty}\) for some operator \(T \in B(\mathcal{H})\) with closed range.
(ii) If \( \{T^n\varphi\}_{n=0}^\infty \) is a frame for some operator \( T \in B(\mathcal{H}) \) and some \( \varphi \in \mathcal{H} \), then \( T \) has closed range.

**Proof.** Assume that \( \{e_k\}_{k=1}^\infty \) is a Riesz sequence. By Lemma 3.6.5 in [6] applied on the Hilbert space \( \text{span} \{e_k\}_{k=1}^\infty \), the mapping \( Te_k := e_{k+1}, k \in \mathbb{N} \), extends to a bounded linear operator \( T : \text{span} \{e_k\}_{k=1}^\infty \to \mathcal{H} \). Clearly the range of \( T \) is \( R_T = \text{span} \{e_k\}_{k=2}^\infty \), and by construction \( \{e_k\}_{k=1}^\infty = \{T^n e_1\}_{n=0}^\infty \). This proves (i). In order to prove (ii), assume that \( \{T^n \varphi\}_{n=0}^\infty \) is a frame; then \( \{T^n \varphi\}_{n=1}^\infty \) is a frame sequence. Thus, the operator \( U : \ell^2(\mathbb{N}) \to \mathcal{H} \), \( U\{c_k\}_{k=1}^\infty = \sum_{k=1}^\infty c_k T^k \varphi \) has closed range, namely, \( \text{span} \{T^n \varphi\}_{n=1}^\infty \). Now, for any \( \{c_k\}_{k=1}^\infty \in \ell^2(\mathbb{N}) \), we have \( \sum_{k=1}^\infty c_k T^k \varphi = T \sum_{k=1}^\infty c_k T^{k-1} \varphi \); this implies that \( R_T = \text{span} \{T^n \varphi\}_{n=1}^\infty \).

Note that the result in Proposition 2.5 (ii) does not extend to multiple generators. Indeed, if \( \bigcup_{j=1}^J \{T_j^n \varphi\}_{n=0}^\infty \) is a frame and one of the involved sequences \( \{T_j^n \varphi\}_{n=0}^\infty \) already is a frame by itself, nothing can be concluded about the range of the remaining operators \( T_{j'}, j' \neq j \).

Due to Proposition 2.3 and Proposition 2.5 we will now devote our attention to linearly independent and redundant frames \( \{f_k\}_{k=1}^\infty \). Such frames appear at several occasions in the literature. For example, any Gabor frame \( \{E_{mb} T_{na} g\}_{m,n \in \mathbb{Z}} \) with \( ab < 1 \) is redundant and linearly independent.

We will first prove a general result, showing that if a frame \( \{f_k\}_{k=1}^\infty \) with finite excess has a representation \( \{f_k\}_{k=1}^\infty = \{T^n f_1\}_{n=0}^\infty \), the operator \( T \) is forced to be unbounded.

**Proposition 2.6** Assume that the frame \( \{f_k\}_{k=1}^\infty \) is linearly independent, contains a Riesz basis and has finite and strictly positive excess. If \( T \) is a linear operator and \( \{f_k\}_{k=1}^\infty = \{T^n f_1\}_{n=0}^\infty \), then \( T \) is unbounded.

**Proof.** By assumption there exists \( K \in \mathbb{N} \) such that \( \{f_k\}_{k=K+1}^\infty \) is a Riesz basis for \( \mathcal{H} := \text{span} \{f_k\}_{k=K+1}^\infty \) and \( \{f_k\}_{k=K}^\infty \) is an overcomplete frame for \( \mathcal{H} \) (with excess 1). For \( N \in \mathbb{N} \), let \( A_N \) denote the optimal lower Riesz basis bound for the finite sequence \( \{f_k\}_{k=K}^{K+N-1} \), and let \( A \) denote a lower Riesz basis bound for \( \{f_k\}_{k=K+1}^\infty \). Since \( \{f_k\}_{k=K}^\infty \) is an overcomplete and linearly independent frame it is known that \( A_N \to 0 \) as \( N \to \infty \); see, e.g., [16] or Proposition 7.1.2 in [6]. Now, for \( N \in \mathbb{N} \), take a nonzero sequence \( \{c_k^{(N)}\}_{k=K}^{K+N-1} \) such that

\[
\left\| \sum_{k=K}^{K+N-1} c_k^{(N)} f_k \right\|^2 = A_N \sum_{k=K}^{K+N-1} |c_k^{(N)}|^2.
\]
Then
\[
\left\| T \sum_{k=K}^{K+N-1} c_k^{(N)} f_k \right\|^2 = \left\| \sum_{k=K}^{K+N-1} c_k^{(N)} f_{k+1} \right\|^2 = \left\| \sum_{k=K+1}^{K+N} c_k^{(N)} f_k \right\|^2 \\
\geq A \sum_{k=K+1}^{K+N} \left| c_k^{(N)} \right|^2 = A \sum_{k=K}^{K+N-1} \left| c_k^{(N)} \right|^2 \\
= \frac{A}{A_N} \left\| \sum_{k=K}^{K+N-1} c_k^{(N)} f_k \right\|^2.
\]

Since \( \frac{A}{A_N} \to \infty \) as \( N \to \infty \), it follows that the operator \( T \) is unbounded. \( \square \)

The result in Proposition 2.6 can immediately be extended to certain frames with infinite excess, ordered in a special way. See the comment after Example 2.8 for a more general result.

**Corollary 2.7** Assume that the frame \( \{ f_k \}_{k=1}^{\infty} \) is linearly independent, contains a Riesz basis and has infinite excess. Order the frame elements such that \( \{ f_{1+2k} \}_{k=1}^{\infty} \) is a Riesz basis. Then, if \( \{ f_k \}_{k=1}^{\infty} = \{ T^n f_1 \}_{n=0}^{\infty} \), the operator \( T \) is unbounded.

**Proof.** Note that \( \{ (T^2)^n f_1 \}_{n=0}^{\infty} = \{ T^{2n} f_1 \}_{n=0}^{\infty} = \{ f_1 \} \cup \{ f_{1+2k} \}_{k=1}^{\infty} \). It now follows from Proposition 2.6 that the operator \( T^2 \) is unbounded. Hence also \( T \) is unbounded, as desired. \( \square \)

**Example 2.8** Consider a Gabor Riesz basis \( \{ E_{mb} T_{na} g \}_{m,n \in \mathbb{Z}} \) for \( L^2(\mathbb{R}) \). Then, for any \( p, q \in \mathbb{N} \) with \( pq > 1 \) the oversampled Gabor system \( \{ E_{ma/p} T_{nb/q} g \}_{m,n \in \mathbb{Z}} \) is an overcomplete and linearly independent frame for \( L^2(\mathbb{R}) \). Thus, with the ordering of the system in Corollary 2.7, an operator \( T \) such that \( \{ E_{mb} T_{na} g \}_{m,n \in \mathbb{Z}} = \{ T^n \varphi \}_{n=0}^{\infty} \) for some \( \varphi \in L^2(\mathbb{R}) \) is necessarily unbounded. \( \square \)

Note that after submission of the current manuscript, a more general result than Corollary 2.7 has been obtained in [8] using more advanced operator theory. Indeed, for a frame containing a Riesz basis and having positive excess, a representation \( \{ f_k \}_{k=1}^{\infty} = \{ T^n f_1 \}_{n=0}^{\infty} \) is not possible with a bounded operator \( T \), regardless of the ordering of the frame elements. The results in [8] also have the consequence that an overcomplete Gabor frame never has a representation of the form \( \{ E_{mb} T_{na} g \}_{m,n \in \mathbb{Z}} = \{ T^n \varphi \}_{n=0}^{\infty} \) with a bounded operator \( T \).

Returning to the setup of Theorem 2.1, the above results show that in general it is problematic to aim at a reduction of the number of generators in (2.1) to \( J = 1 \). Via an example we will now show that also the question of choosing the operators \( T_j \) in (2.1) to be independent of \( j \in J \) (while keeping the boundedness) has a negative answer in general.
Example 2.9 Let \( \{e_k\}_{k=1}^\infty \) denote an orthonormal basis for \( \mathcal{H} \), and let
\[
f_1 := e_1, f_k := e_{k-1} + \frac{1}{k} e_k, \quad k \geq 2.
\]
Then \( \{f_k\}_{k=1}^\infty \) is a frame [6]; it is linearly independent, and its excess is 1. Assume that \( \{f_k\}_{k=1}^\infty = \bigcup_{j=1}^J \{T^n \varphi_j\}_{n=0}^\infty \) for a linear operator \( T : \mathcal{H} \to \mathcal{H} \) and some elements \( \varphi_1, \ldots, \varphi_J \) from \( \{f_k\}_{k=1}^\infty \). With the purpose of showing that \( T \) is unbounded, we will consider the action of \( T \) on the elements
\[
g_N = \sum_{k=1}^N \frac{(-1)^{k-1}}{(k-1)!} f_k = \frac{(-1)^{N-1}}{N!} e_N \quad (2.2)
\]
for \( N \in \mathbb{N} \). The idea of the following proof is to show that \( ||Tg_N|| \) is bounded below, independently of \( N \in \mathbb{N} \); by (2.2) this implies that \( T \) must be unbounded. Technically, the proof is done by analyzing certain subcases separately.

First, since \( f_1 = e_1 \) we know that \( Tf_1 \neq e_1 \), so \( Tf_1 = e_\ell + \frac{1}{\ell+1} e_{\ell+1} \) for some \( \ell \in \mathbb{N} \). Thus
\[
Tg_N = \sum_{k=1}^N \frac{(-1)^{k-1}}{(k-1)!} f_k = e_\ell + \frac{1}{\ell+1} e_{\ell+1} + \sum_{k=2}^N \frac{(-1)^{k-1}}{(k-1)!} T f_k. \quad (2.3)
\]

We now split the analysis into some subcases, depending on whether \( \ell = 1 \) or \( \ell \geq 2 \).

1) If \( \ell \geq 2 \), then the sum on the right-hand side of (2.3) can only have a component in the direction \( e_\ell \) if \( Tf_k = e_{\ell-1} + \frac{1}{\ell} e_\ell \) for some \( k \geq 2 \). The smallest component in direction of \( e_\ell \) appears if this happens for \( k = 2 \), which implies that in any case \( ||Tg_N|| \geq ||(1 - \frac{1}{2})e_\ell|| = \frac{1}{2} \). Via (2.2) it follows that \( ||Te_N|| \geq \frac{1}{2} N! \to \infty \) as \( N \to \infty \). Thus the operator \( T \) is unbounded in this case.

2) We now assume that \( \ell = 1 \), in which case (2.3) takes the form
\[
Tg_N = e_1 + \frac{1}{2} e_2 + \sum_{k=2}^N \frac{(-1)^{k-1}}{(k-1)!} T f_k. \quad (2.4)
\]

The technical complication is now that it is possible that \( Tf_2 = e_1 \), in which case \( Tg_N \) does not have a component in direction of \( e_1 \) and the above argument breaks down. Again we handle this by splitting into certain subcases:

2a) If \( Tf_2 = e_1 \), (2.4) takes the form
\[
Tg_N = \frac{1}{2} e_2 + \sum_{k=3}^N \frac{(-1)^{k-1}}{(k-1)!} T f_k. \quad (2.5)
\]
Hence we will now focus on the possible components of $Tf_k$ in direction of $e_2$ for $k \geq 3$. Since $Tf_1 = e_1 + \frac{1}{2}e_2$ by assumption, the only possibility for such a component is that $Tf_k = e_2 + \frac{1}{3}e_3$ for some $k \geq 3$. In this case (2.5) implies that the component of $Tg_N$ in direction of $e_2$ is $\frac{1}{2}e_2 + \frac{(-1)^{k-1}}{(k-1)!}e_2$ hence $\|Tg_N\| \geq \frac{1}{2} - \frac{1}{6} = \frac{1}{3}$. Via the same argument as in 1) we conclude that $T$ is unbounded.

2b) Finally, if $Tf_2 \neq e_1$, (2.4) implies that the component of $Tg_N$ in direction of $e_1$ is at least $e_1 - \frac{1}{6}e_1 = \frac{5}{6}e_1$; thus $\|Tg_N\| \geq \frac{5}{6}$, and $T$ is also unbounded in this case.

It is natural to ask whether the condition of linear independence of a frame in Proposition 2.3 implies that the frame is norm-bounded below (the condition in Theorem 2.1). For frames with finite excess the answer is yes; however, the following example shows that in any separable Hilbert space we can construct linearly independent frames with infinite excess, which are not norm-bounded below.

**Example 2.10** Let $\{e_k\}_{k=1}^{\infty}$ denote an orthonormal basis for $H$. We will describe a recursive procedure which yields a sequence $\{\varphi_k\}_{k=1}^{\infty}$ such that $\{f_k\}_{k=1}^{\infty} := \{e_k\}_{k=1}^{\infty} \cup \{\varphi_k\}_{k=1}^{\infty}$ is a linearly independent frame which is not norm-bounded below. In the first step, choose infinite and disjoint index sets $I_1$ and $J_1$ such that $\mathbb{N} = I_1 \cup J_1$. Letting $\varphi_1 := \sum_{\ell \in J_1} \frac{1}{\sqrt{2}} e_{\ell}$, the set $\{e_k\}_{k \in I_1} \cup \{\varphi_1\}$ is a linearly independent frame sequence with excess one. We now continue this procedure in a recursive way starting with the orthonormal sequence $\{e_k\}_{k \in J_1}$. To be more precise, in the $n$th step we choose infinite and disjoint sets $I_n$ and $J_n$ such that $J_{n-1} = I_n \cup J_n$. Defining $\varphi_n := n^{-1} \sum_{\ell \in I_n} \frac{1}{\sqrt{2}} e_{\ell}$, we then see that $\{e_k\}_{k \in I_n} \cup \{\varphi_n\}$ is a linearly independent frame sequence with excess one. By construction the spaces spanned by these frame sequences form an orthogonal decomposition of $H$. It follows that the sequence $\{e_k\}_{k=1}^{\infty} \cup \{\varphi_k\}_{k=1}^{\infty} = \bigcup_{n=1}^{\infty} (\{e_k\}_{k \in I_n} \cup \{\varphi_n\})$ is a linearly independent frame for $H$; and since $\|\varphi_n\| \to 0$ as $n \to \infty$, it is not norm-bounded below.

Note that for each $\epsilon \in [0, 1]$ the frame $\{f_k\}_{k=1}^{\infty}$ consists of

- Infinitely many elements with norm 1;
- Infinitely many elements with norm at most $\epsilon$;
- Finitely many elements with norm between $\epsilon$ and 1.

Reordering the frame as $\{f_k\}_{k=1}^{\infty}$ and defining the operator $T : \text{span}\{f_k\}_{k=1}^{\infty} \to H$ by $Tf_k = f_{k+1}$, this implies that for any $\epsilon \in [0, 1]$ there exists some $j \in \mathbb{N}$ such that $\|f_j\| \leq \epsilon$ and $\|f_{j+1}\| = 1$. Thus $\|Tf_j\| = \|f_{j+1}\| \geq \frac{1}{\epsilon}$, i.e., $T$ is unbounded. □
3 Proof of Theorem 2.1

We will need some preparation before we prove Theorem 2.1.

Lemma 3.1 Fix $N \in \mathbb{N}$. Assume that $\{f_k\}_{k=1}^N \cup \{g_k\}_{k=1}^\infty$ is a Bessel sequence in $\mathcal{H}$ and let $P$ denote the orthogonal projection onto $\text{span}\{f_k\}_{k=1}^N$. Then, for any $\epsilon > 0$ there is some $j \in \mathbb{N}$ such that $\|Pg_j\| \leq \epsilon$.

Proof. The proof is by contradiction, so assume that $\|Pg_k\| > \epsilon > 0$ for all $k \in \mathbb{N}$. Since $\{g_k\}_{k=1}^\infty$ is a Bessel sequence it is norm-bounded above, and therefore also $\{Pg_k\}_{k=1}^\infty$ is norm-bounded. Thus, for some $R > 0$ it belongs to the ball $B(0,R) := \{f \in \text{span}\{f_k\}_{k=1}^N \mid \|f\| \leq R\}$ in the finite-dimensional space $\text{span}\{f_k\}_{k=1}^N$. By compactness of the ball, the sequence thus has a convergent subsequence, say $Pg_k \to h$ for $k \to \infty$. Clearly $\|h\| \geq \epsilon$ and $h \in \text{span}\{f_k\}_{k=1}^N$. However, since

$$\sum_{k=1}^\infty |\langle h, g_k \rangle|^2 = \sum_{k=1}^\infty |\langle Ph, g_k \rangle|^2 = \sum_{k=1}^\infty |\langle h, Pg_k \rangle|^2 \geq \sum_{\ell=1}^\infty |\langle h, Pg_{k_\ell} \rangle|^2 = \infty,$$

this contradicts $\{g_k\}_{k=1}^\infty$ being a Bessel sequence. Thus we conclude that there indeed exists $j \in \mathbb{N}$ such that $\|Pg_j\| \leq \epsilon$. \hfill \qed

Lemma 3.2 Let $N \in \mathbb{N}$ be fixed. Assume that $\{f_k\}_{k=1}^N$ and $\{g_k\}_{k=1}^\infty$ are Riesz sequences, let $C := \inf_{j,k \in \mathbb{N}} \{|f_k|, ||g_j||\}$, and let $A < C$ denote a common lower Riesz bound for $\{f_k\}_{k=1}^N$ and $\{g_k\}_{k=1}^\infty$. Given any $\delta \in (0,A]$, choose $j \in \mathbb{N}$ as in Lemma 3.1 with $\epsilon < \min\{C-A, \sqrt{A-A-\delta}\}$. Then $\{f_k\}_{k=1}^N \cup \{g_k\}_{k=1}^\infty$ is a Riesz sequence with lower bound $A - \delta$.

Proof. Let $P$ denote the orthogonal projection onto $\text{span}\{f_k\}_{k=1}^N$, and choose $j \in \mathbb{N}$ such that $\|Pg_j\| \leq \epsilon$. Then $\|(I-P)g_j\| > C - \epsilon > A$. For notational convenience and just for this step of the proof, let us put $f_{N+1} := (I-P)g_j$. Noting that $f_{N+1}$ is perpendicular to all $f_k$, $k = 1, \ldots, N$, for any sequence of scalar coefficients $c_1, \ldots, c_{N+1}$ we have

$$\left\| \sum_{k=1}^{N+1} c_k f_k \right\|^2 = \left\| \sum_{k=1}^N c_k f_k \right\|^2 + |c_{N+1}|^2 \|f_{N+1}\|^2 \geq A \sum_{k=1}^N |c_k|^2 + A |c_{N+1}|^2 = A \sum_{k=1}^{N+1} |c_k|^2.$$

Thus $\{f_k\}_{k=1}^{N+1}$ is a Riesz sequence with lower bound $A$. Now, letting $\{h_k\}_{k=1}^{N+1} := \{f_1, \ldots, f_N, g_j\}$, we see that for any scalar coefficients $c_1, \ldots, c_{N+1}$,

$$\left\| \sum_{k=1}^{N+1} c_k (f_k - h_k) \right\|^2 = |c_{N+1}|^2 \|f_{N+1} - h_{N+1}\|^2 = |c_{N+1}|^2 \|Pg_j\|^2 \leq \epsilon^2 \sum_{k=1}^{N+1} |c_k|^2.$$
By assumption, $\epsilon < \sqrt{A} - \sqrt{A - \delta} < \sqrt{A}$; thus, classical perturbation results (see, e.g., [6], Theorem 22.3.2) imply that \( \{h_k\}_{k=1}^{N+1} \) is a Riesz sequence with lower bound
\[
A(1 - \frac{\epsilon}{\sqrt{A}})^2 \geq A(1 - \frac{\sqrt{A} - \sqrt{A - \delta}}{\sqrt{A}})^2 = A - \delta,
\]
as desired. \( \square \)

**Proof of Theorem 2.1:**

The Feichtinger conjecture (which has been confirmed in [18] in 2013 based on the equivalent formulations in [5] and therefore now is a theorem) implies that the frame can be partitioned into a finite union of Riesz sequences,

\[
\{f_k\}_{k=1}^{\infty} = \bigcup_{j=1}^{J} \{f^{(j)}_{k}\}_{k \in I_j} \tag{3.1}
\]

for certain index sets \( I_j, j = 1, \ldots, J \). We will first argue that all of these Riesz sequences can be chosen to contain infinitely many elements. Let \( A \) denote a common lower frame bound for each of the Riesz sequences \( \{f^{(j)}_{k}\}_{k \in I_j}, j = 1, \ldots, J \), chosen such that \( A < \inf_{k \in \mathbb{N}} ||f_k|| \).

At least one of these Riesz sequences, say, \( \{f^{(\alpha)}_{k}\}_{k \in I_\alpha} \) will contain infinitely many elements. Now assume that another one of the Riesz sequences, say, \( \{f^{(\beta)}_{k}\}_{k \in I_\beta} \), only contains finitely many elements. Now, applying Lemma 3.2 with \( \delta := A2^{-\ell_1} \) for some \( \ell_1 \geq 2 \) we can find an element \( f^{(\alpha)}_{k_1}, k_1 \in I_\alpha \), such that \( \{f^{(\beta)}_{k}\}_{k \in I_\beta} \cup \{f^{(\alpha)}_{k_1}\} \) is a Riesz sequence with lower bound \( A - A2^{-\ell_1} \). We will now apply this procedure in an inductive way, in the next step starting with the Riesz sequence \( \{f^{(\beta)}_{k}\}_{k \in I_\beta} \cup \{f^{(\alpha)}_{k_1}\} \) and choosing \( \delta = A2^{-\ell_2} \) for some \( \ell_2 > \ell_1 + 1 \). Since the Riesz sequence property (see (3.29) in [6]) holds if it just holds on arbitrary finite sequences, this procedure will yield an infinite Riesz sequence

\[
\{f^{(\beta)}_{k}\}_{k \in I_\beta} \cup \{f^{(\alpha)}_{k_1}\} \cup \{f^{(\alpha)}_{k_2}\} \cup \ldots,
\]

with lower bound \( A - A(2^{-\ell_1} + 2^{-\ell_2} + \ldots) \geq A(1 - 2^{-\ell_1+1}) \). Performing this procedure on each of the finite Riesz sequences in the decomposition (3.1) now proves that all of the Riesz sequences can be chosen to be infinite. Finally, since the described procedure involves a “gap” between the removed elements (due to the choice \( \ell_2 > \ell_1 + 1 \)) the remaining part of \( \{f^{(\alpha)}_{k}\}_{k \in I_\alpha} \) is still an infinite sequence. The desired result is thus a consequence of Proposition 2.5. \( \square \)

**Remark:** The proof of Theorem 2.1 shows that by choosing the integer \( \ell_1 \) sufficiently large, we can obtain that the Riesz sequences in (2.1) have a lower
Riesz bound that is arbitrarily close to the considered joint lower Riesz bound for the sequences in (3.1).
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