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Abstract

The ability to transform the crystal structure of metals in the solid state enables tailoring their physical, mechanical, electrical, thermal, and optical properties in unprecedented ways. We demonstrate a martensitic phase transformation from a face-centered-cubic (fcc) structure to a hexagonal-close-packed (hcp) structure that occurs in nanosecond timescale in initially near-defect-free single-crystal silver (Ag) microcubes impacted at supersonic velocities. Impact-induced high pressure and high strain rates in Ag microcubes cause impact orientation dependent extreme micro- and nano-structural transformations. When a microcube is impacted along the [100] crystal symmetry direction, the initial fcc structure transforms into an hcp crystal structure, while impact along the [110] direction does not produce phase transformations, suggesting the predominant role played by the stacking faults generated in the [100] impact. Molecular dynamics simulations at
comparable high strain rates reveal the emergence of such stacking faults that coalesce, forming large hcp domains. The formation of hcp phase through the martensitic transformation of fcc Ag shows new potential to dramatically improve material properties of low-stacking-fault energy materials.

1. Introduction

Martensitic phase transformation—a stress or thermally-induced non-diffusive solid-state phase transformation—that results in a change of crystal structure has been found in many material systems such as shape memory and structural alloys [1–4], and can occur during meteorite impacts [5]. Because of the drastic changes in microstructure, the martensitic phase transformation has often been exploited as a useful tool to achieve desirable active control of material properties—e.g., biomedical shape memory implants that utilize the martensitic phase transformation in NiTi alloys[2,6]—and to improve mechanical properties through the creation of specific desirable microstructures—e.g. synthesis of hexagonal and cubic diamond from graphite [7,8] and cubic and zincblend boron nitrides from rhombohedral boron nitride [9]. Crystallographic structural changes induced by phase transformation has also been found in pure metals such as bulk titanium and tantalum, as well as silver nanoparticles [10–13].

Silver (Ag) is a low-stacking-fault energy noble metal that is most commonly found in the face-centered-cubic (fcc) structure (lattice constant ~0.408 nm) that belongs to the space group \( Fm\bar{3}m \) (No. 225) [14]. The closed packed atomic planes in an fcc crystal are arranged in an ABC stacking sequence along the [111] crystallographic direction (also denoted as 3C phase). Ag is added to high-temperature superconductor wires, tapes, and films to shield the superconducting material from its surroundings while providing mechanical strength and internal strain-relief for the brittle superconductor, stabilization of the superconductor through alternate current path and thermal path to the coolant, and low-resistance electrical contact [14]. Ag also exhibits high thermal and electrical conductivities, diamagnetism, high reflectance, and low emittance [14]. Ag has attracted attention recently for plasmonic applications as well—for example, use of Ag nanoparticles for enhanced trapping of light in solar cells—because of their large surface enhancement factors and localized surface plasmon resonance that can be tuned to visible and infrared wavelengths through shape modifications [15]. Due to their highest reflectivity among metals, colloidal Ag particles have also been proposed for coating space mirrors that can be used for detecting even the faintest signals.
from far distances [16]. The ability to dramatically modify the structure and the properties of Ag micro- and nanoparticles while simultaneously improving their strength and toughness can greatly benefit these futuristic applications of Ag.

Though it is rare, naturally occurring hexagonal-close-packed (hcp) Ag (space group: P63/mmc (No. 194)) in both 4H (lattice constants a = 0.288 nm, c = 1.0 nm, c/a = 3.47) and 2H (lattice constants a = 0.283 nm, c = 0.638 nm, c/a = 2.25) polytypes has also been found previously as inter-grown layers in fcc Ag in the native silver-gold ores of north-eastern Russia [17]. These metastable formations could have occurred due to the slow growth of individual crystals and could have been stabilized due to admixtures such as antimony (Sb), bismuth (Bi), copper (Cu), and iron (Fe) [17]. A few atomic layers thick 4H Ag has also been synthesized using epitaxial growth process [18]. The 4H Ag has recently been found in nanocrystalline (grain sizes < 30 nm) Ag thin-films fabricated using high-pressure magnetron sputtering [19]. 4H Ag has also been synthesized in nanorods (diameter ~10-100 nm) [20–23], nanoribbons [24] and bulk films [25–27]. Bulk 2H Ag has also been synthesized [25,26] using electrochemical deposition, though it is extremely rare due to its highly metastable nature and as it can spontaneously transform to the fcc phase at room temperature [27]. The 4H phase is more stable than the 2H phase, but it also undergoes electron-beam-radiation-induced [23] and thermally-induced [27] phase transformations from 4H to 3C.

Here, we demonstrate that the initial single-crystal fcc structure of Ag can be transformed into a gradient-nano-grained hcp structure through high-velocity impact of the Ag microcubes along a specific intrinsic crystal symmetry direction. Molecular dynamics simulations support experimental evidence of an fcc to hcp phase transformation and provide insights into the atomistic deformation mechanisms that lead to the phase transformation. Additionally, we investigate the stability of the hcp phase through temporal observational studies.

2. Materials and methods

2.1. Experimental setup

2.1.1. Silver micro-cube synthesis

We synthesized monodisperse ~1.4 μm Ag cubes (Fig.1a) using a multistep seed-growth process in a controlled atmosphere [28,29]. Ag nanocubes that are used as seed for Ag microcube growth were synthesized in a controlled reaction atmosphere as detailed in the paper by Jeon et al. [29]. Typically, 1 ml of ethylene glycol (EG, Cl ≤ 0.2 mg/kg and Fe ≤ 0.2 mg/kg, Aldrich) is preheated at 140°C while stirring at ~ 900 rpm in a 22 ml vial for 10 minutes. 50 μl of 60 mM
hydrochloric acid (HCl, 37%, Aldrich) solution in EG is added into the vial. After 2 minutes, 1 ml of 0.2 M silver nitrate (AgNO₃, Aldrich) in EG injected in drops into the vial. Three minutes later, 1 ml of 0.12 M polyvinylpyrrolidone (PVP, MW ~ 55,000, Aldrich) solution in EG is added in drops. 4 hours after the addition of PVP solution, the vial is capped. Seeding starts in an hour as indicated by a yellowish color. Growth is completed in another 35 minutes. The reaction batch is thermally quenched in a water bath at room temperature for 20 minutes. The seed nano-cubes are washed with acetone once, followed by several water washes to remove EG and PVP. Finally, the seed nano-cubes are dispersed in 1 ml of EG for further growth.

The first seed growth under Ar atmosphere is performed as described in the papers by Jeon et al. [28]. Typically, 3 ml of EG is preheated at 160°C for 10 minutes with Ar introduction (Matheson) and 60 μl of 600 mM HCl solution is added into the vial. A glass pipet is used to introduce a continuous flow of Ar gas above the reaction solution. After 2 minutes, 1 ml of 0.8 M AgNO₃ solution is injected in drops into the vial. After another 2 minutes, 1 ml of 0.4 M PVP solution is added in drops. A 120 μl of seed suspension is injected 3 minutes after the PVP injection. After another 35 minutes, the reaction vial is quenched in room temperature water. The product is washed with acetone once, followed by several water washes, and filtered to remove small portion of nano-wires (~ 5%). Finally, filtered particles are dispersed in 1 ml of EG for further seed growth.

**Figure 1.** Scanning electron microscopy (SEM), selective area diffraction (SAD), and high-resolution transmission electron microscopy (HR-TEM) images of a representative near-defect-free single-crystal Ag microcube
The second seed growth under Ar atmosphere is performed as described in the papers by Jeon et al. [28,29]. A 3 ml of EG is preheated at 160°C for 10 minutes under Ar introduction, and 90 μl of 600 mM HCl solution is added into the vial. After 2 minutes, 1 ml of 1.6 M AgNO₃ solution is injected in drops into the vial. 2 minutes later, 1 ml of 0.8 M PVP solution in EG is added in drops. 170 μl of particles synthesized in first seed growth (step b) are injected 3 minutes after the PVP injection. Another 35 minutes later, the reaction vial is quenched in room temperature water and the product is washed with acetone once, followed by several water washes, and filtered to remove small portion of nanowires. The final product, Ag micro-cubes, are dispersed in 1 ml of distilled water for storage.

Selective area diffraction (SAD) and high-resolution transmission electron microscope (HR-TEM) images of a thin lamella obtained using focused ion beam (FIB) milling from the as-synthesized microcubes show that the samples are near-defect-free single-crystals (Fig.1b-c).

2.1.2. Impact testing

We use an advanced laser-induced projectile impact testing (LIPIT) apparatus [30,31] to launch the Ag micro-cubes at a supersonic velocity of ~400 ms⁻¹ and impact them onto impenetrable rigid targets (Fig.2a). The LIPIT apparatus consists of four main components: (i) an Nd: YAG pulse laser (λ=1064 nm) and optical components to launch the projectile by laser ablation of an underlying Au layer, (ii) launch pad—a glass substrate that is coated first with a ~50 nm gold (Au) film and then a ~20 µm crosslinked polydimethylsiloxane (PDMS) layer, in which the Au-layer absorbs laser energy from a nanosecond pulse and vaporizes causing the rubbery PDMS to rapidly expand and launch the projectile at velocities proportional to the laser energy, (iii) rigid target—a silicon substrate coated with ~100 nm gold film, and (iv) in-situ imaging of the projectile in-flight by a CCD camera with microscopic lens that is illuminated at 34.5 ns intervals by two incoherent light pulses that are generated by amplified spontaneous emission from a dye laser cavity with a gain medium (Rhodamine 640 in ethanol), which is optically pumped from another Nd: YAG laser (λ=532 nm) (time delay between pulses is achieved by an optical delay path in air). The apparatus is also equipped with another CCD camera with microscopic lens and LED illumination to visualize and align the projectile to the focal point of the ablation laser on the launch pad.
The Ag micro-cubes preserved in ethanol are drop-cast on top of the PDMS layer and air-dried on the launch pad before LIPIT. The PDMS layer prevents sample heating from the laser ablation of Au, in addition to launching the projectile. Additionally, the Au layer thickness has been chosen to suppress (below 1%) optical transmission of the laser pulse energy during ablation.

The ultra-high-strain-rate (~$10^8$ s$^{-1}$) deformation produces a unique gradient-nano-grained (GNG) structure—with the grain size varying from ~5 nm near the impacted bottom region of the sample to ~500 nm at the top region of the sample—through the interplay between a hydrodynamic stress state that far exceeds the yield strength of Ag and ordinary dislocation plasticity at lower stresses [31]. The influence of these two stress states is also evident in scanning electron microscope (SEM) images (Fig.2b-c) of the samples that show severe plastic flow at the bottom impacted region and discrete surface slip steps at the less deformed top region of the sample, which are characteristic of the ordinary plastic deformation governed by crystallographic slips of {111} close-packed planes. Since the kinetic energy of impact (2.3nJ) is significantly lower than the energy required to melt the Ag cube (9.65nJ), no bulk melting is expected during the high-strain-rate deformation and the entire deformation process must occur in solid state (SI Sec.1). Creating a GNG structure in metals has been proposed [31–34] as a pathway to achieving both ultra-strength and toughness that are usually mutually exclusive mechanical properties.

2.1.3. Post-impact electron microscopy

We performed high-resolution SEM analysis of the impacted samples and the preparation of thin TEM-lamella in an FEI Helios NanoLab 660 DualBeam system. We also prepared thin lamella in the Helios NanoLab system for subsequent S/TEM study. Prior to focused ion beam (FIB)

Figure 2. (a) An illustration of the LIPIT, (b) post-impact side (at 52° tilt) SEM view of an Ag microcube, and (c) post-impact top SEM view of an Ag microcube.
milling, we coated the samples first with a layer of electron-beam deposited Pt and then a thick layer of ion-beam deposited Pt in order to protect the sample from direct Ga\(^+\) ion damage. Then, we cut trenches and performed in-situ lift-out and attached the sample to a TEM half-grid. Finally, we thinned down the sample to below 100 nm using high energy (30keV) FIB milling, and subsequently polished under very low-energy ion beam (2keV) to minimize the damage caused by 30 keV ions. The TEM specimens are analyzed in an FEI Titan Themis\(^3\) Scanning/Transmission Electron Microscope (S/TEM) operated at 300 keV immediately after final polishing. We performed selective area diffraction (SAD) (~200 nm diameter probing area) to investigate the deformed nano/microstructure.

2.1.4. Transmission Kikuchi diffraction analysis

TKD was performed at the Center for Electron Nanoscopy of the Technical University of Denmark in an FEI Nova NANOSEM 600\(^\text{TM}\) equipped with a field-emission gun and an e\(^-\) Flash HR camera (GmbH, Berlin, Germany). In order to prevent oxidation and deterioration of the Ag microcubes during the transport from the United States to Denmark, they were coated with initially an e-beam deposited Pt (~500 nm) and then i-beam deposited Pt (~3 \(\mu\)m). This was carried out in the FEI Helios NanoLab 660 DualBeam system. Then, we cut trenches and performed bulk in-situ lift-out and attached the sample to a TEM half-grid before shipping (Pt-coated sample width ~10 \(\mu\)m). The sample was thinned in Denmark using FIB to achieve electron transparent lamella. An accelerating voltage of 30 kV for Ga\(^+\) was used for the penultimate step. For the final polishing step that removes any amorphous region created due to i-beam damage, 2 kV Ga\(^+\) with a current of 6 pA was used to expose the thin sample at an incident angle of 7\(^\circ\) on both sides for 10 min.

The TKD measurement was performed on the prepared electron transparent lamella in a square grid with step size of 4 nm. An electron probe current of 1.7 nA at an acceleration voltage of 30 kV, and camera exposure time of 8 ms was utilized. The TKD measurement was carried out in an on-axis setup [35]. The ESPRIT 2 Software from Bruker was used for the analysis of the acquired TKD data. A conservative approach for data cleaning was employed which was limited to just removal of wild points.

2.2. Molecular dynamics simulations

To understand the dynamic formation of the hcp phase in Ag, we performed molecular dynamics (MD) simulations of Ag nanocubes. Due to the computational limitations of the MD simulations, we simulate the impacts of (65.5 nm)\(^3\) Ag nanocubes (~160\(^3\) fcc unit cells with lattice
constant ~0.409 nm at 0 K; 16,384,000 atoms) to model the experiments on Ag microcubes. All simulations are performed with the LAMMPS code [36,37] and the material (Ag) is modeled with the Embedded atom method interatomic potential developed by Williams et al. [38].

The initial temperature of the samples is set to a constant value of 300 K. The initial configuration is relaxed by integrating the equations of motion for 30 ps without applying any load. During this relaxation process the crystal is allowed to expand and/or contract independently in each orthogonal direction allowing to minimize the energy and the pressure of the nanocube using NPT ensemble with a Nosé-Hoover thermostat and a time-step of 5 fs.

Once the sample is equilibrated to 300 K, and the pressure minimized to zero, an initial translational velocity is applied to the atoms to generate the impact velocity. Then, the positions of the atoms are integrated under the NVE ensemble for about 550 ps. The NVE ensemble ensures that no extra energy is added to the computational cell. The rigid wall was generated using a command which includes an atomic interaction at specific location ($x = 0$). The interaction is given by a Lennard-Jones-type potential, i.e.,

$$E_W(r) = \epsilon \left( \frac{2}{15} \left( \frac{\sigma}{r} \right)^9 - \left( \frac{\sigma}{r} \right)^3 \right) ; \quad r < r_c$$

where $r$ is the minimum distance between the particle and the wall, $\epsilon = 1$ eV, $\sigma = 0.1$ nm, and $r_c = 0.25$ nm is a cut-off radius. Other choices of the wall generate the same results.

From the MD data we compute the average strain rate by using the change of the length of the sample and the time required to do that:

$$\dot{\varepsilon} = \frac{\varepsilon}{\Delta t} = \frac{l_1}{l_0} \frac{1}{\Delta t} = \frac{1}{\Delta t} \left( \frac{l_1}{l_0} \right)$$

where $l$ is the final length, $l_0$ is the initial length, and $\Delta t$ is the elapsed time at which $l$ and $l_0$ have been measured. For the [100]-face impact, we estimated the strain rate to be \(~2.4 \times 10^9\) s\(^{-1}\), while the strain rate for the [110]-edge impact was \(~3.7 \times 10^9\) s\(^{-1}\). These average values of the strain rate are less than an order of magnitude larger than that estimated from experiments \(~8\times10^8\) s\(^{-1}\) and is mainly due to the size mismatch of the cube. Additionally, we should mention that the instantaneous strain at each section of the sample could change, especially for the [110]-edge impact since the cross-section is strongly increasing as time goes by, making the deformation and strain non-homogenous. The inherent limitation of the number of atoms in MD makes it very challenging to match the experimental sizes. Indeed, with more than 16 million atoms, the simulations represent approximately the limit that one can achieve with the state-of-the-art MD techniques. Other coarse-
grained techniques, such as the quasi-continuum method, cannot be applied since atomic resolution is required everywhere in the sample because the deformation is not localized near the impact area. With an overall strain-rate mismatch ratio of ~5 between simulations and experiments, we do not expect big differences. Other limitations, such as the validity of the potential under extreme pressures might play a more important role.

The strength of the simulation cell is quantified using virial stresses [37] that are computed from,

$$
\sigma_{\alpha\beta} = -\frac{1}{V} \left( \sum_i \frac{p_i^\alpha p_i^\beta}{m} + \sum_j \sum_{\alpha} r_{ij}^{\alpha} f_{ij}^{\beta} \right) ; \quad \alpha,\beta = x,y,z
$$

where \( \sigma_{\alpha\beta} \) are the components of the stress tensor, \( V \) is the total volume of the simulation cell, \( p_i^\alpha \) is the component \( \alpha \) of the linear momentum \( (p_i^\alpha = mv_i^\alpha) \) of atom \( i \), \( r_{ij}^{\alpha} \) is the component \( \alpha \) of the relative distance vector between atoms \( i \) and \( j \), and \( f_{ij}^{\beta} \) is the component \( \beta \) of the force vector on atom \( i \) due to atom \( j \). Since the sample is initially traveling with a large translation speed, we subtracted their center of mass velocity and use the components of linear momentum without the velocity of the center of mass.

We use two independent methods to quantify the amount of plastic work generated in the simulation cell. The first quantity is the von Mises equivalent stress given by,

$$
\sigma_v = \left( \frac{1}{2} \sum_{\alpha>\beta} (\sigma_{\alpha\alpha} - \sigma_{\beta\beta})^2 + 3 \sum_{\alpha>\beta} \sigma_{\alpha\beta}^2 \right)^{1/2}
$$

The von Mises equivalent stress allows introducing the stress triaxiality factor, which is a direct measure of the plastic deformation in the sample. The stress triaxiality factor is given by,

$$
\xi = \frac{\sigma_m}{\sigma_v}
$$

where \( \sigma_m = \frac{1}{3} (\sigma_{11} + \sigma_{22} + \sigma_{33}) \) is the hydrostatic stress.

In order to provide a more comprehensive study of the impact, we calculated the spatial-temporal evolution of stress and temperature, again using the kinetic energy of the atoms and virial stress. The procedure was reproduced from a laser irradiation simulation where the pressure and temperature were described as a function of the space-time [39]. In order to study the distribution of temperature and stresses, we divided the computational cell into bins of equal size along the x-direction (normal to the impact plane). For all simulations, we took \( N_{\text{bins}} = 40 \). Then, for each bin, we computed the components of the virial stress tensor, and the temperature using the local kinetic
energy. Then, we subtracted the temperature of the center of motion. In order to compute the virial stress, we needed to take a reference volume. Here, we used for each bin a volume given by

\[ V_{\text{bin}} = \frac{V_{\text{cube}}}{N_{\text{bins}}} \]

to compute the virial stress. These quantities were processed on the fly, and dumped to a file every 1 ps. With the temperature and stress for different times and locations, we generated the contour plots shown in Figures 8 and 9.

3. Identification of hcp phase

3.1. Experiment

3.1.1. [100] impact

The thin lamella, (Fig.3a) obtained from an Ag microcube that was impacted along [100] direction (face-on impact) and examined in TEM within 24 hours from impact, exhibits regions with SAD patterns that correspond to an hcp crystal structure (Fig.3b-d). Each diffraction pattern was examined with several different zone axes of the 2H (Fig.3g) and 4H (Fig.3h) polytypes to find the best fit. We performed detailed error analysis to determine the most probable polytype and zone axis for each pattern (SI Tables 6-8). Overall, 4H was consistently a better fit for all SAD patterns.

Since the hcp grain orientations were not primarily in low-order zone axes, we additionally performed diffraction peak analysis and compared our data to diffraction peak data of various Ag polytypes from the American Mineralogist Crystal Structure Database. The benefit of this method is that it does not rely on the determination of a zone axis or an indexed pattern from the software and the data is extracted directly from the diffraction pattern. The intensity curve for each diffraction pattern is calculated by integrating the intensities over \( \theta = 0 \) to \( 2\pi \) for each distance \( d \) from the zone axis spot:

\[ I(d) = \int_0^{2\pi} I(d, \theta) d\theta. \]

Intensities are normalized by the maximum intensity and then the data from all diffraction patterns are averaged together to create the intensity curve for one sample. Figure 3f shows diffraction data compiled from two different samples with intensity peaks for fcc and 4H Ag-polytypes overlaid. Sample-1 and Sample-2 intensity plots are averages of 21 and 51 SAD patterns obtained at various locations on the TEM lamellae, respectively. Each sample has a different range of d-spacings, likely due to different diffraction conditions. The peaks of Sample-2 are much more distinct due to consistency between individual diffraction patterns. Sample-1, on the other hand, has very broad peaks since the individual diffraction patterns have varied peak positions and intensities. This can be attributed to a larger degree of micro-strain or various different polytypes being present in the sample. Several peaks in each sample correspond to 4H peaks, while
only one peak in Sample-1 at around 8.12 nm\(^{-1}\) shows closer agreement with 3C. This suggests most of the sample has transformed to 4H while a small amount of fcc phase may still be present. Differences in our diffraction data compared to the intensity peaks from the database are potentially due to the different diffraction method used; data from the American Mineralogist Crystal Structure Database is obtained via x-ray diffraction while our data was obtained using TEM diffraction for which artifacts such as double diffraction are possible.

**Figure 3.** Martensitic phase transformation in Ag microcubes impacted along the [100] direction: (a) TEM image of a thin lamella obtained from the middle section of the impacted sample within 24 hours from impact, (b-d) SAD patterns seen at the location indicated as ‘b’ (hcp zone axis: [10 ̅ ̅ ̅ ̅]), ‘c’ (hcp zone axis: [11 ̅ ̅]), and ‘d’ (hcp
Our detailed analysis reveals the presence of an hcp phase in [100] impacted samples, most likely of a 4H structure containing ABCB stacking sequence. This suggests that a martensitic dynamic phase transformation must have occurred due to impact, transforming the fcc crystal structure to an hcp structure in the nanosecond timescale. Upon further thinning of the same sample to less than 50 nm using FIB, we observe that the SAD patterns (Fig.3j) now represent the characteristics of an fcc structure. This suggests a secondary phase transformation that transforms the 4H phase back to an fcc (3C) structure can occur due to stress-relaxation [40] in a thinned sample that has undergone significant exposure to ion beam and electron beam radiation [27].

3.1.2. [110] impact

We additionally investigated Ag microcubes that were impacted along the [110] direction (edge-on impact) (Fig.4). The post-impact SEM image of the sample (inset of Fig.4a) shows severe plastic deformation at the bottom impacted region and surface slip steps from the characteristic crystallographic slips at the less-deformed top region of the sample. Though the nature of the exterior deformation features is similar to the [100] impacted samples, the plastic flow is confined to much narrower bottom impacted region of the sample. Interestingly, the thin lamella obtained from the middle section of the [110] impacted sample (Fig.4a) and examined similarly in TEM within 24 hrs from impact does not show the presence of hcp phase. The sample consists of nanocrystalline fcc regions at the bottom impacted side of the sample and large grains of crystalline fcc regions towards the top and middle sections of the sample (Fig.4c-f). This further confirms that the severe plasticity has been confined to the bottom impacted region due to the wave interactions with adjacent free surfaces of the sample that form a wedge-shape facing the impact direction. The SAD patterns obtained at the bottom corners of the sample show significant amorphous regions suggesting that rapid melting and quenching of the Ag cubes must have occurred during the [110] impact (Fig.4f). Measurement of the angles of rotation, relative to the grain orientation at the center
(indicated as ‘O’ in Fig.4a), in the SAD patterns obtained horizontally on this sample shows grain rotations consistent with the plastic deformation in the sample that flows outward as the Ag microcube dynamically deforms (Fig.4b).

**Figure 4.** Impact-induced deformation structure of the Ag microcube impacted along [110] direction: (a) TEM image of a thin lamella obtained from the middle section of the impacted sample within 24 hours from impact; inset shows a top SEM view of the sample, (b) relative grain rotations (with respect to the pattern at origin ‘O’) measured from SAD patterns obtained along the horizontal X-axis at 200 nm intervals, (c-f) SAD patterns obtained at various locations as indicated in ‘a’ showing single crystalline pattern at the top and middle regions and highly nanocrystalline pattern and amorphous Ag (diffused rings) at the bottom edge regions.

### 3.2 Molecular dynamics (MD) Simulations

#### 3.2.1. [100] impact

The molecular dynamics simulations allow us to track the temporal evolution of the atomic structure (Fig.5a). We investigate the deformation nano- and atomic-structures of the sample using
the local atomic structure calculated by the common neighbor analysis (CNA) algorithm implemented in OVITO [41]. Initially (0 ps), ~97% of atoms are in the fcc crystal structure while ~3% are found to be of other crystal symmetries, which primarily includes the surface atoms all around the nanocube. After the impact, the local structure significantly changes as the function of time. At 4 ps, 92% of the atoms are in fcc structure while 1.4% are in body-centered-cubic (bcc) structure and 5.6% are in other crystal structures. This change is due to the shock wave propagation in the sample that generates lattice distortion and eventually results in plastic deformation. At 34 ps, the sample contains only 62.5% of fcc atoms while 19.4% of the atoms have transformed into a new hcp phase (bcc ~2.6%, other ~14.7%). The hcp phase forms due to high emission of partial dislocations that form stacking faults (see Sec. 4.1 for more details). Large regions of hcp phase form in the sample as the deformation progresses further (hcp regions are shown in red in Fig.5b). Closer examination of the large hcp regions that have formed due to impact (Fig.5b inset) shows stacking sequence of 2H polytype (stacking sequence AB, lattice constants a = 0.283 nm and c = 0.638 nm) rather than 4H polytype (stacking sequence ABCB, lattice constants a = 0.288 nm, c = 1.0 nm) as found from the experimental SAD patterns. After 51 ps, the percentage of the hcp phase reaches a steady state. However, other types of atoms dynamically recrystallize into an fcc structure. A steady state is reached after ~200 ps, when the temperature and kinetic energy stabilize (Fig.S2(a-b) in SI). The final sample contains 69.9% fcc phase, 14.0% hcp phase, 0.8% bcc phase, and 15.2% in other phases. The time evolution of the deformation nano- and atomic-structures of the Ag nanocube impacted along [100] crystal symmetry direction is shown in the supplementary Video S1 and snapshots are presented in Figure 5c.
3.2.2. [110] impact

We also examined samples impacted along the [110] direction using MD simulations (Fig.6). As a result of the large initial velocity given to the sample, and because the sample is hitting the wall on its edge without much of lateral geometrical constraints, there is melting of the sample that is evident in the simulation through the evolution of the atoms in an amorphous structure (labelled as “other” in Fig.6a). Steady state is reached approximately 175 ps after impact, when the temperature and kinetic energy stabilize (Fig.S2(c-d) in SI). The portion of atoms that become amorphous is ~18%. We also notice that a large 76% portion of the atoms remain in fcc structure at the end of the simulation (Fig.6b). Finally, we see that only 8% of the atoms are in a local hcp structure. However, this structure corresponds to several individual stacking fault defects (Fig.6b inset) emitted between Shockley partial dislocations and does not reflect a large hcp phased domain as in the [100] impacted sample. The time evolution of the deformation nano- and atomic-structures of the Ag nanocube impacted along [110] crystal symmetry direction is shown in the supplementary Video S2 and snapshots are presented in Figure 6c.
Figure 6: Phase composition of [110] impacted cube found in MD simulations: (a) relative amount of various phases present as a function of time for the [110] impacted Ag nanocube, (b) (001) mid-section of the sample with no hcp regions; inset shows the magnified view of small stacking faults, (c) snapshots of the phase content evolution of the [110] impacted Ag nanocube over time.

To verify the occurrence of melting in the [110] impacted cubes, we plot radial distribution functions (RDFs) for the [100] and [110] impacted cubes (Fig.7). The RDF describes how the density of a material varies as a function of the distance. In crystalline materials, it is useful to identify neighboring shells, which are denoted by peaks in the RDF. The RDF for the [100] impacted sample far from the impact surface shows the existence of multiple peaks at ~0.3 nm, ~0.42 nm, and ~0.52 nm. These peaks correspond to the position of the first, second, and third neighboring shells in the fcc structure. Thus, even though the sample has recrystallized, it shows a crystalline structure that is consistent with the fcc lattice structure. For the [110]-edge impact (blue and black), the RDF was computed at two different locations. First, the RDF is computed in the middle of the sample. We see that the RDF for the [110]-edge impact simulation is similar to the [100]-face impact, showing that the sample is crystalline in the middle of the simulation cell. However, when the RDF is computed for the atoms near the surface (black), it shows an amorphous structure, characterized by the removal of the second peak and significant
weakening and broadening of the third peak in the RDF. This is a clear indication that the structure is truly amorphous and in a liquid-like phase.

![RDF Image]

**Figure 7:** Radial distribution functions (RDFs) from MD simulations. RDF for the [100]-face impact simulation (red). The peaks indicate different shells of neighboring atoms in the fcc structure, RDF at the middle of the sample for the [110]-edge impact simulation (blue), RDF for atoms near the wall for the 110-edge impact simulation (black). The suppression of peaks indicates an amorphous structure.

### 4. Creation and stability of hcp phase

#### 4.1. Mechanisms driving hcp phase transformation

To determine how the fcc to hcp phase transition occurs in [100] impacted samples, we examined the atomic structure evolution and stress-time histories provided by the MD simulations (Fig.8). As the sample impacts the rigid target in the [100] orientation, an elastic shock wave develops and propagates through the sample. The oscillatory behaviour apparent in the hydrostatic stress curve (Fig.8a) is characteristic of shock wave propagation and interaction with the sample surface. The period of this fluctuation is between 26 to 32 ps, which is very close to the time the elastic shock wave takes to travel twice the length of the ~65.5 nm sized nanocube sample. On the other hand, the von Mises equivalent stress (Fig.8a) initially increases higher than 1.3 GPa in a very short time (~10 ps) and remains higher than 1 GPa for around ~80 ps. The von Mises equivalent stress then gradually reaches zero as the kinetic energy due to the impact velocity is converted to plastic work. The resultant stress triaxiality factor (Fig.8b) is very dynamic because of the
oscillatory hydrostatic stress component. Both the hydrostatic and von Mises stresses approach zero by around 200 ps when steady state is reached, and the microstructure remains approximately the same (Fig.8g; t=180ps) until the end of the simulation. This indicates that the GNG nanostructure (Fig.8g) and the martensitic phase transformation happen in a sub-nanosecond timescale.

Using the procedure outlined in Section 2.2, we obtained the spatial distributions of temperature and normal stress as a function of time (Fig.8c-f). As expected, the stress has large fluctuations across the sample for different times (Fig.8c), indicating that a shock wave was propagated in the sample within the first 20 ps (Fig.8e). The slope of the space-time plot represents the wave speed, which was computed to be in the order of ~3,680 ms$^{-1}$ in good agreement with the speed of sound in Ag (3650 ms$^{-1}$). Behind the elastic precursor, the shock wave quickly increased the values of the stress above the yield strength of the material. For instance, at the impacted face the compressive stress is in the neighbourhood of 21 GPa. When the wave reached the end of the nanocube (indicated with a dashed line in the plots), the traction-free condition in the sample generated a change of sign in the stress, as can be seen in the figure at around the point (60 nm, 18 ps). The maximum recorded value of the tensile stress was about ~3.8 GPa. Once the wave was reflected back, it reached the impacted end, and the process was reproduced again until the wave disappeared due to dissipation. The large shock wave propagated right after the impact carried a large amount of plasticity that triggered an avalanche of dislocations.
Figure 8. Structural evolution of [100] impacted nanocube: (a) the von Mises equivalent stress and the hydrostatic stress as a function of time, (b) the stress triaxiality factor as a function of time, (c) normal stresses as a function of position from the impact plane and time, (d) temperature as a function of position from the impact plane and time, (e) magnified space-time stress plot, (f) magnified space-time temperature plot, (g) microstructural evolution of the [100] impacted Ag nanocube as a function of time.

Focusing on the temperature evolution, we observe that the initial impact quickly raised the temperature of the sample to about 750 K at the opposite end of the impacted face (Fig.8d,f). The shock wave also changes the temperature of the atoms immediately behind its front, indicating a complex thermo-mechanical coupling between temperature and plastic deformation. After the initial wave propagation, a large portion of the sample near the impacted face increased its temperature above 900 K, however, this temperature gradient slowly reduced with time. For instance, at 450 ps, the temperature was around 680 K at the impacted face while the opposite end was at 485 K
(Fig.8d). This poor thermal conductivity is due to the generation of a gradient nano-grained structure, that is of the order of the mean free path of phonons in the sample, and thus, the newly generated grains make phonon scattering more often than in bulk. The unique temperature evolution of the nanocube impacted along the face indicates the generation of a rich nanostructure.

The shock wave which propagates between the sample’s surfaces is the key driving force for creating stacking faults which lead to the martensitic phase transformation. Avalanches of partial dislocations are nucleated at the bottom lateral edges of the sample (Fig.8g; t=10 ps) and propagate on {111} planes along <110> directions, forming large stacking faults. Shortly after impact, dislocations merge together in the mid-region of the sample leading to phase-transformation, formation and rotation of new grains, and dynamic recrystallization of the grains (Fig.8g; t=20 ps). Once the compressive shock wave reaches the top free surface of the sample, it reflects back as a tensile wave with additional dislocations nucleated from the top free surface (Fig.8g; t=40 ps). During this period, the dislocations multiply in the bottom and middle impacted regions of the samples, leading to large hcp regions (indicated by red atoms in Fig.5c; t=38.75 ps). Severe outward plastic flow occurs at the bottom region of the sample with creation of new nanograins enclosed by thin amorphous regions (indicated by white atoms in Fig.5c; t=38.75 ps). After 80 ps (Fig.8g; t=80 ps) the microstructural changes slow and the microstructure remains approximately the same after 180 ps (Fig.8g; t=180 ps).

4.2. Orientation effect on phase transformation

Both the experimental results and simulations show that an hcp phase transformation does not occur in [110] impacted samples. We studied the differences between the [100] and [110] impact stress-state time histories provided by the MD simulation (Fig.8-9) to determine why a phase transformation did not occur in [110] impacted samples. A key distinction between the [110] and the [100] impact direction is that the hydrostatic stress is always negative during [110] impact (Fig.9a) with a minimum value of ∼-0.35 GPa, a considerably smaller value than the one observed for the [100] impact direction (Fig.8a). This is already an indication that the hydrostatic stress state in the [110] impact is not as strong as in the [100] direction. Unlike the negative hydrostatic stress, the von Mises stress (Fig.9a) immediately increases upon impact, reaching values of ∼0.9 GPa. Such a large value is mainly achieved by the relatively large normal stress in the impact direction (first diagonal component of the stress tensor) as compared to the two other components of the stress tensor (Fig.S4 in SI). This is an indication that the stress is primarily
uniaxial. The stress triaxiality shown in Figure 9b also suggests that the large hydrostatic stress state does not develop in the [110] impacted sample. Initially, the stress triaxiality increases very quickly, and then decays and stabilizes after 10 ps. The initial peak is due to almost zero shear stresses for the first 50 ps (Fig.S4 in SI) which coincides with melting in a portion of the atoms in the simulation cell. The shear stresses build-up after 60 ps where several dislocations can be seen in the sample. After 10 ps, while some fluctuations of the magnitude of the stress triaxiality are seen, the absolute values of the stress triaxiality are around ±0.6, which is considerably smaller than in the [100] case (Fig.8b).

The spatial distributions of stress and temperature as a function of time reveal additional differences between the [100] and [110] impacted cubes. The space-time stress plot (Fig.9c) reveals that the impact generates a wave which propagates through the sample—similarly to the [100] impact orientation case. However, several differences appear with respect to the face impact. First, the wave speed is smaller, in accordance with the elastic modulus along the [110]-direction. We also notice that the wave is much smoother than in the previous case, as can be seen from the range of colors behind the wave front (Fig.9e). For instance, at 10 ps the compressive stress near the wall is around ~2.1 GPa. While this is enough to nucleate dislocations, the stress values are considerably smaller than in the previous case. As a result, only a few dislocations are emitted, and most of the energy is used to melt the impacted area.

The presence of melting can be confirmed by examining the space-time temperature profile (Fig.9d,f). Regions near the impact plane reach temperatures over 2600 K, which is well above the melting point of Ag (~1230 K). The heat is mainly concentrated near the impacted area while the rest of the sample remains at a much lower temperature. More importantly, we did not observe a change of the temperature behind the wave front, an indication that the energy carried by the wave was much smaller in this case.
Figure 9. Structural evolution of [110] impacted nanocube: (a) the von Mises equivalent stress and the hydrostatic stress as a function of time, (b) the stress triaxiality factor as a function of time, (c) normal stresses as a function of position from the impact plane and time, (d) temperature as a function of position from the impact plane and time, (e) magnified space-time stress plot, (f) magnified space-time temperature plot, (g) microstructural evolution of the [110] impacted Ag nanocube as a function of time.

Since the stress state of the [110] impacted sample is much milder compared to that of the [100] impacted sample, a sustained shock and a hydrodynamic stress state does not arise in the sample—which is necessary for hcp phase transformation as discussed in Section 4.1. A gradient-nano-grained structure is not formed as in the [100] impacted sample (Fig.8g), but instead, amorphous regions near the impacted edge are formed through melting (Fig.9g). This is also reflected in our experimental observations where the newly formed nanograins are confined to a narrow bottom band of the sample while the top and middle regions remain nearly single-
crystalline. Additionally, the phase transformation may not have been favourable in [110] impact, because only a few slip systems are simultaneously active for a [110] loading direction.

Recent MD simulations of impacting Ag nanocubes[42] and nanoparticles [43] also have predicted the potential formation of small hcp domains during impact, though their prominence and mechanisms responsible for such phase transformation remained unclear due to the extremely small simulation cells (only up to ~12 nm³ size). Our experimental observations on Ag microcubes and the MD simulations of larger (~65 nm³) Ag nanocubes clearly show that the unique fcc-to-hcp martensitic phase transformation and the nature of GNG structure formation are highly dependent on the intrinsic crystal symmetry and the particle shape symmetry along the impact direction.

4.3. Relative stability of 2H, 4H, and 3C phases

MD simulations of [100] impacted samples show transition to the 2H phase (Fig.5b). However, since the experimental SAD observations consistently show close resemblance to the 4H phase, the metastable 2H phase that formed due to impact must have transformed back to the comparatively stable 4H phase either spontaneously or during the duration of the sample preparation. The necessary translation of only one [111] plane out of every four adjacently-stacked planes to cause a phase transformation from 2H to 4H suggests that the elastic strain energy stored in the deformed microcube may have caused a spontaneous phase transformation from 2H to 4H phase during the time from impact to the TEM analysis, i.e. ~24 hrs (see SI Sec.2 for geometric analyses of the transformation among different polytypes of Ag). The high concentration of vacancies that is generated due to impact may also have contributed to such secondary transformation of the metastable 2H phase (see SI Sec.5 for estimation of vacancies). More interestingly, unlike in the MD model, the entire mid-cross-section of the sample examined in TEM shows only hcp grains rather than a mixture of fcc and hcp phases. An inherent limitation of the MD model is that the fcc interatomic potential is not energetically favourable to predict the hcp phase formation (SI Sec.6). Regardless of this limitation, the large domains of hcp phase found in MD model are an indicator of the fcc structure’s strong preference to transform into the hcp phase as observed in experiments where nearly the entire sample transforms into the hcp phase.

4.4. Recrystallization involves transformation back to fcc phase

To understand the stability of the unique hcp phase of Ag over time, we examined a thin lamella prepared from the middle (100) section of a sample impacted along the [100] direction
approximately 7 days after impact (Fig. 10a). We used the transmission Kikuchi diffraction (TKD) technique [35] to obtain the structure and orientation of individual grains across the entire cross-section (Fig. 10b). The initial extremely small nanograins have coalesced and grown into slightly larger nanograins over the week. The sample shows a GNG structure containing fcc crystals oriented primarily at their [211] as well as [221] and [110] directions parallel to the impact direction (Fig. 10b). Such orientation changes from the initial [100] orientation cannot be explained by ordinary crystal plasticity alone. Most interestingly, almost no grains are found at the initial impact orientation of the cube ~[100] revealing the complex nature of the dynamic deformation consisting of the GNG formation due to the interplay between different stress-states and the fcc-to-hcp martensitic phase transformation, and the subsequent continuous recrystallization processes. The coordinated shift of high number (eight) of different [111] planes necessary for a 4H to 3C transformation (SI Sec.2) suggests that this direct reverse-transformation process is unlikely to occur spontaneously without additional energy or a longer period of continuous (static) recrystallization at room temperature. Our previous study [31] on impacted Ag microcubes has shown that a continuous recrystallization process occurs at room temperature over days and weeks without any external thermal annealing, primarily driven by the strain energy stored in the material from the high-strain-rate deformation. The 4H to 3C transformation has also been seen in thermally annealed Ag nanoparticles [19] and severe electron-beam-irradiated Ag nanowires [23]. The absence of hcp grains in the sample investigated by TKD analysis suggests that the hcp phase is metastable in the impacted samples and the strain energy stored in the material and the high concentration of vacancies [44] generated (SI Sec.5) during dynamic deformation results in a transformation back to the fcc phase through continuous recrystallization.
5. Conclusion

Our observation of the 4H phase in impacted samples and its subsequent transformation back to the fcc phase through recrystallization over a week at room temperature shows intriguing solid-state crystallographic processes driven primarily by the stored mechanical energy and excess of vacancies from impact. The hcp phase in Ag, particularly the 4H polytype has been shown to have high hardness, high resistance, less reflectivity, high surface plasmon absorption, Raman active mode, and low density [25,26]. The properties of the 2H phase are not well known yet. It may have potentially high catalytic activity due to its large inter-planar spacing between adjacent close-packed planes. Developing pathways to enhance stability of the new metastable phases—such as the demonstrated hcp phases in Ag—along with the unique GNG structure at ambient conditions by using solutes that can preferentially segregate to boundaries of those phases and nanograins [45] can
potentially lead to unique metallic alloys with unprecedented functional properties that are desirable for engineering applications.

6. Additional Information

A supplementary information document and two supplementary videos that accompany the paper are available online. The source data of the figures can be obtained from the authors.
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