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Improvements in measurement precision have historically led to new scientific discoveries, with gravitational wave detection being a recent prime example. The research field of quantum metrology deals with improving the resolution of instruments that are otherwise limited by quantum shot-noise. Quantum metrology is therefore a promising avenue for enabling scientific breakthroughs. Here we present the first feasibility tests of quantum-enhanced correlated interferometry, which outperforms the sensitivity of a single interferometer in revealing faint stochastic noise by several orders of magnitude. Using quantum-enhanced correlation techniques we detected an injected signal, invisible to the single interferometer, reaching a sensitivity of $3 \times 10^{-17} \text{m/Hz}^{1/2}$ at 13.5 MHz in a few seconds of integration time. By injecting bipartite quantum correlated states into the interferometers we also demonstrated a noise reduction in the subtraction of the interferometer outputs. The experimental techniques employed here could potentially be applied to solve open questions in fundamental physics, such as the detection of the stochastic gravitational wave background or primordial black holes, or to test the predictions of particular Planck scale theories.

PACS numbers: 42.50.St, 42.25.Hz, 03.65.Ud, 04.60.-m

The recent detection of gravitational waves1,2 demonstrated that a major improvement of the precision of measuring devices can help unveil fundamental properties of nature. Quantum metrology is a sub-field of quantum physics which deals with improving measurement sensitivity beyond the quantum limit, by exploiting the properties of quantum systems3–6. This improvement is generally achieved by making use of quantum correlations, for example from the presence of entanglement.

Quantum metrology has already been used to enhance the performance of interferometers7–11, improve phase estimation15 and super-resolution16–18, surpass the shot-noise limit in imaging18–20 and absorption measurements21–22. As a remarkable example, squeezed light has been applied to enhance the sensitivity of large scale interferometers for gravitational wave detection, such as GEO 60023 and LIGO24.

It is indeed of interest for the whole physics community to investigate the advantage that this discipline could produce when applied to the most advanced devices devoted to fundamental research. One of the trends in modern physics is the search and study of omnipresent stochastic sources of noise, like the cosmic microwave background25 and the hypothetical cosmic neutrino background26. Optical interferometers represent the best sensing methodology proposed for a range of predicted fundamental backgrounds, like the gravitational wave background27–28 that could reveal information on the first few moments of the universe, or traces of primordial black holes29–30. In particular, these sources of noise can produce correlated phase fluctuations in two separated interferometers increasing the chance of distinguishing them with respect to other noise sources. Indeed, double interferometer setups are currently employed in these ultimate researches31–33.

A double interferometer configuration is for instance the basis of the Fermilab “holometer”33–35, a device consisting of two co-located 40 m Michelson interferometers (MIs). The purpose of the holometer is to search for a particular type of correlated background noise, conjectured in some euristic Planck scale theories and dubbed holographic noise35. If confirmed, it would provide empirical support to theories attempting to unify quantum mechanics and gravitation. At the moment the holometer is operated with classical light only.

In this letter we present two experiments demonstrating a significant quantum-enhancement of an optical bench interferometric system with the design of the Fermilab holometer. The first experiment uses two independent squeezed vacuum states, injected into the antisymmetric ports of the two MIs. The second experiment uses twin beam-like correlations, obtained by injecting the two modes of the quantum correlated bipartite state into the antisymmetric ports of the two MIs. Previous theoretical analysis36–37 has shown that both configurations can provide significant sensitivity improvement in the phase noise comparison between the two interferometers. The first scheme is of simpler implementation and presents advantage even with relatively low detection efficiency. The second approach, in the perspective of reaching very high quantum efficiency and perfect control of the dark
fringe stability, leads in principle to a disruptive advantage. This sensitivity boost has also been demonstrated to be robust against decoherence [38].

The results reported here, demonstrating the quantum advantage in correlated interferometry, represent one of the few quantum-enhanced schemes that can find immediate applications.

The experimental setup

A simplified schematic of the experiment is shown in Fig. 1. A similar configuration is also used in large scale experiments, such as LIGO [24] and the Fermilab holometer [35], however, the latter without the injection of quantum states. Each interferometer consisted of two piezo actuated end mirrors, a balanced beam splitter, and a power recycling mirror. The relative phase of the individual interferometer arms was chosen such that each read-out port was close to the dark fringe and most of the power in the interferometer was recycled [39]. The interferometer fringe position was chosen such that the output power was 500 µW. The \( \sqrt{P} \) scaling of the shot-noise power spectral density at 13.5 MHz was verified by increasing the input power in the interferometer (see Methods).

![FIG. 1: Simplified schematic of the double-interferometer setup. Two Michelson Interferometers (MI1, MI2) with arm length \( L = 0.92 \text{m} \) were co-located, with a distance between the two balanced beam splitters (BSs) of around 10 cm. M: piezo-actuated high-reflectivity (99.9%) end mirrors. PRM: partially reflecting (90%) power recycling mirror, radius of curvature \( r_c = 1.5 \text{ m} \). \( X_1(X_2) \): read-out signals. A Faraday isolator in each output port allowed for measuring the read-out signals while either independent squeezed vacuum \( (i) \) or twin beam-like states \( (ii) \) were injected into the antisymmetric ports. For the \( (i) \) case the cross-correlation of the outputs is calculated, while for the \( (ii) \) case the output subtraction is the relevant quantity.

Each MI was fed with 1.5 mW of 1064 nm light from a low noise Nd:YAG laser source. The same laser source was used for squeezing generation.

The squeezed-light sources were based on parametric down-conversion in a potassium titanyl phosphate crystal placed in semi-monolithic linear cavities (see Methods). The squeezed light was injected in the two MIs via their antisymmetric (read-out) ports. The read-out signals were separated from the squeezed modes by means of optical isolators. The amount of squeezing before injection into the interferometers was measured on a homodyne detector for both sources to be -6.5 dB relative to the shot noise level (SNL).

The experiment was performed in two different configurations, as shown in Fig. 1.

(i) Independent squeezed states. Two independent squeezed states were injected into the interferometers’ antisymmetric ports.

A faint correlated phase noise source acting in both the MIs can emerge by calculating the cross-correlation of their outputs in the time domain, or the cross-spectrum in the frequency domain, even if in a single interferometer the signal is completely hidden by the shot-noise. The use of quantum light, providing a reduction of the photon noise in each interferometer, also leads to a significant enhancement in the cross-correlation measurement [36, 37].

(ii) Twin beam-like state. A single squeezed state was split on a balanced beamsplitter and the modes were injected into the antisymmetric MI ports.

This scheme produces non-classical correlations along one quadrature direction, as the one present in a proper twin beam or two-mode squeezed state. Exploiting this quantum correlation, we demonstrated a noise reduction below the SNL in the subtracted outputs of the two interferometers. The subtraction is sensitive to signals that are not correlated between the interferometers, and the obtained noise reduction allows detection of signals of smaller amplitude.

We emphasize that genuine twin beam photon-number entanglement can, in principle, offer far superior performance [36, 37], but requires efficiency and stability control yet out of reach in realistic systems.

Results and Discussion

(i) Independent squeezed states

The same stochastic signal was injected by two electro-optical modulators (EOMs) in both interferometers, with an amplitude well below the sensitivity of the single MI, approximately 1/5 of the SNL. Figure 2(a) shows the
cross-correlation coefficient \(\rho(\tau)\) of the read-out signals in the time domain as a function of the number of samples, calculated as

\[
\rho(\tau) = \frac{|\text{Cov}(X_1(t)X_2(t+\tau))|}{\sqrt{\text{Var}(X_1(t))\text{Var}(X_2(t))}},
\]

(1)

where \(X_1(t)\) (\(X_2(t)\)) is the time series of the read-out signal of the first (second) interferometer.

The sampling rate was 500 ksamples/s and the total acquisition time was 1 s. Figure 2(a) is plotted by calculating \(\rho\) for increasing subsets of the total number of samples. The correlated noise peak, which is initially hidden in background noise, is resolved for shorter integration times when squeezing is used (red traces), compared to the classical case of no squeezing (blue traces).

Figure 2: Temporal cross-correlation analysis. The red curves correspond to the squeezing injection configuration (i) and the blue curves to the coherent case. a) Cross-correlation of the data in the time domain versus the number of samples. b) SNR of the cross-correlation as a function of the number of samples. Dots represent experimental data (error bars are too small to be appreciated). Data is well fitted by a function proportional to \(\sqrt{N_{\text{samples}}}\) (blue and red traces). Black data is the ratio between squeezed and coherent SNR values.

In the spectral domain, correlated signals can be extracted by the cross-linear spectral density (CLSD) of the two interferometers, as shown in Fig. 3. This quantity is obtained by dividing the time series in \(N_{\text{spectra}}\) bins. For each bin the cross-power spectral density is calculated as the discrete Fourier transform of the cross-correlation. The average of the \(N_{\text{spectra}}\) cross-power spectral density values is then evaluated. Note that in analogy with the cross-correlation, the average reduces the contribution of the uncorrelated signals by a factor of \(\sqrt{N_{\text{spectra}}}\), while the correlated contribution is unaffected. To obtain the CLSD the square root of the power spectral density is calculated: therefore the overall scaling of the uncorrelated contribution with the number of spectra is \(N_{\text{spectra}}^{-1/4}\). For \(N_{\text{spectra}}\) sufficiently high, the CLSD approaches the linear spectral density of the correlated acquisition time. Thus, a factor 2 of SNR enhancement corresponds to a reduction of 4 times in the measurement time.

In the spectral domain, correlated signals can be extracted by the cross-linear spectral density (CLSD) of the two interferometers, as shown in Fig. 3. This quantity is obtained by dividing the time series in \(N_{\text{spectra}}\) bins. For each bin the cross-power spectral density is calculated as the discrete Fourier transform of the cross-correlation. The average of the \(N_{\text{spectra}}\) cross-power spectral density values is then evaluated. Note that in analogy with the cross-correlation, the average reduces the contribution of the uncorrelated signals by a factor of \(\sqrt{N_{\text{spectra}}}\), while the correlated contribution is unaffected. To obtain the CLSD the square root of the power spectral density is calculated: therefore the overall scaling of the uncorrelated contribution with the number of spectra is \(N_{\text{spectra}}^{-1/4}\). For \(N_{\text{spectra}}\) sufficiently high, the CLSD approaches the linear spectral density of the correlated

FIG. 2: Temporal cross-correlation analysis. The red curves correspond to the squeezing injection configuration (i) and the blue curves to the coherent case. a) Cross-correlation of the data in the time domain versus the number of samples. b) SNR of the cross-correlation as a function of the number of samples. Dots represent experimental data (error bars are too small to be appreciated). Data is well fitted by a function proportional to \(\sqrt{N_{\text{samples}}}\) (blue and red traces). Black data is the ratio between squeezed and coherent SNR values.

FIG. 3: Cross-Linear Spectral Density (CLSD). Red curves refer to the quantum-enhanced case (i) and blue curves to the classical coherent one. a) The CLSD of the photon noise floors, for \(N_{\text{spectra}} = 1000\), are plotted for the squeezed (thick red line) and coherent (thick blue line) cases. Faint lines refer to the addition of a stochastic phase signal of amplitude 1/5 of the SNL. The linear spectral densities of the individual interferometer (with and without squeezing injection) are plotted for reference. The spectra were calculated from the read-out signals down-mixed at 13.5 MHz. b) The average level of the CLSD is shown as a function of \(N_{\text{spectra}}\). The data inside the black circle refers to the average of the CLSD in (a). Thick solid lines are the fitting curves confirming the scaling with \(N_{\text{spectra}}^{-1/4}\).
part of the signals.

Figure 3(a) shows the CLSD in a bandwidth of 100 kHz after down-mixing the detected signal at 13.5 MHz. The acquisition time was 20 s (10 Msamples) and the average was performed over \( N_{\text{spectra}} = 1000 \). The CLSDs of the solely uncorrelated photon noise are reported as thick solid lines, red with squeezing injection and blue without. They represent the sensitivity level in the detection of correlated noise, calibrated in \( m/\sqrt{Hz} \) (see Methods section). This should be compared with the respective sensitivity of the single interferometer in the two cases (dashed lines). While almost a factor of 5.6 of improvement is gained by the cross-spectra statistical averaging, an additional factor of 1.35 is obtained from the injection of squeezed states.

Injecting a small stochastic signal contribution, the corresponding CLSDs (faint CLSD traces in Figure 3(a)) are almost overlapping the CLSD of the photon noise in the coherent (classical) case, while the traces are clearly separated from the CLSD of photon noise when squeezing is applied.

Figure 3(b) shows the scaling of the CLSD average with the number of spectra. The CLSDs of the photon noise, independent in the two interferometers, scale as \( N_{\text{spectra}}^{-1/4} \) as expected. When a correlated stochastic signal is injected, the CLSD reaches a plateau determined by the amplitude of the signal. The maximum absolute sensitivity achieved with independent squeezed states is measured to be \( 3 \times 10^{-17} \, m/\sqrt{Hz} \), corresponding to 1/20 of the SNL. This number also represents a limit to the magnitude of correlated noise (e.g., holographic noise) in this frequency band.

(ii) Twin beam-like state

With the two modes of an evenly split squeezed beam injected into the MIs antisymmetric ports, the nonclassical quadrature correlation is expected to provide a noise reduction in the read-out signal subtraction. Any phase difference between the two MIs produces a change in the relative photo-currents which is detected with sub-shot-noise sensitivity.

Figure 4 shows the variance of \( X_1(t) - X_2(t + \tau) \) as a function of time delay \( \tau \). More specifically, \( \text{Var}(X_1(t) - X_2(t + \tau)) = \text{Var}(X_1) + \text{Var}(X_2) - 2\text{Cov}(X_1(t)X_2(t + \tau)) \). For \( \tau = 0 \) the correlation between the two modes leads to a noise reduction of 2.5 dB with respect to the SNL, represented by a dip in the variance (thick red line). When two uncorrelated stochastic signals are injected in the MIs, the dip reduces by \( \sim 1 \, \text{dB} \), as shown by the red faint line. This must be compared with the change between classical coherent trace levels with and without signal injection (blue thick and faint line respectively), which is only \( \sim 0.3 \, \text{dB} \). Note that for \( \tau \neq 0 \), the covariance of \( X_1(t) \) and \( X_2(t + \tau) \) is zero. Since \( \text{Var}(X_1(t) - X_2(t + \tau)) \) preserves some sub-shot-noise features (around 1 dB), each of the two modes is a squeezed beam affected by 50% loss induced by the beam splitter: the individual squeezing level is therefore degraded, but still present in the global state.

This enhancement is also observed in the power spectral density of the subtracted interferometer outputs, plotted in Fig. 5. This experimentally demonstrates that the presence of faint uncorrelated noise can be more easily detected by twin beam-like correlations. Conversely, correlated noise is completely suppressed by the subtraction. Therefore, measuring the read-out signals subtraction for varying distances between the MIs, or the temporal delay, can provide an alternative way to study the coherence properties of the noise sources under investigation.

Figure 6 shows the power spectral density of \( X_1(t) - X_2(t) \) for a single frequency tone applied to one of the MIs. Also in this case the quantum-enhancement is clearly visible. The power spectral density enhancements of the individual interferometers are 1.1 and 0.8 dB respectively, resulting in a collective enhancement of 2 dB in the output subtraction, facilitated by the non-classical correlation among the modes. This enhancement might be applied to identify uncorrelated noise sources, such as scattering or unwanted resonances [11].

![Graph showing variance on the read-out signal subtraction with varying relative time delay. Red curves refer to the twin beam-like case (ii) and blue curves to the classical coherent one. Faint lines refer to the addition of an uncorrelated stochastic noise in the two MIs.](image)

**Conclusion**

In this work we have presented the first realization of a quantum-enhanced double interferometric system. The possible applications of such a system range from measurement of Planck scale effects, over the detection of a conjectured gravitational wave background, to finding traces of primordial black holes [27, 35].

We have investigated two different approaches to quantum-enhanced interferometry, both realized by injecting quantum states into the antisymmetric ports of
FIG. 5: Power Spectral Density (PSD) of the read-out signals subtraction calculated from the read-out signals down-mixed at 13.5 MHz. Red curves refer to the twin beam-like case (ii) and blue curves to the classical coherent one. Faint lines refer to the addition of an uncorrelated stochastic noise in the two MIs.

FIG. 6: Single-frequency tone injected in the first interferometer at 13.55 MHz. (a),(b): PSDs of the read-out signal in each interferometer show 1.1 dB and 0.8 dB quantum-enhancement in MI 1 and MI 2 respectively. (c): PSD of the read-out signals subtraction. The correlation between the two modes leads to 2 dB of squeezing. The frequency axis of all plots correspond to the recorded data after down-mixing at 13.5 MHz.

spatially close Michelson interferometers. The first approach uses two independent squeezed states, thus being of simpler and immediate application. The latter approach uses the non-classical correlation among two modes of an evenly split squeezed state, opening the perspectives of an extremely high advantage in case of two-mode squeezing (true twin beam entanglement) injection and large detection efficiencies [30, 37]. We demonstrate clear quantum-enhancement using both approaches, though the choice of measured quantity differs. With these two experiments we show that quantum-enhancement can be exploited to improve correlated interferometry potentialities, paving the way to practical applications in fundamental research and quantum sensing.

Methods

Locking Scheme

A detailed schematic of the individual interferometer is shown in Fig. 7. Because of the power recycling mirror (PRM), a change in any individual arm length affects the interferometer power output and the cavity resonance condition at the same time. Therefore two degrees of freedom need to be controlled: rather than considering the individual arm lengths $L_1$ and $L_2$, we define the common arm length (CARM) as $(L_1 + L_2)/2$ and the differential arm length (DARM) as $L_1 - L_2$. The CARM controls the cavity resonance, while the DARM controls the interferometer fringe position.

The CARM was locked to the cavity resonance through the Pound-Drever-Hall locking technique (PDH) [42]. A 20 MHz phase modulation was applied to the input beam by an electro optical modulator (EOM). The beam reflected from the PRM was separated from the incoming beam with a Faraday isolator and detected by a photo detector which generated an error signal by demodulating the signal at 20 MHz. This error signal was processed by a proportional-integral (PI) controller, and the output

FIG. 7: Detailed schematic of the individual interferometer. PZT: piezo-electric actuator. EOM: electro-optical modulator. HVA: high-voltage amplifier. LO: local oscillator. PD: photo-diode, InGaAs with high quantum-efficiency photodiodes (99%) and low noise (Noise Equivalent Power $1.2 \times 10^{-11} \text{W/}\sqrt{\text{Hz}}$) are used at the read-out port. Beam-Focusing: set of lenses in order to have Gaussian Optical mode $\text{TEM}_{00}$. $\delta l_C, \delta l_D$: correction signals from the CARM and DARM lockbox respectively.
was applied to both end mirror actuators with no relative phase lag.

The DARM was locked close to the interferometer dark port using a phase modulated sideband at 7.6 MHz. The read-out signal was demodulated at 7.6 MHz and processed by a PI. The output of this PI controller was applied to the end mirrors actuators differentially (i.e. the two actuators moved exactly out of phase).

The DARM locking sideband at 7.6 MHz was generated by an EOM, positioned in one arm of the interferometer. This EOM was also used to generate single frequency tone and stochastic noise modulation from 12.3 to 13.8 MHz (extending well outside the measurement band). The stochastic noise generator had two channels and allowed producing both uncorrelated and highly correlated noise between them. These modulations acted as artificial signals for testing the system performance.

The intra-cavity power was measured using a spurious reflection from the beamsplitter. This was used to estimate the gain of the cavity, which in typical working conditions varied between 8 and 10.

Sensitivity calibration

The sensitivities plotted in Fig. 3 are expressed in \( \text{m} / \sqrt{\text{Hz}} \). This was obtained by calibrating the strain \( \delta x \) produced by the phase modulator generating the phase noise:

\[
\delta x (\text{m} / \sqrt{\text{Hz}}) = \frac{\lambda}{2} \frac{V_{\text{rms}}}{V_{\pi}} \frac{1}{\sqrt{BW}},
\]

where \( \lambda = 1064 \text{ nm} \), \( BW \) is the measurement bandwidth, and \( V_{\pi} \) and \( V_{\text{rms}} \) are, respectively, the half-wave voltage and the input root-mean-square voltage at the phase modulator.

Squeezing generation

The schematic of the squeezed-light source is shown in Fig. 8. The source was based on parametric down-conversion in a potassium titanyl phosphate crystal placed in a semi-monolithic linear cavity.

The cavity was seeded with 1064 nm light to lock the cavity length, using a PDH lock, and the crystal was pumped with 70 mW of 532 nm light. The pumping gave rise to a phase dependent amplification of the seed beam. Locking this relative phase between seed and pump to the bottom of the generated gain curve, through a sideband generated error signal, the squeezing was produced in the amplitude quadrature.

Quantum Noise Locking

The outputs from the squeezing sources were injected from the antisymmetric port into each interferometer, according to configuration (i) or (ii). The control beams of both squeezing sources entered the interferometers with the squeezed light carrying sidebands at 37.22 MHz (36.7 MHz), see Fig. 7. These sidebands were used to lock the squeezing phase to the bright output beam of the interferometer through a piezo actuated mirror in the squeezed beam path.

Data Acquisition

The AC outputs of the photo detectors were demodulated at 13.5 MHz and lowpass filtered at 100 kHz. Both the two DC output signals and the two demodulated AC output signals (dubbed \( X_1 \) and \( X_2 \) in the text) were simultaneously recorded using a data acquisition card. When correlated white noise or twin beam-like light was injected, the phase between the two electrical local oscillators used for demodulation was adjusted to maximize the cross correlations.
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