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Highlights 

1. A complete (end-to-end) framework for Autonomous Marine Vehicle mission planning 

designed to adhere to vehicle energy capacities and maximise completed mission objectives 

was defined. 

2. The standard marine vehicle dynamics model was developed to forecast energy consumption 

for possible trajectories in a mission. 

3. Existing optimal route selection algorithms were modified to demonstrate improved solution 

times without compromising on solution quality. 

4. Simulation of an offshore wind farm inspection mission shows the mission planner produces 

unique, collision free routes for each vehicle that conform to energy constraints and maximise 

the number of inspected turbines. 
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Robust Mission Planning for Autonomous Marine Vehicle Fleets

Fletcher Thompsona,∗, Roberto Galeazzib

aNational Centre for Maritime Engineering and Hydrodynamics, 100 Newnham Dr, Newnham TAS 7248, Australia

bDanmarks Tekniske Universitet, Building 326, Elektrovej, 2800 Kgs. Lyngby, Denmark

Abstract

Mission planning for Autonomous Marine Vehicles (AMVs) is non-trivial because significant un-

certainty is present when profiling the operating environment, especially for underwater missions.

Mission complexity is compounded for each vehicle added to the mission. In practice, fleet oper-

ations are formulated as separate temporal problems by the operator and solved using a temporal

planner. This paper proposes a planning method that uses energy as the base planning resource in-

stead of time. Unlike temporal planners, energy planners account for physical loads endured by the

vehicles. The extent of uncertainty in the vehicle loads is clarified by using the vehicle dynamics

model and Monte Carlo simulation on the model parameters. The planning method is a multistage

procedure to decompose operator specified task, obstacle, and vehicle data into an energy formu-

lation of the Team Orienteering Problem (TOP) which is then solved using Discrete Strengthened

PSO (DStPSO). The DStPSO algorithm has been modified to include a selective swarm size de-

cay method that allows for larger initial swarm sizes to promote early exploration and preserves

a percentage of the best performing particles on each iteration to save computational resources.

The planner produces near-optimal routes containing feasible trajectories for individual vehicles

that maximise tasks completed according to individual vehicle energy constraints. A case-study

mission for long-term, large-scale, underwater inspection of a wind turbine array was converted

into input data to evaluate the planner. Energy planning presents the opportunity for vehicles to

actively monitor the feasibility of their individual plan against their current energy consumption,

allowing for advanced reasoning and fault handling to occur in situ without operator assistance.

Keywords: Planning AI, Multi-robot Systems, Marine Robotics
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1. Introduction1

This paper proposes a modular framework for the automated mission planning of a fleet of Au-2

tonomous Marine Vehicles (AMVs) for long-term, large-scale missions such as inspection, main-3

tenance, and monitoring of offshore structures. Mission planning for solo AMVs is non-trivial.4

Factors that need to be considered include the objectives that determine mission success, the re-5

quirements of the objectives, the suitability for the chosen vehicle to fulfil these requirements, and6

the associated risks and consequences that the vehicle and operator crew will be subject to during7

the mission. The complexities are compounded when multiple vehicles are deployed for differ-8

ent tasks, which increases cognitive load on the operators of the vehicles [1]. By implementing9

aspects of Artificial Intelligence (AI) in the automation of mission planning such as task prioritisa-10

tion, feasibility analysis, and path planning, the duties of the operator can be refocused on strategic11

objectives such as task generation and risk analysis, increasing the robustness of the final mission12

plan.13

The mission planning framework proposed in this paper is the primary novel contribution to14

multi-AMV planning literature. The framework is designed as a modular pipeline, that can ac-15

cept methodologies for each module so long as the input and output requirements for the module16

slot are satisfied (see Fig. 1 for the basic outline of the framework). By using working methods17

from operations research, path-planning, and optimisation, we demonstrate the functionality and18

effectiveness of the framework as a mission planner. We have defined ”placeholder” modules to19

perform the demonstration, but the opportunity exists to improve these modules by replacing the20

placeholders with better performing algorithms.21

The planner formulates the multi-AMV mission plan as the Team Orienteering Problem (TOP) [2]22

rather than as a resource scheduling problem, with energy as the base planning resource instead of23

time. Energy resource optimisation is multi-objective in that it represents both the time taken and24

the loading on the vehicles, and requires dynamic models of the vehicles and the environment to25

∗Corresponding Author
Email addresses: fletcher.thompson@utas.edu.au (Fletcher Thompson), rg@elektro.dtu.dk (Roberto

Galeazzi)
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provide a reliable plan. The planner is proposed as an alternative framework to existing temporal26

logic planners [3] and Hierarchical Task Network (HTN) planners [4, 5] for marine vehicles.27

Mission Data
Feasibility

Preprocessing
Module

Path Planner
Module

Energy
Estimation

Module

Sequencing
and

Allocation
Module

From Vehicles

Vehicles

Mission Planner Framework

Figure 1: Modules of the proposed mission planner framework.

The implementation of the framework in this paper integrates methodologies that draw from sep-28

arate fields of research: AI planning and operational research, marine vehicle systems, robot path29

planning, unsupervised learning, and Particle Swarm Optimisation (PSO). Development of the30

modules outlined in Fig. 1 resulted in minor contributions and improvements to existing literature31

in these fields as listed below:32

1. A k-means clustering based algorithm that decomposes large-scale mission profiles into33

feasible operating zones, effectively eliminating large portions of the planner’s search space.34

2. A swarm size decay algorithm was added to an existing variant of PSO, Discrete Strength-35

ened Particle Swarm Optimisation (DStPSO), to use less computational resources while still36

achieving comparable quality in the generated plans.37

3. The parameters within the marine vehicle dynamics model used for energy estimation were38

formulated as a stochastic process to accommodate uncertainties from real-world phenom-39

ena.40

Mission planning for AMVs can be structured into three procedural steps. The first step, referred41

to as knowledge-based reasoning, relies on the planning agent’s (human operator or AI) knowl-42

edge base to identify tasks relevant to the mission objectives, requisite actions that will complete43
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an identified task, and the sequencing of the identified tasks within a logical hierarchy of depen-44

dency succession (e.g. substructure must be cleaned of bio-fouling before inspection tasks can45

be performed). In AMV literature, HTNs [4, 5] and mixed-initiative planning [3, 6] have had the46

most success at providing easy methods for the operator to represent abstract tasks as sequences47

of primitive actions.48

The second step, referred to as task allocation, is a common problem in multi-robot systems49

literature [7]. Task allocation is a multi-objective constraint satisfaction problem that considers the50

feasibility for a vehicle to complete the task (reliability), the vehicle’s competence at completing51

the task to a required standard (quality), and the urgency of the task and the speed at which a52

vehicle can complete it (utility). To assess the suitability of a vehicle for a task, the task must first53

be refined down to a sufficient level of detail so that technical assessments can be made. In the54

case of the proposed planner, tasks are refined into velocity/loading profiles and then assessed for55

energy costs against the vehicle’s energy capacity.56

The third step is risk projection and requires the planning agent to consider uncertainties asso-57

ciated with allocated resources and mission structure within the context of failure analysis. The58

amount and magnitude of uncertainties are highly dependent upon the mission, the environment,59

and the vehicles involved and is difficult to generalise. If the mission proposal generated from60

steps one and two is considered acceptable in terms of risk and consequence, then the mission can61

be executed. Planners that can make projections on uncertainty provide the operator with decision62

support.63

Deliberative planners exist in the marine robotics literature for both solo and fleet based operations.64

The EUROPtus mission planner [3] was developed to assist operators with the scheduling and65

allocation of oceanographic sampling tasks to a variety of AMVs operating in meso-scale areas66

(50 km2). EUROPtus is a general purpose deliberative planner that uses temporal logic to allocate67

operator specified tasks to vehicles based on availability, producing functional plans that factor68

in task length uncertainty. Individual vehicles could then use their onboard T-REX planner [8] to69

repair plans in situ. This decentralised configuration is well suited for large sampling missions70

where vehicles do not have to directly cooperate to achieve mission objectives. The planner has71
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not been trialled on missions that contain tasks with interdependencies. Additionally, the time72

domain is used to obtain mission plans but the planner itself does not consider the loadings the73

vehicle must overcome to complete the plan.74

Following a HTN approach, [9] produced a task allocation method for mine countermeasure mis-75

sions that distributes the mission plan onboard each vehicle. New tasks that are generated by76

vehicles in situ, such as mine clearance tasks that result from positive mine detection tasks, are77

intermittently broadcasted using underwater acoustic communication, which will propagate to78

neighbouring vehicles. Because each vehicle is aware of the others, allocation is done locally79

by assessing the vehicle’s proximity and ability to perform a new task against the others. This80

leads to inefficiencies in mission execution, where multiple vehicles may allocate themselves the81

same task based on out-of-date information. Mission planning tools [10] were developed to paral-82

lelise a task into smaller equivalent sub-tasks that are subsequently allocated to individual AMVs.83

The genetic algorithm was used to allocate sub-areas to AMVs participating in a cooperative sur-84

vey mission. The planning tool is limited by a uniform speed assumption and does not consider85

loadings on the vehicle that may reduce run times.86

This paper specifies a modular pipeline that formulates operator-specified tasks into the TOP [2]87

and then solves the TOP. The TOP, which can be described as a combination of the vehicle routing88

problem and the binary knapsack problem, is formulated into the marine vehicle mission planning89

domain in Sections 2.2 to 2.3 and is represented as a directed edge graph where the nodes repre-90

sent locations of tasks that include a reward for being visited and the edges represent the cost of91

transitioning between two nodes. The objective of the TOP is to specify routes for multiple team92

members that maximise the combined reward (defined in Section 2.4) and meet the individual cost93

constraints of the members.94

The preprocessing module, presented in Sections 2.6 to 2.7 functions as a preprocessing step that95

clusters operator-specified task data and vehicle data into feasible operating zones for the vehicles96

based on their estimated point-of-safe-return (PS R), the furthest distance the vehicle can travel97

safely from a nominal rendezvous point. The PS R is determined through the energy capacity98

of the vehicle’s battery and the expected energy consumption (calculated in Section 2.5) for the99
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vehicle operating at a steady forward speed.100

The path-planning module (Section 2.8 is then applied on each cluster. The module generates101

collision-free transitions between nodes through an Artificial Potential Field (APF) method es-102

tablished by [11] and modified by [12]. A useful property of the vector field obtained by this103

particular APF is C∞ smoothness [12], meaning that the commanded velocity, acceleration, jerk or104

snap profiles can be directly determined according to the specifications of the vehicle controllers.105

The cost of task transitions in the TOP are specified in terms of energy consumption, which is106

calculated through the energy prediction module presented in Section 2.5. The module obtains the107

energy consumption distribution of the vehicle by computing the required thruster output loads108

to follow the commanded velocity profile for the duration of the transition. Difficult to measure109

forces such as surface friction due to bio-fouling, thruster output variation due to non-linear voltage110

drop from battery discharge, wave induced pressure fluctuations, and localised currents can be111

accounted for by adding noise to and randomly sampling the parameters in the dynamics model.112

These uncertainties are what we aim to account for in our proposed method for energy estimation,113

increasing the robustness of the planner.114

For this paper, the underwater robot platform called REconfigurable MOdular Robotics for Aquatic115

environments (REMORA) [13] is considered. The mathematical model of the REMORA vehi-116

cle’s dynamics in calm water [13] was sampled and used in Monte Carlo simulation to produce117

the energy distribution. The path planner was tested for suitability with the control model of the118

REMORA AMV developed in [13] and was shown to quickly stabilise and track the generated119

path.120

With the data formulated into the TOP, a PSO variant formulated for discrete operations was cho-121

sen as the solver for the sequencing and allocation module (Section 2.9). DStPSO [14] formulates122

PSO for the discrete domain and uses a reduced version of variable neighbourhood search as a123

local improvement to the global leader particle, strengthening the best solution. DStPSO was se-124

lected because it has few parameters, is simple to implement, and converges to near optimal global125

solutions in comparatively faster times than most other swarm optimisation methods [15]. The126
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original DStPSO method has been modified to include a linearly adaptive inertia weight based on127

the stall counter stopping criterion, and a swarm size decay algorithm (Section 2.9.1) that prunes128

the swarm over each outermost loop of the worst performing particles.129

The individual placeholder modules were given unit test instances to benchmark their effective-130

ness. The hydrodynamic potential flow path-planner was tested on the dynamic model of the131

REMORA vehicle and evaluated for reliability in collision avoidance. The preprocessing mod-132

ule’s clustering algorithm were evaluated on 387 test datasets from [2, 16] for computational cost.133

The sequencing and allocation module was also evaluated on the same 387 test datasets without134

the preprocessing module for computational cost, and sensitivity and consistency of the solution’s135

score to parameters such as problem size, swarm size, and decay rate. To evaluate the mission136

planner framework with the developed modules in its entirety, a case-study inspection mission of137

the Anholt wind turbine array using a small fleet of REMORA AMVs was used as input data.138

The results show the framework is capable of producing near-optimum mission plans over a variety139

of problems, and can also be used as a benchmark for modules proposed as improvements to the140

placeholder modules.141

2. Methodology142

2.1. Definition of Robustness143

We define a robust mission planner as a system capable of generating plans across a variety of144

missions that are:145

1. Efficient in terms of energy consumption.146

2. Unlikely to strand any of the vehicles due to energy depletion.147

3. Reducing the likelihood of collisions.148

4. Maximising the productivity of all the vehicles.149

The rest of this section develops a mission planning framework based on these design criteria.150

The formulation of the TOP (Sections 2.2 to 2.3) addresses criteria 1, 2 and 4 in conjunction with151

the energy estimation module (Section 2.5) and feasibility preprocessing module (Sections 2.6152
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to 2.7). The inclusion of the path planning module (Section 2.8) contributes to criteria 3, as well153

as indirectly contributing to the other criteria by improving the realism of the energy estimate.154

Finally, we demonstrate that the framework and proposed placeholders can generate feasible, near-155

optimum results across a large range of mission problems in Section 3.156

2.2. Problem Formulation157

AMV fleet missions can be described abstractly as allocating and sequencing tasks to be com-158

pleted at each target to the available vehicles. An applied mathematics problem that has a similar159

objective to the above is the TOP defined in [2]. In this problem, several agents must be allocated160

separate routes through a set of targets that represent tasks that yield a reward variable when com-161

pleted. These routes must satisfy the energy constraints of the vehicles and maximise the collective162

reward of the team. An optimal solution for the TOP has the following characteristics:163

1. Each vehicle has a unique set of tasks.164

2. Each vehicle’s route does not cross over itself.165

3. Each vehicle’s route has a predicted energy consumption that is close to the energy capacity166

of the vehicle.167

4. Each vehicle starts and finishes at the nominated starting and finishing points.168

2.3. Definition of the TOP Adapted for AMV Missions169

The TOP stands as a solid method for allocating sequences of points to team members where170

the situation may arise that not all points can be visited. Variants of the TOP that consider time-171

windows [17], stochastic weights (for the single vehicle TOP) [18], time dependent weights [19],172

and many others (see [20] for more variants) introduce aspects of real-world problems to the TOP.173

There are aspects of each of these variants that also suit AMV mission planning, but to begin with174

we present the following definitions that adapt the TOP to fit within the multi-robot systems and175

marine vehicle domains.176

Definition 1. A task, T , is the tuple (g, s, It) where177

• g ∈ R3 is the vector containing the location information of the task.178
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• s ∈ R ≥ 0 is the scalar reward yielded by completing the task.179

• It is a tuple containing further information on the type of task, prerequisite tasks, and effects180

on other tasks.181

Assumption 1. For non-hierarchical missions (i.e. tasks are independent from each other), It sim-182

ply points to the type of task, no prerequisite tasks or effects on other tasks need to be considered.183

Additionally, s is mapped to It by a time dependent reward function specified by the operator184

which must also depend upon the importance, urgency, and frequency of the task. We define such185

a reward function in Section 2.4.186

Definition 2. A vehicle, V , is the tuple (eb, Iv) where187

• eb ∈ R is the energy storage capacity of the vehicle’s batteries in Joules.188

• Iv is a tuple containing further information on the vehicle identifier, type of vehicle, domain189

of operation, collision boundary, capabilities, and dynamic model.190

Assumption 2. For a homogeneous fleet (i.e. vehicles are of similar type and capability), Iv191

provides unique identifiers and the type, domain, capabilities and dynamic model are identical for192

all vehicles.193

Definition 3. An obstacle, O, is the tuple (Xo, ro, Io) where194

• Xo ∈ R3 is the 3D position of the obstacle centroid.195

• ro ∈ R is the clearance radius the operator would like to maintain around the obstacle.196

• Io is a tuple containing further information on the obstacle, such as the classification (e.g.197

buoy, pile, rock, etc.) and the coordinate convention used by Xo.198

Definition 4. The open mission,MO, is the sextuple (T ,V,O, P,Q, E) where199

• The operator defines NT number of T which are collected in the NT -tuple T .200

• The operator defines NV number of V and collects them in the NV-tupleV.201

• The operator defines NO number of O and collects them in the NO-tuple: O.202
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• P ∈ NNT is the set of NT sequential integers that references an element ofT : P = {1, . . . ,NT }.203

• Q ∈ NN
V is the set of NV sequential integers that references an element ofV: Q = {1, . . . ,NV}.204

• E is the zero-diagonal matrix of costs for transitioning between TPi and TP j and performing205

task TP j: E ∈ RNT×NT ≥ 0.206

MO is the search domain of the planner. E is zero-diagonal because the transition Pi = P j is207

a forbidden transition. There are a total of N2
T − NT non-zero entries in E. The planner must208

provide a subset of T allocated to V as a proposal that can be evaluated for adherence to the209

energy constraints of the vehicles and the total reward yielded from completed tasks. The planner’s210

proposal is specified as follows.211

Definition 5. The closed mission,MC, is the quintuple (T ,V,R, S , F) where212

• R is the NV length set of tuples, where each tuple, RQ, has an independent length LQ ≥ 2. RQ213

is an ordered sequence subset of P corresponding to each vehicle’s proposed route through214

T .215

• S is the set of rewards collected from completed tasks in T : S =
{
s ∈ TRQ

}
.216

• F is the NV length set of tuples, each of length LQ−1, corresponding to the ordered sequence217

of elements of E accessed by the ordered sequential pairs in RQ. FQ = {E(RQi ,RQ j) | 1 ≤ i ≤218

LQ − 1, 2 ≤ j ≤ LQ, (i, j) ∈ N}.219

The mission planner is then a solver that finds the most effectiveMC according to the following220

fitness function and constraint:221

maximise
MC

∑

xi∈S
xi

subject to
∑

yi∈FQ

yi ≤ eb ∈ VQ

(1)

To introduce real-world components to this framework, E is the sum of the energy consumed222

traversing from g ∈ TPi to g ∈ TP j along the collision free path Si j, labelled Es,i j, the energy223

consumed completing the task at TP j , labelled Et, j and the hotel load drain on the vehicle over the224
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time taken to traverse the path and complete the task, labelled Eh. E is provided as the expectation225

of a stochastic process, which presents the opportunity of planning using stochastic weights. The226

models underlying the estimation of the energy variable are presented in Section 2.5.227

Because the vehicles must navigate around obstacles and take routes that are energy efficient,228

Euclidean distance calculations for g ∈ TP may result in solutions that underestimate the actual229

distance travelled by the vehicle, which will subsequently underestimate the energy cost of travers-230

ing the path. Therefore, care must be taken with finding Si j. A simple method for projecting a231

smooth, collision free trajectory for an AMV is presented in Section 2.8.232

Similar to the TOP formulation, each vehicle must start and finish at two specified locations by233

the operator, which are inserted at the beginning and end of T as two special tasks, T1 and TNT234

respectively. For the minimum operator effort mission, we would like the vehicles to return to235

their deployment position, T1 = TNT is the special case called the home point. This is because236

in practice, AMVs are deployed from a central location such as a shore launch point, moored237

docking station or a vessel. The home point conveniently ensures the vehicles return to a position238

where they are able to recharge, offload collected data and diagnostic information, and be easily239

accessible for maintenance. In Section 3.2.1, we describe a procedure to determine ideal location240

of g ∈ T{1,NT }.241

Solving the TOP is well studied and many solutions have been developed, most of which are242

available in [20]. The Discrete Strengthened Particle Swarm Optimisation (DStPSO) method [21]243

was selected as a meta-heuristic method for solving the TOP. Compared to other meta-heuristic244

solvers such as Ant Colony Optimisation, Genetic Algorithm, and Tabu search, DStPSO reaches245

near-optimum solutions faster with fewer parameters [15].246

To summarise, the following components fromMO are required in order to be solved in a similar247

fashion to the TOP:248

1. The number of tasks, NT249

2. The number of vehicles, NV250

3. Each vehicle’s battery energy storage constraint, eb.251
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4. The value of each task’s reward, s.252

5. The cost of moving to and performing a task, Ei j.253

The TOP requires the mission data to be processed into the above form to find an optimumMC,254

which is distributed to the vehicles upon deployment. The proposed planner follows the process255

in Fig. 2. The following sub-sections detail the steps taken to obtain each of the components of256

the process.257
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Figure 2: Process flow of the mission planner framework and the proposed placeholder modules. All modules from

Fig. 1 are shown along with the expected incoming and outgoing data.
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2.4. Modelling Rewards258

For the TOP to be solved, rewards for completing a task must be assigned to each target. In the259

case of recurring tasks such as maintenance and cleaning, reward is primarily a function of time260

since the task was last completed. Machine learning methods such as linear regression could be261

used to estimate the reward of a task from a sensor based data set (such as measuring the vibration262

of a structure). As a simple, parameterised alternative, the sigmoid function, a popular continuous263

activation function in machine learning, is selected as the candidate function for representing the264

reward of a task:265

s(t) =
1

1 + e−t (2)

The range of the sigmoid function is [0, 1], hence it is useful as a binary activation switch. How-266

ever, it is desired that tasks can be parameterised in terms of importance, importance growth-rate,267

and frequency. The generalised logistic function [22] could allow the operator increased flexibility268

with how reward s ∈ T grows or decays with time. Given the generalised logistic function:269

s(t) = A +
K − A

(C + DeBt)1/δ | (A, B,C,D,K, δ) ∈ R (3)

The operator can control the start and end values with A and K, and rate of growth/decay B of270

s ∈ T (see Fig. 3). As time progresses and T has not been completed, s can grow or decay. The271

independent variable, t, can be set to 0 upon completion of a task to restart the reward function.272
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f ,C = 1, D = 1, K = 1 and δ = 1

2.5. Energy Consumption Prediction273

Let Si j be the collision free path connecting the task location g ∈ TPi to g ∈ TP j . The energy274

consumed by the vehicle V ∈ V to traverse the route and perform the tasks is given by275

Ei j = Es,i j + Et, j + Eh, i , j (4)

where Es,i j is the energy spent to traverse the path, Et, j is the energy depleted to perform the task276

T at g ∈ TP j and Eh is the energy consumed by the hotel load. The complete set of calculations277

for Es,i j (A.1, Eqs. (19) to (23)), Et, j (A.2) and Eh (A.3, Eq. (24)) are located in Appendix A for278

completeness.279
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Eq. (23) shows that the energy Es,i j is a function of the hydrostatic and hydrodynamic characteris-280

tics of the specific vehicle V through Eq. (21). The coefficients of D(ν), C(ν) and g(η) are usually281

estimated from model tests and hence affected by uncertainty [13]. Furthermore, as the vehicle282

performs missions natural wear and tear will affect its hydrodynamic characteristics resulting in283

changes of the coefficients. This implies that a pure deterministic description of τ may cause se-284

vere underestimates of the energy consumption associated with traversing the route RQ. To account285

for model uncertainties and wear and tear the steady state generalised vector τ̄ is modelled as a286

Gaussian random vector with mean µτ and covariance matrix Στ, i.e. τ̄ ∼ N(µτ,Στ). Therefore287

both the power spent and the energy needed to traverse the path become random variables and288

their estimates are computed through the expected value operator E [·] as289

Ês,i j = E
[
Es,i j

]
= E

[∫

Si j

τ̄(s) ds
]

=

∫

Sii j
TcE

[
t̄(s)

]
ds =

∫ t f

ts

E [P(t)] dt. (5)

Remark. Since the matrices D(ν), C(ν) and the vector g(η) are linear in the parameters and each290

parameter is estimated as being normally distributed, then the generalised vector of forces and291

moments is normally distributed. However as the vehicle ages through operations the wear and292

tear may determine changes in the parameters such that distributions other than normal will be293

better suited. This implies that model parameters should be periodically re-estimated in order to294

reduce errors in the energy consumption estimation.295

2.6. Vehicle Range296

The range of a vehicle depends on its total energy storage, hotel load, power distribution effi-297

ciency, mechanical efficiency, propulsive efficiency, hydrodynamic drag properties, and environ-298

mental loadings. Estimating all of these properties, which in reality vary with time, is non-trivial.299

However, an ideal range for a specified forward speed can be obtained based on approximated300

constants as described in [23]. For most vehicles, the range is obtained through endurance testing301

under certain speeds and weather conditions [24]. The range of the vehicle can be inferred for new302

conditions based on this knowledge.303

In Section 2.5 we proposed a stochastic approach as an alternative to the above methods to ob-304

tain an energy consumption distribution for the vehicle over a velocity profile. We can use the305
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steady state power consumption evaluated for the vehicle travelling at a constant forward speed306

to estimate the forward distance travelled before the vehicle’s energy storage, eb, is depleted. The307

battery’s capacity (Cb, measured in Ah) and its nominal operating voltage, Vb, are related to its308

energy storage by:309

eb = Cb × 3600(s/h) × Vb (6)

The point-of-safe-return, PS R, is useful for robust mission planning because it puts an upper310

bound on the distance the vehicle is allowed to be from its home point. The PS R for the vehicle311

operating at a constant forward speed of U = Ū m/s is:312

PS R =
Ū × Eb

2(P +H)
(7)

The difficulty in this procedure is that the energy consumption is non-trivial to predict in the marine313

environment. Dynamic loads from waves, wind, tide, current, thermal currents, and hydrodynamic314

forces all influence the effort generated by the vehicle’s thrusters. Hydrodynamic effects such315

as turbulence, influenced by bio-fouling and surface degradation, and the design of the vehicles316

thrusters also affect the efficiency of the vehicle, dependent upon the vehicle’s speed and thruster317

RPM. Small-scale hydrodynamic effects can be captured through the use of parameter variation in318

the dynamic model. However, large-scale effects such as current, waves, and wind must be added319

as separate estimator components to the base dynamic model.320

2.7. Target Clustering321

The selection of points available for the vehicle team to visit must all be within the PS R of the322

vehicle with the largest range. For target sets that are distributed over large areas, such as offshore323

wind farm installations or macro-scale marine sampling, some of the targets will always be outside324

of any of the vehicles’ reach for any time instance. Problems that contain many targets will have325

larger search spaces and will take longer to solve. Removing the infeasible targets will simplify326

the search domain. We propose grouping target sets into clusters that are sized appropriately so327

that they are within serviceable range of the vehicles from the centroid of the cluster. The k-means328
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clustering algorithm is a suitable method for obtaining appropriately sized clusters of targets. Alg.329

1 details a simple procedure that achieves feasible operating zones via target clustering.330

Algorithm 1: Feasible operating zone clustering
input : Target coordinates L ∈ RN×3; Point of Safe Return PS R

output: C sets of indexes, Xbest centroids of each cluster

1 f lag = 0;

2 NC = 0;

3 while ¬ f lag do

4 NC ← NC + 1;

5 id ←zeros(NC, 1);

6 sumDbest ← 0;

7 for i← 1 to reps do

8 [IDX, X, sumD, sqdD]←kmeans(L,NC);

9 if 1/sumD > sumDbest then

10 sumDbest ← 1/sumD;

11 IDXbest ← IDX;

12 Xbest ← X;

13 sqdDbest ← sqdD;

14 for i← 1 to NC do

15 id(i)← PS R2 > max(sqdDbest(IDXbest == i));

16 f lag←all(id);

17 for i← 1 to NC do

18 C(i)← IDXbest(IDXbest == i);

19 return C,Xbest;

331

The set of locations for all non-special tasks, {g ∈ Ti | 2 ≤ i ∈ N ≤ NT − 1}, and the largest332

calculated PS R of the vehicles are used as inputs to the algorithm. Lines 7-13 replicate the k-333

means clustering function on the location data reps times, the solution with the best fit (i.e. the334
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lowest sumD) is chosen. Lines 14-16 checks that the point furthest from the center in each cluster335

is less than the specified PS R. If this constraint is not met, then the number of required clusters336

(NC) is increased and the process begins again. The returned variable, C, is the tuple of length337

NC where each element corresponds to a unique subset of P. C is used to subdivideMO into NC338

sub-missions, labelled asM(k)
O where 1 ≤ k ∈ N ≤ NC. The special home point tasks T{1,NT } ∈ M(k)

O339

have their location set to X(k)
best, the centroid of the corresponding k-th cluster in R3.340

2.8. Obtaining Paths341

Assuming straight-path distances between targets will lead to underestimation in energy costs342

when planning routes for vehicles in environments containing obstacles. The vehicle will occa-343

sionally take non-straight paths, either as a result of navigating around obstacles or because the344

dynamics of the vehicle prevent it from instantaneously adjusting to the reference trajectory, and a345

planner that does not account for this may produce optimistic plans that are unattainable by the ve-346

hicle. The planner must have a realistic estimate of the distance of a collision free and dynamically347

viable path, which is a well studied problem in robot path planning literature [25].348

Generating a valid path for a vehicle to transition from one point to another requires consideration349

of the obstacles between the vehicle’s starting and finish points for a transition. For a basic static350

obstacle avoidance method, the following components are required:351

1. Vehicle’s starting location and destination, {g ∈ T{i, j}}.352

2. Vehicle’s collision radius, defined in Iv ∈ V .353

3. Static obstacle locations and sizes, O.354

There are many successful methods available in path planning literature: Probabilistic Road Maps355

[26], Rapidly exploring Random Tree [27], A* [28], any-angle (Θ*) [29], and Artificial Potential356

Fields (APF) [30]. APF methods that use hydrodynamic potential flow theory ([11, 31]) can357

produce smooth, spline-like trajectories efficiently because the search domain is defined in part by358

analytic equations. A particle pursuit guidance controller was developed specifically for marine359

vehicles [31] that used the stream function of a hydrodynamic APF to guide a vessel around360

circular obstacles, but could not guarantee that the particle would not cross an obstacle boundary.361
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Circular obstacles were modelled as a potential field using the circle theorem [32] that guarantees362

zero boundary crossflow between inside and outside of the circle. The circle theorem was used for363

APF path planning for UAVs in [11], where it was also proven that the presence of local minima364

was guaranteed to be either at the destination sink or exactly on the boundary of the circular365

obstacle and nowhere else. From the definition of O in Section 2.3, the circle theorem APF method366

suitably fits as a base path planning model within the AMV mission planner framework. We have367

adapted this method to generate collision-free routes for marine vehicles.368

If the position and velocity of the vehicle is represented in the complex domain C respectively by

z = x + iy (8)

dz
dt

= u + iv (9)

where {x, y, u, v} ∈ R4 are referenced to the planar world frame. The Partial Complex Velocity369

(PCV) flow field, as derived from the circle theorem used in [11] & [12], is:370

dz
dt

=
Qs

2π(z − c)
+

Qs

2π
r2

(b − z)(r2 + (b − z)(c̄ − b̄))
, (10)

where Qs is the strength of the source (Qs > 0) or the sink (Qs < 0), c ∈ C is the location of371

the source/sink (the starting or finishing point), the radius of the obstacle r ∈ O and b ∈ C is372

the complex variable of Xo ∈ O in the X-Y plane. The full Complex Velocity (CV) field for an373

obstacle is the sum of the sink and source PCV fields. For multiple obstacles, simply summing the374

CV fields will not produce a valid field that represents all of the obstacles. As discussed in [31],375

the cross flow at the boundary of each obstacle is influenced by the CV flows of all other obstacles.376

In [12, 11], these influences are eliminated at each obstacle boundary by introducing a weighting377

term for each obstacle’s CV:378

αi =
∏

j,i

d4
j

d4
i + d4

j

, (11)

where di and d j are the Euclidean distances between the vehicle’s current position z and the i-th379

and j-th obstacle centroids. The complete CV flow for NO obstacles is then:380

CV = u + iv =

NO∑

i=1

αi(PCVsource
i + PCVsink

i ) (12)
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In effect αi interpolates the CVs of each obstacle with a weighting from 0 to 1, ensuring that381

the obstacle closest to the vehicle will have an increasingly dominant flow compared to the other382

obstacles.383

Eq. (12) represents the first order differential equation that can be integrated to obtain the path of384

the vehicle from a given initial condition. The Dormand-Prince (RKDP) method was selected to385

evaluate Eq. (12) given a set of obstacles, obstacle radii, and the vehicle’s initial and final positions.386

Compared to the Euler method used by [12], RKDP can solve long trajectories (>1000s) extremely387

quickly by adapting the step size to minimise calculations whilst retaining an acceptable error388

tolerance from the real solution.389

The method in [12] was developed for non-holonomic vehicles by offsetting the location of the390

source behind the vehicle position. For holonomic vehicles (i.e. vehicles that can turn on the391

spot such as ROVs and hovering AUVs), several orientations can be searched through a given392

starting position using a fitness function to evaluate each solution for shortest travel time, vehicle393

dynamics, safety, and efficiency. We have used a simple fitness function to determine the shortest394

path:395

Z =
1

(t f − t0)
(13)

The highest scoring solution will have the shortest path. This ensures that the least energy con-396

suming path is taken given the assumption that the environment is ideal (i.e. no significant397

changes in wind, wave, or current profiles) and that the vehicle can accurately follow the un-398

derlying velocity profile. In practice the shortest path is typically the starting orientation ψ0 =399

atan2(ysink − y0, xsink − x0), but if there are many obstacles along this path, other orientations may400

yield shorter routes. The REMORA’s holonomic underwater vehicle model was tested in simula-401

tion for following a path generated by integration of Eq. (12) and is presented in Section 2.8.402

2.9. Proposal Generation403

Our implementation of DStPSO (pictured in Fig. 4) follows the same principles of PSO but has404

been adapted to work in the discrete domain, strengthened with a local search heuristic on the pi-405

oneering particles, and a swarm decay heuristic to save on computational resources. As described406
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in Section 2.3, the search space for the DStPSO algorithm is restricted toMO. We define a particle407

by its position R ∈ MC and velocity W. W is the set of points in P that are not in any element of408

R: W = P \ R.409

From Eq. (1), the position of a particle is subject to the energy constraints of the vehicles. By410

obtaining F, the feasibility of a route can be determined by checking:411

∑

yi∈Fi

yi ≤ eb ∈ Vi∀i ∈ Q (14)

At its core, DStPSO updates its position by inserting random elements from W into elements of R412

using various insertion method heuristics, constrained by the above energy relation.413

A particle is initialised by setting each element of R to {1,NT }, corresponding to the special home414

point tasks T1 and TNT . The velocity is then W = P \ R = P \ {1,NT }. Each element of R is415

then sequentially modified by iteratively selecting a random element from W, inserting it using the416

cheapest insertion heuristic [33], and keeping the solution if the updated F still meets the energy417

constraint. W has the selected element removed and the process repeats until all elements of W418

have been tried.419

The swarm, Q is the set of NQ initialised particles. Each particle in Q is evaluated for fitness by420

finding the total collected reward for its current position:421

∑

xi∈S
xi∀i ∈ RQ (15)

The NQ long set of particle positions, pbest, is initialised by setting each element of pbest equal to422

the position of the corresponding particle in Q. pbest keeps a running record of the highest scoring423

position that each particle has visited. pbesti is only updated when Qi moves to a position with424

a fitness higher than the corresponding score of pbest. Finally, the particle that has the highest425

fitness out of pbest is assigned to gbest. gbest is only updated if the fittest particle in the updated426

pbest is higher than the fitness of the current gbest.427

When gbest is updated, a local search is triggered on gbest using a simplified version of Variable428

Neighbourhood Search (VNS) [34] called Reduced VNS (RVNS) [14]. RVNS implements three429
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heuristic search methods (or neighbourhoods) on gbest: 1. insert for increasing profit, 2. insert430

for decreasing cost, and 3. path inversion (also known as 2-opt [35]). Each neighbourhood is431

evaluated for feasibility and improvement, and if the new position meets both criteria then the432

neighbourhood is set back to neighbourhood 1. If neighbourhood 3 fails to improve the solution433

several consecutive times, RVNS returns the updated gbest and the particle that had pioneered434

gbest is reinitialised to encourage exploration. For further details on RVNS, see [14].435
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Figure 4: DStPSO procedure with swarm decay.
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After the gbest local search, or if no gbest update occurs, the velocity of the i-th particle in Q is436

updated in a manner similar to the original PSO,437

Wi = [w ⊗Wi] ⊕ [(c1 ⊗ (pbesti 	 Ri)) ⊕ (c2 ⊗ (gbest 	 Ri))], (16)

where w represents the typical inertia term used in PSO, and c1 and c2 are weighting terms that

balance exploration between the particle’s best experience and the swarm’s best experience. The

position and the velocity are subsequently updated by

Ri = Ri ◦Wi (17)

Wi = P 	 Ri, (18)

where each of the special operators, ⊗, ⊕, 	, and ◦ are defined as follows:438

⊗ Each element of the right hand side (RHS ) of the operator is given a random number from 0439

to 1. The left hand side (LHS ) is a scalar number between 0 and 1. The output is the subset440

of the RHS that is less than the LHS .441

⊕ Combines two velocity sets. If the LHS contains the pbest term and the RHS contains the442

gbest term, then the output is the reordered set {RHS ∩ LHS ,RHS \ LHS , LHS \ RHS }.443

Otherwise the output is the reordered set {RHS , LHS }.444

	 Is the set difference LHS \ RHS .445

◦ Apply insert for increasing profit from RVNS neighbourhood 1 on the RHS velocity set to446

the position set on the LHS .447

The DStPSO terminates when no successor to the current gbest is found for a consecutive amount448

of iterations. The proposed set of routes for each vehicle, R ∈ MC is set to gbest.449

2.9.1. Improvement to DStPSO with Swarm Size Decay450

As the swarm size increases, so too does the exploratory power of DStPSO and the computational451

resources required for particle position updates. A balance between these two outcomes can be452

exploited by starting out with a large NQ compared to what is used in practice (usually between 10453
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to 40 particles for solving the TOP), and then reducing the size of Q on each iteration by keeping454

the best performing particles until a minimum size is reached. With this modification, DStPSO455

begins with a wide exploration of the solution space, providing a better chance of pioneering a456

near optimal gbest early. Computational resources are then freed on each iteration as low-scoring457

particles are selectively removed. The swarm size decay algorithm (Alg. 2) uses a decay factor458

0 < γ � 1.459

Algorithm 2: Swarm size decay algorithm
input : NQ, Q, pbest, γ, minimum swarm size Nmin

output: NQ, Q

1 if (γ > 0 & NQ > Nmin) then

2 NQ ← round(1 − γ × NP);

3 if NQ < Nmin then

4 NQ ← Nmin;

5 S pbest ← fitness(pbest);

6 [ , ID]← sort(S pbest);

7 f ittest ← ID(1 : NQ);

8 Q ← Q( f ittest);

9 return NQ,Q

460

3. Results and Discussion461

The objective of this section is to demonstrate that the mission planning framework effectively462

plans multi-vehicle missions. We first evaluate the Feasibility Preprocessing Module and Se-463

quencing and Allocation Module placeholders on several TOP test instance data sets for compu-464

tation time and quality of the resulting outputs in Section 3.1. Then the case study ”Wind Turbine465

Inspection Mission” data set is presented in (Section 3.2), which we then use to demonstrate the466

complete mission planning procedure as well as evaluate the Path Planning Module (Section 3.2.2)467

placeholder for performance and quality of the resulting outputs.468
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3.1. TOP Test Set Evaluation469

The TOP has seven test instance data sets designed by [2, 16] for the purposes of benchmarking470

TOP solvers. Each test instance contains a mapping of the available tasks in the cost space (i.e.471

the Euclidean distances between each task is the cost to transition between the tasks in either472

direction) and a consistent reward score assigned to each task. Each data set contains variations473

of the maximum allowable cost constraint and the number of team members allocated. The seven474

data sets have been unpacked into 387 test problems, collected from [36]. A summary of the475

data is provided in Section B.1. The Feasibility Preprocessing Module was tested on the test476

instances, and has been summarised in Section B.2. The proposed placeholder using Alg. 1477

computes feasible zones for the majority of the test instance variants in under 10 s for problem478

sizes containing up to 102 tasks.479

3.1.1. Swarm Size Decay Evaluation480

The DStPSO solver was modified with Alg. 2 that prunes the swarm of the poorest performing481

particles on each iteration. A performance comparison between the original DStPSO (γ = 0) and482

the decayed DStPSO (γ > 0) was made using the TOP test instances.483

The DStPSO algorithm was initialised with inertia weight w = 0.7, social bias weight c1 = 0.5,484

self bias weight c2 = 0.5. Stopping criteria is achieved after 300 consecutive iterations of no485

improvement (stall). RVNS was set to move from neighbourhood 2 to neighbourhood 3 after486

10 consecutive iterations of no improvement, and stopping criteria was set to trigger after 20487

consecutive iterations of no improvement from neighbourhood 3. Three solver configurations488

(varying in γ) were trialled over 10 repeats, measuring the computational time (CPU), the averaged489

Relative Percentage Error (RPE) from the best found solution of a particular test instance, and the490

averaged standard deviation of the RPE (σ). The solver was implemented in MATLAB and tested491

on an Intel i7-8665U 1.9 GHz CPU with 16 GB of memory. Fig. 5 presents the results averaged492

over the entire test set.493
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Figure 5: Performance comparison of modified DStPSO algorithm with varying γ. CPU time, reward RPE, and reward

RPE σ are averaged over all 387 test sets, repeated 10 times each.

Comparison of RPE and σ across each γ variant shows that larger swarm sizes converge towards494

a common optimum (σ decreases and RPE increases) with the exception of the largest swarm495

size (100), whose σ increases. This might be due to the larger swarm producing a wider range of496

strong particle solutions, and the inertia/social bias/self bias weights need to be retuned to achieve497

reduced σ. The major performance advantage is observed in CPU time difference. The original498

DStPSO with a swarm size of 10 has a similar CPU time to the 2.5% DStPSO of swarm size 100,499

but has a lower RPE and a higher σ. This means that, for the same computation time, DStPSO500

with swarm decay will provide a better and more consistent solution than DStPSO without swarm501

decay. The average solving time for the DStPSO algorithm with Alg. 2 ranges between 5.5 s for502
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simple problems and 30 s for more complex problems, and is competitive with other metaheuristic503

variants (see Section B.3).504

3.2. Case Study Application505

An example of a structured environment (i.e. an environment where the terrain, static obstacles,506

and environmental loading conditions are known or can be estimated with a high degree of con-507

fidence) are offshore wind farms like the Anholt Wind Turbine Array (Fig. 6), which we use as a508

case-study application.509

Wind turbines require annual inspection of the submerged structure and power cables [37], which510

is normally completed using ROVs or divers. The distributed inspection mission aims to allocate511

visual inspection tasks to a fleet of REMORA Autonomous Underwater Vehicles (AUVs), mean-512

ing we can use Asms. 1 and 2 for defining MO. Though the visual inspection of wind turbine513

substructure and cables is not as difficult a robotic control task as, for instance, underwater valve514

manipulation on offshore pipelines, the example stands as a proof-of-concept, multi-robot, task515

allocation and routing problem with variable sea conditions and known obstacles.516
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Figure 6: False colour map of Anholt array using infrared satellite imagery from Sentinel-2A (March, 2018) refer-

enced to UTM zone 32N. Green dots indicate the captured centroid of each turbine.

Referring to the AMV mission planning definitions in Section 2.3, the inspection mission needs517

to first be sub-divided into independent operating zones (defined by NC instances ofMO) which518

can then be formulated into the set of inspection tasks and special home point tasks, T . The519

inspection task T is a helical trajectory that the REMORA vehicle must follow to visually inspect520

the outer surface of a wind turbine substructure from a point close to the waterline to the seabed.521

All inspection tasks are given an equal reward s = 1, and g is set to be 6 m from the centroid of a522

wind turbine (maintaining a 1 m distance from the exterior of the turbine substructure). There are523

111 wind turbines, meaning that NT ≥ 113 depending on the feasible operating zone clustering.524

One to ten REMORA vehicles will be used for the inspection mission (NV = {1, 2, ..., 9, 10}), for525

the purpose of determining minimum fleet size for complete coverage (i.e. only one deployment526
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per zone is necessary). Each REMORA vehicle can be configured with two 14.8V, 6.2Ah LiPo527

batteries connected in parallel (12.4Ah total capacity). Each vehicle’s available energy capacity,528

eb, is then calculated to be approximately 462 kJ from Eq. (6), with 30% of the full capacity kept529

as an emergency reserve. The parameters of the REMORA dynamic model from Eq. (21) have530

been empirically determined through model tests by [13]. For the homogeneous fleet assumption531

(Asm. 2),V has now been adequately defined.532

3.2.1. Evaluation of Feasibility Preprocessing Module533

Now that the wind turbine inspection mission is sufficiently defined in terms of task location and534

vehicle constraint data, the first step of the mission planner procedure is to subdivide the mission535

area (i.e. the area encapsulated by the location data in T ) into feasible operating zones for the536

vehicles. With a constant forward velocity of Ū = 0.5 m/s, the calculated PS R for the REMORA537

vehicle is 4660.5 m. The PS R is used in Alg. 1 along with the inspection task locations T2,...,NT−1,538

to obtain Fig. 7.539
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Figure 7: The Anholt wind turbine array, clustered according to the mean PSR of the REMORA vehicle (4.66 km).

Each star is a home point and centre of the respective cluster. Overlaps between each zone’s PSR and another zone’s

target set presents the opportunity for inter-zone assistance.

The fullMO is then decomposed into NC instances, whereT is distributed to each newMO accord-540

ing to the clustering algorithm. The full inspection mission is then formulated into independent541

NC sub-missionsM(i)
O | i ∈ {1, . . . ,NC} ⊂ N. For eachM(i)

O , the special home point task locations,542

g ∈ T (i)
{1,NT }, are set to the location of the i-th cluster centroid. EachM(i)

O can then be digested by543

the mission planner search algorithm (DStPSO) into a corresponding M(i)
C for optimisation. But544

first, S must be generated for each possible transition in eachM(i)
O , so that the corresponding E(i)

545

matrix can be obtained.546
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3.2.2. Evaluation of Path Planner Module Placeholder547

Hydrodynamic potential flow presents an effective solution to obtaining a path S that navigates548

around obstacles at a constant forward velocity, but it has two vulnerabilities. Stagnation points549

on the boundary of an obstacle that cause the vehicle to be trapped in a position of zero velocity,550

and the generated path having a curvature that cannot be adequately followed due to the vehicle551

manoeuvrability constraints. Fig. 8a shows an example of the stagnation point causing the vehicle552

to get stuck in a local minima at the obstacle boundary. This scenario is only likely to happen553

when there is only one obstacle and its centroid lies on the line between the source and the sink.554

The influence from multiple obstacles (Fig. 8b), noise from the vehicle’s location estimate, and555

the trajectory tracking error of the vehicle’s controller all contribute in reducing the likelihood of556

the stagnation problem.557
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(b) Multiple obstacles.

Figure 8: Example flow field and vehicle path (streamlines) using hydrodynamic potential flow. The green trajectory

in 8a meets with a stagnation point on the surface of the obstacle located at (0,0). In practice this is unlikely to occur as

the starting location must lie on the line between source and sink. The influence from multiple obstacles also reduces

the likelihood of stagnation as in 8b.

Integrating the CV field (Eq. (12)) from a starting point to a finishing point provides S based on558

a mass-less particle drifting along a streamline within the potential field. This ignores the inertial,559

hydrodynamic, and control components of the vehicle model (see Eq. (21)). The vehicle dynamics560

may also cause a collision-free trajectory to be invalid because the vehicle is unable to follow the561

path. This is due to the required turning rate, r, becoming too high for the vehicle’s forward veloc-562

ity, causing an error offset that the vehicle’s controller cannot stabilise fast enough. This is likely563
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to happen when the vehicle’s trajectory is heading towards the centroid of an obstacle, requiring564

a large deflection around the obstacle by the integrated CV field. By artificially inflating the size565

of the obstacles, the radius of curvature of the generated path becomes larger, hence decreasing566

the magnitude of the required r. Fig. 9 shows a test trajectory generated for the REMORA vehicle567

model that must navigate around a circular obstacle to reach the position (17,0.1). S contains568

the attained x and y positions, commanded forward speed U, and commanded heading ψ for the569

integrated time series t. Fig. 10 presents the commanded and achieved dynamics of the vehicle for570

the test trajectory when in autopilot and dynamic positioning modes, showing that the controller571

is able to adequately track the commands obtained from the integration of the CV field with the572

inflated obstacle.573
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Figure 9: Path navigated by the REMORA Simulink model. Model started at (0,0) with orientation 0 radians (parallel

to x axis) and was commanded to navigate to (17,0.1) using the CV flow equation. An obstacle, pictured at actual size,

located at (10,0) with radius 5.0 m was inflated by 1.5 m (three times the vehicle’s collision radius) for the CV field

equations. The resulting path produces a trajectory with curvature suitable for the vehicle to track, avoiding collision

with the actual obstacle.
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Figure 10: Top: Commanded and actual forward speed of the model during the transition. Middle: Commanded

and actual heading of the model during the transition. Bottom: The control method switches between Autopilot

(AP) and Dynamic Positioning (DP) mode when the vehicle gets within 0.2 m of the destination. DP enables high

manoeuvrability and control but consumes more energy than AP.

3.2.3. Sequencing and Allocation Module Placeholder574

As determined in Section 3.2.1, there are four sub-missions that must be solved by the DStPSO575

algorithm in order to provide a complete plan for the inspection mission of the Anholt array. As576

shown in Fig. 2, the trajectory generator requires knowledge of the static obstacles’ positions and577

radii (which are provided from the obstacle database as the tuple O = (Xo, ro, Io)) and the start and578

end points for the trajectory (g ∈ T{i, j}) for it to produce the requested trajectory Si j.579
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For the inspection mission case study, each turbine substructure is a pile 5 m in radius, whose580

cross-section can be represented on the East-North (X-Y) plane as circles of 5 m radius. O is581

then the collection of 111 Xo coordinates of each turbine location, and ro is the collection of582

the corresponding 111 substructure radii, which are all set to 5 m. Given the starting (i-th) and583

finishing ( j-th) coordinates from the k-th sub-mission proposal, {g ∈ T{i, j}|M(k)
C ,O(k)}, the trajectory584

generator can produce Si j for each sub-mission.585

Each Si j produced by the trajectory generator is mapped to the corresponding element Ei j using586

the method in Section 2.5. Si j provides the time interval over which Es,i j and Eh are obtained. Et, j587

is obtained from the nested energy consumption prediction of the helical inspection task, which588

will have a different H and P from the transition phase because special inspection equipment589

(cameras, sonar, etc.) will be active at this point in the task, and the 3D trajectory taken by the590

vehicle around the substructure is significantly different from the planar transition trajectory. For591

the sake of brevity, we have assigned the expected task energy consumption Et, j = 1 kJ∀Et, j ∈ E,592

meaning that a constant is depleted from the vehicle’s battery for every task it completes.593

Having obtained E ∈ M(k)
O , the DStPSO algorithm is used to evaluate an optimum M(k)∗

C as de-594

scribed in Section 2.9. The final gbest corresponds to R ∈ M(k)∗
C . The route for the vehicle l ∈ Q,595

Rl can then be used to access the set of trajectories {Si j | (i, j) ∈ Rl, 1 ≤ i ≤ Ll − 1, 2 ≤ j ≤ Ll}.596

The DStPSO algorithm was then calibrated for a swarm size of 1000 and γ = 1%, which gives the597

solver the same expected computation time as a 60-70 particle DStPSO without decay (as inter-598

polated from Fig. 5, given the computational cost presented in Section 3.2.4), but with more than599

10x the initial search power. We present the set of trajectories proposed byM(2)
C in Fig. 11. The600

full set of solved routes, spanning from a solo REMORA vehicle to a fleet of 10, for each zone are601

available in Section C.602
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Figure 11: Optimised route for cluster zone 2, with a fleet of seven REMORA vehicles. For visibility, obstacles are

not to scale and are larger than actual. Dotted lines represent the Euclidean path of the corresponding vehicle route.

As is the case with most of the transitions, the shortest path was a straight line path to the destination, with small

distortions in the path that flow around obstacles.

As presented by the planner, at least seven vehicles are required to complete the mission with a603

single deployment/retrieval (i.e. the smallest number of vehicles required to visit all of the wind604

turbines). However, it is of more interest to identify how the TOP solver behaves when the fleet605

size is larger than the bare minimum requirement for complete coverage (i.e. when there is re-606

dundancy). Fig. 12 shows that the vehicle within the fleet that is undertaking the largest energy607

consuming route (i.e. the vehicle with the highest risk of stranding) does not significantly change608

with increase in fleet size. What can be seen is that, despite the total utilisation of the fleet de-609
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creasing with fleet sizes of 7, 8, 9 and 10, the total utilisation of the ’weakest link’ vehicle remains610

largely unchanged at 99.8 % or above of the vehicle’s rationed energy capacity (70 % of the the-611

oretical maximum). This is because the DStPSO’s node insertion and exchange operations are612

conditionally implemented either to increase the total achieved reward (maximising tasks com-613

pleted) or to decrease the total energy cost of a vehicle route so that more potential tasks can be614

added in future operations.615
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Figure 12: The highest energy consumption (weakest link) of any member of the fleet during the Anholt mission,

expressed as the percentage of total rationed energy capacity (i.e. 70% of the theoretical maximum of the battery),

versus the utilisation of the fleet, expressed as the percentage of expected energy consumption to the total rationed

energy capacity of the fleet.

While this is still a robust solution because the vehicle has a 30 % emergency reserve, it might616
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be advantageous to introduce a penalty based on the standard deviation of the fleet energy cost.617

In this way, solutions that have similar energy costings for each vehicle will be more likely to618

be selected than solutions that have a subset of vehicles doing most of the work, minimising the619

risk of stranding due to energy depletion across the entire fleet. However, this would come with620

the cost of using more vehicles than absolutely necessary, which increases the complexity of the621

mission and the risk of other mishaps associated with autonomous deployments (see [38] for real622

world examples of such problems).623

Based on the definition of optimality given in Section 2.2, all of the solved routes found by the624

planner have the following characteristics, indicating strong solutions:625

1. All vehicles have unique tasks (no task is visited more than once).626

2. None of the individual vehicle paths cross over themselves.627

3. The energy consumptions of the deployed vehicles are close to the specified capacity.628

4. Each vehicle starts and finished at the designated zone home point.629

3.2.4. Computational Cost Breakdown630

As an alternative to determining the time complexity of the mission planner framework’s place-631

holder modules, we instead present the computation time benchmark taken for the planner to632

complete planning for the Anholt mission from start to finish, ranging in fleet size from 1 to 10633

(Fig. 13).634

The time cost is distributed between the four module placeholders. As can be seen, the feasibil-635

ity prepocessing, and sequencing and allocation module placeholders are within practical online636

limits, taking at most under a minute for the DStPSO algorithm to produce a near-optimum Mc.637

The computational cost is dominated by the path planning and energy estimation modules, tak-638

ing up to 27 minutes combined to process 1056 potential transitions for the largest zone (zone 2,639

N = 33). The major contributor to this cost is that the step size used to evaluate the trajectory of640

the REMORA was too small (set to 0.01 s). Over a 4.5 hour long mission, the number of points641

used to represent the trajectory was perhaps needlessly large. Increasing the step size will signifi-642

cantly reduce the amount of computation time, but at the cost of making the energy estimation less643
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reliable.644
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Figure 13: Computation time cost distribution for each module placeholder of the mission planner framework when

planning the Anholt wind turbine inspection mission.

The energy estimation module placeholder compounds the cost by performing Monte Carlo of a645

vehicle model, meaning that the energy for one trajectory is simulated many times (in this case, 100646

times). In general, computation time can be reduced for both of these modules by the supporting647

computer code for parallelisation, either for multi-CPU or GPU acceleration. However, better648

performing algorithms than the ones proposed within the placeholders could be implemented as649

modules to improve the time efficiency of the framework.650
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4. Limitations and Future Work651

The proposed module placeholders are basic implementations designed to demonstrate the feasi-652

bility of the framework design as well as to provide a benchmark for module design and improve-653

ment. The top candidate for improvement is the hydrodynamic potential implementation of the654

path planning module because of its limitations in the planning domain (only in two dimensional655

space), modelling all obstacles as circles, assuming that all obstacles are static, the presence of656

stagnation points, and the long time taken to solve Eq. (12). Future path planning modules should657

implement existing algorithms (such as are considered in [39]) that can overcome these limitations,658

which will improve the capabilities of the mission planning framework.659

The second place candidate for improvement is the energy estimation module placeholder. Firstly,660

the dynamic model can be developed further to include environmental parameters such as wind661

speed and direction, wave spectra, and water current and direction. The resulting energy cost662

matrix will be more asymmetrical, and result in more interesting route solutions produced by the663

sequencing and allocation module in order to reduce energy consumption. Secondly, the under-664

lying Monte Carlo simulation assumes Gaussian distributions for the vehicle model but this may665

not be the case in reality. More appropriate vehicle model distributions may be obtained through666

machine learning on the mission history of real vehicles.667

Finally, the sequencing and allocation module can also be improved in several key ways. The668

DStPSO solver is currently configured to accept deterministic costs from the energy estimation669

module. Currently, an upper confidence value (i.e. a value larger than or equal to the mean) of the670

estimated distribution for each transition is inputted to the DStPSO solver. However, the energy671

estimation module outputs a Gaussian distribution parameterised by estimated mean and standard672

deviation for each transition. A stochastic solver could take advantage of the full distribution to673

provide more reliable solutions.674

The search space of the DStPSO solver has only been configured for assumptions of a homoge-675

neous fleet and non-hierarchical mission. The solver can be extended to include heterogeneous676

fleets of vehicles in three ways:677
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1. Defining E as the matrix RNT×NT×NV allows for different vehicle dynamic models to be used678

according to Iv ∈ V .679

2. Extending P as a NV long set of control vectors that reference {TPi ∈ T | 1 ≤ i ≤ NV , i ∈ N},680

essentially defining the set of tasks inMO that each vehicle is capable of doing according to681

Iv ∈ V .682

3. Modifying s ∈ S by a scalar utility variable found in Iv ∈ V allows for vehicles more683

effective at completing certain task types than others to evaluate as a higher scoring solution684

than alternative solutions.685

Additionally, the planner can be extended to include hierarchical tasks (i.e. tasks that depend on686

the completion of other tasks) by specifying a prerequisite variable in It ∈ T . This allows for a687

logical hierarchy, but then must be further extended using temporal logic in order to obtain an688

energy efficient hierarchical proposal.689

Finally, the planner’s scope has currently been configured for pre-planning operation (i.e. gen-690

erating an initial plan for the vehicles). However, it is compelling to obtain online planning for691

the vehicles as they progress through the mission after deployment, and experience energy con-692

sumptions that are almost certainly different from what was estimated in the initial plan. Detecting693

significant deviation from the expected energy consumption is the primary challenge to be over-694

come to effectively implement an online replanning system. The computational cost of the path695

planning and energy planning placeholders also make it impractical to perform a complete replan696

of the all possible transitions following identification of a replan. Our future objectives are to de-697

velop an online replanning component to the mission planner framework which can identify when698

a replanning situation is necessary, and also to reduce the replanning space to a size that would be699

practical to implement onboard a vehicle in situ.700

Conclusions701

A new mission planner framework for AMVs was proposed, formulated as the TOP from oper-702

ational research. The mission domain was first defined in its open form, containing information703

about the tasks, vehicles, and obstacles as specified by the AMV operator, the knowledge based704
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reasoning step discussed in section 1. The mission planner searches through the open missionMO705

for an optimum proposal, called the closed missionMC. The closed mission is an initial plan that706

contains task allocation and sequencing information for the AMV fleet to execute. Here it can be707

seen that the task allocation step of mission planning has been completed.708

The planner differs from temporal planners and task hierarchy planners because it uses energy has709

the base finite resource. Considering energy means considering the loading of a particular vehi-710

cle over the extent of its mission. It requires a trajectory generator to produce viable paths that711

can be assessed for energy consumption using the dynamic model of the vehicle under consider-712

ation. Treating energy consumption as the expected variable of a stochastic process means that713

uncertainty has been considered by the planner. This is the foundation of the third step in mission714

planning, risk projection. In future development of the mission planner, the level of allowable715

uncertainty in the mission plan can be specified by the operator as a constraint.716

The mission planner is modular in nature because the definition of the open mission requires717

several separate databases to be processed into the open mission formulation. This means that the718

components specified in section 2 are interchangeable with different or more advanced methods,719

depending on the complexity of the mission.720

The integration of the components into the mission planner framework also produced ’spillover721

effects’ as minor improvements to the literature concerning some of the components. Most notable722

is the improvement of the DStPSO algorithm with the swarm decay modification. It is shown in723

section 3.1.1 that the modification allows for a wider initial exploration of the search space with724

more particles whilst saving computational resources in the later stages of the search.725

Finally, we tested the mission planner framework on simulated operator input data from the case-726

study inspection mission of the Anholt wind turbine array. Following the homogeneous fleet727

and non-hierarchical task assumptions stated in section 2.3, we formulate the test data into four728

separate open missions using the feasible operating zone component. DStPSO was then shown to729

successfully obtain the closed mission proposal for each instance.730

The proposed AMV mission planner stands as the preliminary framework for development towards731
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robust automated planning for more generalised AMV missions. We hope to promote development732

and comparison of new framework modules through our results benchmark and our identification733

of the limitations in our implementation.734
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[33] D. Mester, O. Bräysy, W. Dullaert, A multi-parametric evolution strategies algorithm for vehicle routing prob-846

lems, Expert Systems with Applications 32 (2) (2007) 508 – 517. doi:https://doi.org/10.1016/j.eswa.847

2005.12.014.848

URL http://www.sciencedirect.com/science/article/pii/S095741740500360X849
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A. Detailed Energy Calculations878

A.1. Traverse Energy Cost Calculation879

The energy required to compensate drag, centripetal and buoyancy forces/moments while travers-880

ing the path Si j is881

Es,i j =

∫

Si j

τ(s) ds, (19)

where τ ∈ R6 is the generalised vector of control forces and moments acting on the vehicle and882

s ∈ R6 is the path variable. For a vehicle outfitted with Nth thrusters the generalised vector τ is883

provided as the linear combination of the thrust command vector f ∈ RNth through the thruster884

configuration matrix Tc ∈ R6 × RNth885

τ = Tcf. (20)

Let η = [N, E,D, φ, θ, ψ]T ∈ R6 be the generalised pose vector of the vehicle in the inertial North-886

East-Down (NED) frame and ν = [u, v,w, p, q, r]T ∈ R6 be the generalised linear and angular887

velocity vector in a body-fixed frame. For a vehicle manoeuvring at constant speed (ν = ν̄) the888

generalised control forces and moments balance the hydrostatic and hydrodynamic contributions,889

i.e.890

τ̄ = D(ν̄)ν̄ + C(ν̄)ν̄ + g(η̄) (21)

where D(ν) ∈ R6 × R6 is the linear plus quadratic drag; C(ν) ∈ R6 × R6 accounts for Coriolis891

and centripetal forces and moments; g(η) ∈ R6 is the vector of restoring moments and forces. τ̄892

represents an underestimate of the total generalised force spent to traverse the path since it does893

not account for acceleration and deceleration phases.894

The electrical power spent by each thruster to deliver the thrust fk is generally approximated with895

a quadratic function of the commanded thrust fk [40], i.e.896

Πk = ηk| fk| fk, k = 1, . . . ,Nth (22)

where ηk is a thrust efficiency coefficient. Therefore the energy required to traverse the path Si j897

can be computed as898

Es,i j =

∫

Si j

τ̄(s) ds =

∫

Si j

Tcf̄(s) ds =

∫ t j

ti
P(t) dt, (23)
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where P =
∑

k Πk is the total electric power consumed to traverse the path Si j, ti is the time instant899

the vehicle leaves g ∈ TPi and t j is the time instant the vehicle arrives to g ∈ TP j .900

A.2. Task Energy Cost Discussion901

In addition to expending energy while transitioning between task locations, the vehicle also ex-902

pends energy undertaking a particular task at location g ∈ TP j . Tasks vary in energy intensity.903

For example, a vehicle tasked with cleaning substructure from bio-fouling will experience higher904

loads than a vehicle tasked with visual inspection of the same substructure, meaning a higher en-905

ergy consumption for the former scenario. Therefore an estimate of the task energy Et, j can be906

computed after the specific definition of the tuple It ∈ TP j . For example an inspection task as a907

seabed survey or a scrutiny of a monopile will be defined as a trajectory and a sequence of actions908

to be performed while passing at given way points. The energy cost associated with the trajectory909

tracking will then be estimated by means of equation 5; while the energy spent in carrying out the910

sequence of actions will be evaluated based on the sensors and actuators to be used and the usage911

duration.912

A.3. Hotel Load Energy Cost Calculation913

The energy depleted by the hotel load H is usually accounted for by considering the nominal914

power consumption of the guidance, navigation, control, communication, environmental sensing915

and acting systems that are switched on during the mission. An energy baseline for the hotel load916

can be estimated by considering those systems that must always be available, i.e. the guidance,917

navigation and control computer with associated sensors and the communication system. Instead918

of looking into component data sheets for the nominal power consumption declared by the man-919

ufacturers, the hotel load H can be modelled as a random variable by looking into logged data920

while the vehicle is idle. For the considered REMORA vehicle study case, recorded data of power921

consumption shows that the baseline hotel load can be modelled as a normally distributed random922

variable, i.e. H ∼ N(µH , σ2
H ). Hence the energy cost of the hotel load is given by923

Êh = E[Eh] = E
[∫ tt,k

ts,k

H dt
]

=

∫ t f ,k

ts,k

E[Hk] dt (24)
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where ts,k and t f ,k are the start time of the transition g ∈ TPi → g ∈ TP j and the finish time of the924

task TP j , respectively.925

Remark. As the vehicle executes the mission, different sensors and actuators are powered up in926

order to fulfil the assigned tasks. This will generate power loads that may change the statistical927

description of the hotel load towards non-symmetric distributions with heavy tails (e.g. Rayleigh928

distribution).929

B. TOP Test Instance Evaluation930

B.1. Data Set Description931

The complexity of each data set is represented by two parameters, ”Feasibiliy Ratio” and ”Feasible932

Permutations”. Feasibility Ratio is calculated by: the number of transitions whose cost is less933

than or equal to the total cost constraint, divided by the total number of transitions (N2 − N).934

The complexity of each test set is represented as the number of Feasible Permutations (i.e. the935

Feasibility Ratio multiplied by N2 − N). The distributions of these complexity parameters are936

shown in Fig. 14.937
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Figure 14: Distributions summarising the complexity of each test instance data set. 14a summarises the harshness

of the cost constraint for the instance. Values closer to 1 correspond to instance variants that have more feasible

transitions than ones with values closer to 0. 14b summarises the search space complexity by the number of feasible

transitions that can be searched through for each instance. Problems with larger numbers of permutations will take

longer to find optimal solutions within.

B.2. Clustering Evaluation938

We evaluated the feasible operating zone clustering algorithm (Alg. 1) for performance (in terms939

of computation time) and quality (in terms of standard deviation of the number of feasible clusters940

generated). The algorithm was tested on each instance variant 10 times. Fig. 15 presents the941

average computation time and standard deviation of the number of feasible clusters identified by942

the algorithm for unique PS R values specified by each instance variant. In general, larger PS R943

values represent a more relaxed constraint than smaller PS R values, which translates to higher944

computational times for smaller PS R values as more cluster zones are required to cover all of the945

targets. However, for some problems such as N = 64 and N = 66), certain PS R values result in a946

larger number of required clusters to adequately cover all tasks, resulting in oscillating spikes of947

cluster number standard deviation and CPU time.948
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Figure 15: Summary of the performance of Alg. 1 on the TOP test instance data set.

B.3. DStPSO Performance Summary on TOP Test Instance Data949

As summarised by [20], DStPSO has not made any improvements on the best known solutions950

since its introduction in 2010. However, the new swarm size decay modification introduces per-951

formance increases in computation time which are summarised in Table 1. Several metaheuristic952

algorithms tested by [41], these are: Generalised Tabu search with a Penalty heuristic (GTP),953

Generalised Tabu search with a feasible solution heuristic (GTF), Fast Variable neighbourhood954

search with Feasible solution heuristic (FVF) and Slow Variable neighbourhood search with Fea-955

sible solution heuristic (SVF). Additionally, [41] included results from the algorithm proposed by956

[2] (CGW) and [42] (TMH), which we have also included for convenience. As can be seen, the957

DStPSO reaches solutions faster on more complex problems (problem sets 4-7) when compared958

to the other algorithms.959
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Set1
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Set2
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C. Anholt Mission Plan Evaluation960
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Figure 16: Solved sequences for the Wind Turbine Inspection Mission with a fleet containing 1 member. Feasible

zones arranged as follows, Top Left: Zone 1, Top Right: Zone 2, Bottom Left: Zone 3, Bottom Right: Zone 4.
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Figure 17: Solved sequences for the Wind Turbine Inspection Mission with a fleet containing 2 members. Feasible

zones arranged as follows, Top Left: Zone 1, Top Right: Zone 2, Bottom Left: Zone 3, Bottom Right: Zone 4.
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Figure 18: Solved sequences for the Wind Turbine Inspection Mission with a fleet containing 3 members. Feasible

zones arranged as follows, Top Left: Zone 1, Top Right: Zone 2, Bottom Left: Zone 3, Bottom Right: Zone 4.
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Figure 19: Solved sequences for the Wind Turbine Inspection Mission with a fleet containing 4 members. Feasible

zones arranged as follows, Top Left: Zone 1, Top Right: Zone 2, Bottom Left: Zone 3, Bottom Right: Zone 4.
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Figure 20: Solved sequences for the Wind Turbine Inspection Mission with a fleet containing 5 members. Feasible

zones arranged as follows, Top Left: Zone 1, Top Right: Zone 2, Bottom Left: Zone 3, Bottom Right: Zone 4.
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Figure 21: Solved sequences for the Wind Turbine Inspection Mission with a fleet containing 6 members. Feasible

zones arranged as follows, Top Left: Zone 1, Top Right: Zone 2, Bottom Left: Zone 3, Bottom Right: Zone 4.
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Figure 22: Solved sequences for the Wind Turbine Inspection Mission with a fleet containing 7 members. Feasible

zones arranged as follows, Top Left: Zone 1, Top Right: Zone 2, Bottom Left: Zone 3, Bottom Right: Zone 4.
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Figure 23: Solved sequences for the Wind Turbine Inspection Mission with a fleet containing 8 members. Feasible

zones arranged as follows, Top Left: Zone 1, Top Right: Zone 2, Bottom Left: Zone 3, Bottom Right: Zone 4.
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Figure 24: Solved sequences for the Wind Turbine Inspection Mission with a fleet containing 9 members. Feasible

zones arranged as follows, Top Left: Zone 1, Top Right: Zone 2, Bottom Left: Zone 3, Bottom Right: Zone 4.

630 631 632 633 634 635 636 637 638

Easting (km)

6280

6281

6282

6283

6284

6285

6286

N
o
rt

h
in

g
 (

k
m

)

632 633 634 635 636 637 638 639 640

Easting (km)

6273

6274

6275

6276

6277

6278

6279

N
o
rt

h
in

g
 (

k
m

)

636 637 638 639 640 641 642 643

Easting (km)

6270

6271

6272

6273

6274

6275

N
o
rt

h
in

g
 (

k
m

)

633 634 635 636 637 638 639 640 641

Easting (km)

6265

6266

6267

6268

6269

6270

6271

N
o
rt

h
in

g
 (

k
m

)

Vehicle 1

Vehicle 2

Vehicle 3

Vehicle 4

Vehicle 5

Vehicle 6

Vehicle 7

Vehicle 8

Vehicle 9

Vehicle 10

Zone 1

Zone 2

Zone 3

Zone 4

Figure 25: Solved sequences for the Wind Turbine Inspection Mission with a fleet containing 10 members. Feasible

zones arranged as follows, Top Left: Zone 1, Top Right: Zone 2, Bottom Left: Zone 3, Bottom Right: Zone 4.
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