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The acoustic properties of surfaces are commonly evaluated using samples of finite size, which generate edge diffraction effects that are often disregarded. This study makes use of sound scattering theory to characterize such finite samples. In a given sound field, the samples can be described by a unique complex directivity function called the far-field pattern. Numerical results show that the far-field pattern contains extensive information on the tested samples, including sound absorption and surface scattering, as well as scattering due to finiteness. In this paper, a method is introduced to estimate the far-field pattern of a finite sample. The method relies on measurements of the sound pressure and acoustic particle velocity in the near-field of the sample, and it makes use of the Helmholtz integral equation. The proposed technique is examined in an anechoic room where the sound field near the test sample is scanned with a three-dimensional sound intensity probe. The estimated far-field pattern is compared with numerical predictions up to 1 kHz.


I. INTRODUCTION

The characterization of the acoustical properties of surfaces has been the subject of extensive research as they are an essential input to room acoustics models.1 Surfaces are typically described in terms of sound absorption (energy dissipation in the material)2 and scattering (energy dispersion due to surface roughness).3 Standards have also been proposed to measure both surface absorption,4,5 and surface scattering.6,7 Current measures include the absorption coefficient,8 scattering coefficient,9 and diffusivity coefficient.10 The definitions of these coefficients are based on the assumption that the surfaces are infinitely large so that they are suitable for high-frequency models such as geometrical acoustics.1

However, in actual rooms and measurement setups, surfaces are inevitably of finite size so the behavior of the reflected sound field deviates from the infinite panel theory, especially at low frequencies.11 This is also evidenced when modeling scattering by a rectangular panel, which does not lead to a specular reflection.12 These discrepancies lead to errors in experimental estimations, e.g., for the absorption coefficient.13 Furthermore, some of the existing metrics present conceptual challenges related to finiteness. In the case of the scattering coefficient, which quantifies the amount of non-specular energy in the reflection, additional assumptions are needed to define the specular reflection for finite samples. For instance, the specular reflection can be modeled as the part of the reflection that is coherent by rotation.6,9

Finally, reflection by a finite surface is a complex process, which cannot be entirely described by a single figure. That is why more complete representations of the reflection, including spatial information, have also been proposed, such as the directional scattering coefficient (DISC).14,15

In order to conform to the theory, methods have been suggested to exclude, or at least minimize, finite-size effects, both for the measurement of absorption and surface scattering. Using large enough samples may be the easiest solution,16 although too large samples can become impractical in experimental setups. Thomasson suggested to apply a correction to the measured absorption coefficient at random incidence to account for edge effects.17 In terms of surface scattering, it has been recommended to use circular samples in the standardized rotation method so that edge effects can be considered invariant and, thus, coherent by rotation.18 Note that the finite size effect is, then, still included in the estimated specular energy. Alternatively, it has also been proposed to include the effect of sample size in the metric. For instance, the finite size effect can be included in an absorption coefficient by modeling it as a radiation impedance.19 Such an approach can be more suitable for studying sound scattering, which is, in fact, both due to surface roughness and the sample’s shape.

More generally, the reflection of sound by a given finite sample can be studied as a general object scattering problem, i.e., by comparing the sound field with and without the sample. In that sense, scattering can be understood as the combination of all disturbances on the sound field caused by the sample. This includes traditional rough surface scattering, but also absorption and effects due to the size and shape of the sample. This process benefits from a strong
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In particular, an object can be characterized by a far-field directivity function, which is uniquely defined. Therefore, it is possible to use such a function to describe acoustic samples of finite size such as absorbers and diffusers. We refer to this function as far-field pattern, following Ref. 20, but it appears in the literature under many other names, for instance, as directivity factor21 or scattering amplitude.22 Note that directivity measures exist to characterize surfaces, such as the DISC14 and the bidirectional reflectance distribution function (BRDF),23 but a fundamental difference is that the far-field pattern explicitly includes finite size effects. Moreover, using a far-field measure aligns with the architectural acoustics literature, which recommends to study surface scattering in the far-field, both in terms of measurements14,15 and modeling.24,25

The far-field pattern requires large receiver distances to be measured directly.10 However, it is possible to make use of near-field measurements in order to extrapolate far-field information. This has been achieved for assessing surface scattering using planar arrays15 or spherical arrays.26 We propose to extend the principle where the far-field pattern is directly inferred from near-field pressure and particle velocity measurements on an arbitrary domain. Such data can be measured with the advent of particle velocity sensors.27

This study aims at examining the properties of the far-field pattern for finite acoustic samples, and especially at investigating its relation to traditional architectural acoustics concepts such as absorption and surface scattering. The samples are studied under plane wave incidence in the free-field, so that the far-field pattern only depends on frequency and an incidence angle. The proposed measurement principle, i.e., predicting far-field properties from near-field data, is validated experimentally. Section II presents object scattering concepts and the proposed near-field measurement methodology. Section III examines the properties of the far-field pattern through numerical examples. The measurement method is validated in Sec. IV. Finally, the approach is discussed in Sec. V.

II. METHODOLOGY

This section introduces useful object scattering concepts for characterizing arbitrary acoustic samples, and presents a near-field measurement method to estimate the far-field pattern based on the Helmholtz integral equation (HIE).

A. Object scattering and far-field pattern

The formalization of object scattering appears in various scientific fields. In this paper, we refer to Ref. 20, which presents inverse scattering problems in acoustics and electromagnetics.

We consider a homogeneous medium characterized by its speed of sound c and density ρ. Let a point in the medium be located at a distance r from an arbitrary origin O in the direction of a unitary vector r̂. The point can be represented by the vector r = r r̂ (see Fig. 1). The direction indicated by r̂ can also be specified as a set of a polar angle and an azimuth angle in spherical coordinates. The undisturbed pressure at the location r is noted ps(r). The introduction of an object in the medium modifies the sound field, and the resulting pressure at r is called the total pressure pt(r). The scattered pressure ps(r) is defined as

\[ p_s(r) = p_t(r) - p_0(r). \]  

(1)

Note that while pt(r) and p0(r) are physical quantities that can potentially be measured, ps(r) is a mathematical construction.

The scattered field fulfills Sommerfeld’s radiation condition, which makes it possible to express it in the far-field as

\[ p_s(r) = \frac{e^{-jkr}}{r} \left( f_\infty(\hat{r}) + O\left(\frac{1}{r}\right)\right), \]  

(2)

where k is the wavenumber. Equation (2) shows that the radial and angular dependence of ps can be separated in the far-field. The radial part follows a spherical decay, whereas the angular part f_\infty(\hat{r}) is a complex directivity function called the far-field pattern.20 For a given undisturbed sound field p0, the far-field pattern is uniquely determined by the object, and is therefore directly linked to the scattering properties of the object.

B. HIE and application

We study scattering of a plane wave by a given acoustic sample. We focus on flat samples that have an absorptive or diffusive upper surface, but the method can be applied to any other object with any shape and boundary conditions.

Let S be an arbitrary surface enclosing the sample, as shown in Fig. 1. S is assumed to be sufficiently close to the sample so that it does not contain any sound source. The HIE relates the scattered pressure at a given position r to the scattered sound field on S. Outside of the surface, the scattered pressure is given by

\[ p_s(r) = \frac{1}{4\pi} \int_S \left( p_t(r_s) \frac{\partial G(r,r_s)}{\partial n} - \frac{\partial p_s(r_s)}{\partial n} G(r,r_s) \right) dS(r_s), \]  

(3)

where r_s is a point on the surface S, \( \partial / \partial n \) is the normal derivative with respect to S, and G is a Green’s function, solution to the Helmholtz equation, which is assumed to be known analytically. A significant property of Eq. (3) is that
if no source is enclosed by $S$, then it is also valid when $p_t$ is replaced by the total pressure $p$, in the integral.

In the right-hand side of Eq. (3), $r$ only appears in $G(r, r_S)$. Furthermore, assuming that $G$ is a radiating solution, it has the same form as Eq. (2) in the far-field,

$$G(r, r_S) = \frac{e^{-jkr}}{r} \left(G_\infty(r, r_S) + O\left(\frac{1}{r}\right)\right). \quad (4)$$

The term $G_\infty$ can be calculated analytically. For instance, if we consider the free-field Green’s function due to a point source at the position $r_S$

$$G'(r, r_S) = \frac{e^{-j\|r-r_S\|}}{4\pi\|r-r_S\|}, \quad (5)$$

the corresponding far-field function $G'_\infty$ in the direction given by $\hat{r}$ is

$$G'_\infty(\hat{r}, r_S) = \frac{\delta(\hat{r} \cdot r_S)}{4\pi}. \quad (6)$$

When $r \to +\infty$, Eq. (4) can be inserted into Eq. (3). The term $e^{-jkr}/r$ is factorized, and by identification, one obtains

$$f_\infty(\hat{r}) = \int_S \left( \frac{\partial G_\infty(\hat{r}, r_S)}{\partial n} - \frac{\partial G_\infty(\hat{r}, r_S)}{\partial n} \right) dS(r_S). \quad (7)$$

Equation (7) relates the far-field pattern of the sample to the sound field on the surface $S$. $\partial p_t/\partial n$ is proportional to the normal particle velocity $u_{t,n}$ through Euler’s equation of motion, so Eq. (7) can also be expressed as a function of the pressure and the normal particle velocity on $S$,

$$f_\infty(\hat{r}) = \int_S \left( \frac{\partial p_t(r_S)}{\partial n} \frac{\partial G_\infty(\hat{r}, r_S)}{\partial n} \right) dS(r_S). \quad (8)$$

Furthermore, like Eq. (3), Eqs. (7) and (8) are valid when $p_t$ is used instead of $p_i$ in the integral, provided that there are no sources inside $S$.

C. Measurement method

We assume that the pressure and normal particle velocity can be obtained on a surface $S$ enclosing the sample at $M$ discrete positions $r_j$ ($1 \leq j \leq M$). Such measurements are possible with a sound intensity probe.\(^{22}\) Equation (7) can be discretized to obtain a matrix equation in the form

$$f_\infty = Ap + Bu_n, \quad (9)$$

where $p$ and $u_n$ are vectors of size $M$ containing the measured pressures and normal particle velocities, respectively, and $f_\infty$ is the estimated discrete far-field pattern in $N$ angular directions $\hat{r}_i$ ($1 \leq i \leq N$). The elements of the matrices $A$ and $B$ are calculated from Eq. (7) and depend on the interpolation scheme chosen to discretize the integral (see Ref. 29, for instance). The choice of the interpolation is out of the scope of this paper.

Equation (9) makes it possible to estimate the far-field pattern from near-field measurements of the pressure and particle velocity. It is similar to the boundary element method (BEM), in which the scattered pressure is obtained from the sound field on the object’s boundaries, based on Eq. (3).\(^{30}\) The difference is that in BEM, the sound field on the boundaries is calculated numerically, whereas the present method relies on measured sound field quantities. Furthermore, BEM does not directly yield the far-field pattern, which can still be approximated by calculating the scattered pressure far from the sample. Nevertheless, it could be possible to develop an asymptotic version of BEM that directly calculates the far-field pattern, based on the discretization of Eq. (7) instead of Eq. (3).

It is worth noting that Eq. (9) is a linear forward problem, which makes it robust to noise. Furthermore, similarly to Eq. (7), either the total or the scattered field can be used in the vectors $p$ and $u_n$. Therefore, it is possible to estimate the far-field pattern without separating the incident and reflected fields (as in Refs. 26 and 15). Finally, the setup does not require large distances between the sample and measurement locations (as in Refs. 14 and 10).

III. NUMERICAL RESULTS: STUDY OF FAR-FIELD PATTERNS

Numerical simulations are performed using the two-dimensional (2D) version of OpenBEM\(^{31}\) in order to analyze the features of the far-field pattern for different samples. A 2D simulation allows for faster calculations than full three-dimensional (3D) models, and simplifies the analysis of the results as the far-field pattern then depends on only one angle. Finite-size effects are expected to be different from actual samples, but this is not problematic when studying the properties of the far-field pattern as a function. The geometries are discretized using six elements per minimum wavelength, as recommended in Ref. 30.

A. Simulation setup

Sketches of the studied samples are presented in Fig. 2. The three samples have a width $L = 1.07$ m and thickness $l = 10$ cm. They have different upper boundaries,

- **Sample A**: flat and rigid, where specular reflection is expected to dominate;
- **Sample B**: flat and absorptive, where the upper surface represents a porous absorber of flow resistivity 10 900 N s m\(^{-4}\) and thickness 10 cm;
- **Sample C**: sinusoidal and rigid, with an amplitude $h = 5.2$ cm and spatial period $\Lambda = 18.5$ cm, where we expect the energy to be redirected in specific directions at high frequencies.\(^{32}\)

The side and lower boundaries are defined as rigid for the three samples. Note that the sinusoidal upper boundary makes sample C thicker than the two others, its total thickness being 20.4 cm. Moreover, for sample B, the surface impedance of the upper boundary, which is needed for the
BEM simulation, is obtained in two steps. First, a characteristic impedance and a propagation constant are calculated with Miki’s model. Then, these two parameters are used to infer the surface impedance following Eq. (3.39) of Ref. 34.

A position \( r \) is located using a polar coordinate system \((r, \theta)\), as shown in Fig. 3. The samples are placed in free-field and subjected to an incident plane wave. The angle of incidence of the plane wave \( \phi_0 \) is defined from the normal to the upper boundary, so that normal incidence corresponds to \( 0^\circ \). Under these conditions, the far-field pattern of a given sample only depends on the incidence angle and frequency. The tests are carried out at 500 and 2500 Hz for incidence angles of 0° and 45°.

The BEM model makes it possible to calculate the pressure at any location with the same computational cost. Consequently, the scattered pressure is calculated on a large circle of radius \( 10^6 \) m, with an angular resolution of 0.5°. In 2D, the radiating waves follow a cylindrical divergence, so Eq. (2) becomes

\[
p_{\infty}(r) = \frac{e^{-jkr}}{\sqrt{r}} \left( f_{\infty}(\theta) + O \left( \frac{1}{r} \right) \right),
\]

and the far-field pattern is estimated by compensating for the radial dependence \( e^{-jkr/\sqrt{r}} \). At such a large distance, the far-field pattern can be estimated with negligible error.

For one given frequency and one incidence angle, the calculation of the far-field pattern takes approximately 1 min for a CPU speed of 1.6 GHz. The computation time is ascribed to the implementation of the BEM algorithm and, in particular, the calculation of the interpolation matrices.

B. Results

Figure 4 shows the amplitude of the far-field patterns for the three tested samples. Two key angular directions are indicated by dashed vertical lines. The specular direction \( \theta_0 = 90^\circ - \phi_0 \) corresponds to the direction of the reflected wave for an infinite flat surface. The forward direction \( \theta_f = 270^\circ + \phi_0 \) is the direction of propagation of the incident plane wave. Additional dashed lines correspond to the angles at which the reflected field is redirected for an infinite sinusoidal surface of spatial period \( \Lambda \), according to the formula

\[
cos(\theta_n) = \cos(\theta_0) + n \frac{\lambda}{\Lambda},
\]

where \( \lambda \) is the acoustic wavelength. Note that \( \theta_0 \) is always a solution of Eq. (11) for \( n = 0 \). In addition, multiple reflected directions only exist if the right-hand side of Eq. (11) is between -1 and 1. For instance, at normal incidence, this implies that \( \lambda < \Lambda \), or \( f > c/\Lambda \). These additional lines, thus, only appear at 2500 Hz in Figs. 4(b) and 4(d).

In all cases, the far-field pattern amplitudes present lobes due to the finite size of the samples. The far-field pattern has a sinc-like behavior similar to the far-field Fraunhofer solution for flat rigid panels. Local maxima can be observed in the specular and forward directions. The specular lobe shows the existence of a reflection above the samples, whereas the forward one indicates a shadowing effect behind the samples. In Fig. 4(a), at normal incidence and 500 Hz, samples A and C have similar far-field patterns. Indeed \( \Lambda \ll \lambda \) so the sinusoidal upper boundary behaves like a flat surface. The specular and forward lobes have the same amplitude, which seems to be characteristic of totally reflective samples with no surface scattering. The far-field pattern of sample B resembles the two others, but it is attenuated in the directions above the sample (\( \theta \leq 180^\circ \)) due to absorption by the upper surface. In Fig. 4(b), at 2500 Hz, the lobes are narrower and the amplitude maxima are higher. As frequency increases, the far-field patterns converge toward the theoretical behavior of infinite surfaces under plane wave incidence, where the energy is reflected in discrete directions. The far-field pattern of sample A presents a specular and a forward main lobe, both having the same amplitude. Sample B shows a strong attenuation of the far-field pattern for angles below 180°, again due to absorption on its upper surface, whereas it behaves like the flat sample above 180°.

For sample C, additional peaks can be seen at 42° and 138°, where a part of the reflected energy is redirected, as predicted by Eq. (11). Above 180°, its far-field pattern resembles the two others with small differences outside of the interval [240°;300°], attributed to its larger thickness. At 45° incidence for the three samples, the left side is more exposed to the incident field than at normal incidence, so it has more influence on the scattered field. In Fig. 4(c), at 500 Hz, the...
observations made at normal incidence are still valid. In addition, the two main lobes overlap on the right side of the samples around 0° and 360°, which increases the far-field pattern amplitude in this region. In Fig. 4(d), at 2500 Hz, the samples show the same features as at normal incidence, such as strong lobes in the reflected directions. Furthermore, for all samples, the far-field pattern amplitude is higher than at normal incidence around 180°. This increase represents reflection by the left side of the samples, whose length is comparable to the wavelength (λ = 14 cm). Sample C behaves differently than the two other samples due to its larger thickness.

In order to illustrate the dependence of the far-field pattern on sample size, Fig. 5 shows the amplitude of the far-field pattern for samples similar to sample A, with a flat rigid upper surface and different widths (1 m, 2 m, and 5 m). The frequency is set to 500 Hz and the incidence angle is 0°. As the width increases, the far-field pattern converges toward a Dirac-like function with a peak in the specular direction (90°) and a peak in the forward direction (270°). Note that the effect is similar to what occurs at higher frequencies, as evidenced by Figs. 4(b) and 4(d). In conclusion, the oscillations observed in the far-field pattern are both due to frequency and sample size as expected.

In general, these examples show that the far-field pattern can be separated into two regions: the directions below 180° represent the reflected field, while the ones above 180° describe the shadowing effect of the sample. At high frequencies, this separation agrees well with the Kirchhoff approximation, where the scattered field is decomposed into a reflected component, dominating in backward directions, and a shadowing component prevalent in forward directions. The shadowing part depends on the shadow cross section, i.e., the maximum area covered by the sample in the direction perpendicular to the incident wave. Consequently, the forward part is similar for the three samples at high frequencies and small incidence angles. It should be noted that the angular separation between a reflected and shadowed component is only possible because the undisturbed field contains a single wave traveling in one direction, i.e., toward the upper surface of the sample. The reflected wave is then the only component traveling backwards. Under more complex undisturbed sound fields.
with several waves traveling in multiple directions, shadowing and reflection by the sample will be mixed in the resulting far-field pattern.

C. Application: Calculation of architectural acoustics coefficients

The backward part of the far-field pattern for \( \theta \in [0^\circ;180^\circ] \) contains information on the properties of the upper surfaces such as absorption and surface scattering. The surface effects are particularly visible at high frequencies where the wavelength is much smaller than the sample width. Moreover, in free-field, the far-field pattern for \( \theta \leq 180^\circ \) can be assimilated to the angular distribution of the reflected pressure, which is commonly used in the literature to estimate scattering by surfaces.\(^{10,36} \) Therefore, a potential application is to make use of the far-field pattern to infer already known coefficients, as suggested in a previous study.\(^{28} \) Simple examples of calculations are presented. However, the point of this study is not to develop a full methodology to obtain these coefficients, as the far-field pattern rather aims at the characterization of finite samples.

With regard to surface scattering, the derivation of the standardized diffusion coefficient is straightforward as it is based on the autocorrelation of the reflected pressure.\(^{7} \) Specifically, if the far-field pattern is known in \( N \) discrete directions \( \theta_i (i = 1, \ldots, N) \) above the sample, the diffusion coefficient is calculated with

\[
\delta = \frac{\left( \sum_{i=1}^{N} |f_{\infty}(\theta_i)|^2 \right)^2 - \sum_{i=1}^{N} |f_{\infty}(\theta_i)|^4}{(N-1) \sum_{i=1}^{N} |f_{\infty}(\theta_i)|^4}, \tag{12}
\]

assuming that the far-field pattern is sampled in uniform directions.\(^{3} \) It indicates the uniformity of the reflection. Figure 6 shows the calculated diffusion coefficient for the three samples at \( 0^\circ \) incidence. For the three samples, the diffusion coefficient is highest at low frequencies (about 0.6) where the far-field pattern is smoother [see Fig. 4(a)]. In this frequency range, scattering is mostly due to the finite size of the samples, which explains the similarity between the three curves, as the samples have the same width. Overall, samples A and B behave the same on the whole frequency range, which is sensible as both have a flat upper surface. As for sample C, it redirects sound above 1.8 kHz according to Eq. (11), therefore, the diffusion coefficient increases again above 2 kHz.

Concerning the scattering coefficient, the samples are in free-field, therefore it is not possible to use the ISO definition, which requires a diffuse field.\(^{5} \) Moreover, the rotational definition introduced in Ref. 9 cannot be applied in two dimensions. Instead, the definition proposed by Mommertz,\(^{36} \) which is also based on the angular distribution of the reflected pressure, can be estimated with the far-field pattern, restricted to backward directions. The Mommertz coefficient is calculated as

\[
s_M = 1 - \frac{\sum_{i=1}^{N} f_{\infty}(\theta_i) f_{\infty,\text{ref}}(\theta_i)}{\left( \sum_{i=1}^{N} |f_{\infty}(\theta_i)|^2 \sum_{i=1}^{N} |f_{\infty,\text{ref}}(\theta_i)|^2 \right)^{1/2}}, \tag{13}
\]

where \( f_{\infty,\text{ref}} \) is the far-field pattern of a reference (typically a flat rigid sample of the same dimensions as the tested sample). This coefficient measures the dissimilarity of the reflection from the reference, so the latter should be representative of a specular reflection with no surface scattering. Sample A is thus chosen here as a reference. Figure 7 shows the Mommertz scattering coefficient for samples B and C. For the absorptive sample B, the scattering coefficient is overall
The far-field pattern of sample A. This explains the sharp deviations, which yields significant differences with the reference. Above 1.8 kHz, the reflection propagates in several directions, which yields significant differences with the reference far-field pattern of sample A. This explains the sharp increase of $s_M$ above 2 kHz.

In addition, Fig. 4 showed that absorption reduces the far-field pattern amplitude in the reflected directions. We can also assume that the forward lobe is representative of the incident field. Therefore, for flat samples, a reflection factor $R$ is calculated as the ratio between the specular peak and forward peak. An absorption coefficient can then be obtained as

\[ \alpha = 1 - |R|^2. \]  

Figure 8 shows the estimated absorption coefficient for the two flat samples, reflective A and absorptive B, following Eq. (14). Theoretical references are also shown: for sample A, $\alpha$ is expected to be 0. For sample B, a theoretical reflection factor is calculated with Eq. (3.44) of Ref. 34 under an infinite sample assumption, and the corresponding absorption coefficient is calculated with Eq. (14). For both samples, good agreement is found above 1000 Hz. At lower frequencies, deviations with the theoretical references are visible as the lobes are also influenced by the finiteness of the samples. In particular, for sample A, the negative absorption coefficient indicates that the reflected lobe is actually stronger than the shadowing lobe. Overall, the estimation seems valid for $kL > 10$, where $L$ is the width of the sample (in the present example, $f \geq 500$ Hz).

In summary, the far-field pattern offers a complete description of scattering by the sample. It shows the directional properties of the scattered pressure and contains information on both absorption and scattering of sound by the upper surface. Moreover, the far-field pattern has a potential for estimating existing architectural acoustics coefficients. However, these traditional coefficients assume infinite surfaces, although they are necessarily measured with finite samples. Using the far-field pattern will not overcome this shortcoming as finite size effects are inherently included in the scattered field. Therefore, all the tested metrics are influenced by the sample size at low frequencies. The proposed coefficient derivations are only valid in cases where size effects are negligible. Typical examples are large surfaces, near normal incidence, and high frequencies. In other cases, the scattered field is a combination of effects due to the surface properties and the shape of the sample, which is entirely captured and described by the far-field pattern as a directivity measure.

**IV. EXPERIMENTAL RESULTS**

Experimental tests were conducted in order to validate the feasibility of the measurement method presented in Sec. II C. The aim of these tests is to validate that far-field scattering information can be obtained from near-field measurements. A Microflown 3D sound intensity probe (Arnhem, Netherlands) was used to measure the pressure and particle velocity around the sample in a free-field environment.

**A. Setup**

The tests are carried out on two rectangular samples of dimensions $1.07 \times 54 \times 10$ cm. The two samples are boxes made of wooden plates and filled with a porous absorber of flow resistivity $10,900 \text{ N s m}^{-1}$. The first sample has its front face covered with a flat wooden plate so that it is expected to be reflective, whereas the second sample has an open front face so it remains absorptive. These samples are similar to samples A and B in Sec. III so the same terminology is used in this section. The samples are suspended in a large anechoic room in the Technical University of Denmark (Kongens Lyngby, Denmark) of volume 1000 m$^3$. A loudspeaker is placed in front of the samples at a distance of 3 m. Stationary white noise is used as a source signal. A picture of the experimental setup is shown in Fig. 9.

A Scan&Paint 3D system from Microflown (Arnhem, Netherlands) is used to manually scan the sound field around the sample. The system uses a 3D sound intensity probe comprising one pressure microphone and three orthogonal particle velocity transducers. The pressure and particle velocity signals are recorded with a multi-channel data acquisition system. As phased data are needed in Eq. (9), the electrical signal sent to the source is also recorded to serve as a phase reference. The position and orientation of the probe are tracked by a stereo camera (visible in Fig. 9). The
space is discretized into cubic cells of dimensions \(2 \times 2 \times 2 \text{ cm}^3\). A fast Fourier transform (FFT) is applied on each cell where the probe has been detected by the camera. In this experiment, the signals’ sampling frequency is set to 24 kHz, and 2,048 samples are used per time window for the FFT. The scanning takes about 15 min and requires two different tracking camera locations to obtain a closed surface around the samples.

The resulting cloud of measurement points depends on the scanning process. Following Eq. (7), a surface enclosing the sample must be defined from the measured points. The surface must be relatively smooth and contain as many points as possible in order to obtain a good estimate of the far-field pattern. The MATLAB function \textit{alphashape}, which produces a polygon enclosing the cloud of points, is used to select the points with an alpha radius of 12 cm. The required particle velocity term in Eq. (7) is obtained by projecting the velocity vector on the normal to the obtained surface.

In this study, in order to simplify the implementation, the far-field pattern is calculated using the 3D BEM code OpenBEM.\textsuperscript{31} The scattered pressure is calculated at a distance of \(10^6\) m from the origin, and the radial dependence is compensated for following Eq. (2). The far-field directions are sampled on a sphere of \(61 \times 61\) points. With about 2,300 near-field points and 3,721 far-field directions, the calculation of the far-field pattern takes 8:30 min for each frequency. As in Sec. III, the computation speed depends on the implementation of the BEM code.

B. Results

Due to the relatively large size of the samples, the near-field scanning procedure takes about 15 min per sample and leads to a rather coarse mesh of data points. The resulting measurement points that define an enclosing surface have an average distance of 6 cm, which generates aliasing effects above 1 kHz. Therefore, the present results are only valid in the low- to mid-frequency range. A higher spatial resolution can be obtained by scanning the volume for a longer time.

Figure 10 shows estimated directivity plots for the flat sample A and absorptive sample B under normal incidence at 500 and 800 Hz, respectively. The direction of propagation of the incident wave is from left to right as indicated by the arrow. The obtained directivity plots are suitable for a qualitative analysis of scattering. In Fig. 10(a), at 500 Hz, sample A shows mainly a forward and backward lobe with much smaller side lobes, which result from the finiteness of the sample. The backward lobe has a smaller amplitude, which indicates that the surface of sample A is partially absorptive. Indeed, the sample is made of plywood and not entirely rigid at low frequencies. In Fig. 10(b), at 800 Hz, the far-field pattern presents stronger and narrower side lobes. The backward and forward lobes are of more comparable size than at 500 Hz, showing that the surface is more reflective at this frequency. For the absorptive sample B, the far-

![Figure 9](image1.png)

**FIG. 9.** (Color online) Experimental setup in the anechoic room. The sample is suspended in front of a loudspeaker. The camera and data acquisition system of the Scan&Paint 3D system (Microflown, Arnhem, Netherlands) are also visible.
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**FIG. 10.** (Color online) Far-field pattern amplitudes obtained experimentally for the reflective sample A and absorptive sample B at 500 Hz and at 800 Hz, respectively. The arrows indicate the direction of propagation of the incident wave.
field pattern at 500 Hz in Fig. 10(c) also shows two main lobes. The backward lobe has a much smaller amplitude than the forward lobe, which is due to absorption by the porous surface of the sample. Note that the forward lobe is smaller than for sample A, which is presumably due to transmission of sound through the sample. In Fig. 10(d), at 800 Hz, the lobes are again narrower and stronger with the presence of side lobes due to the sample’s finiteness. Absorption by the surface is also clearly shown by the smaller amplitude of the backward lobe. Figure 10, thus, shows that the far-field pattern fully captures the scattering behavior of the sample in 3D.

In order to validate the experimental results and complement them with a quantitative analysis, the far-field patterns of samples A and B are restricted to the central azimuth plane and compared with the 2D BEM results from Sec. III. As the power of the source is a priori unknown, the far-field patterns are normalized by their maximal amplitude. Figure 11 shows the comparison for the two samples at 500 Hz and 800 Hz under normal incidence. It should be noted that the 3D experimental results are compared with a 2D model, which explains deviations, especially in the lower side lobes. In Fig. 11(a), for sample A at 500 Hz, the location of the reflected and forward lobes agrees with the numerical results. The slight offset between the numerical and experimental results in the main lobe directions is attributed to a small misalignment of the sample and source in the experiment. The reflected lobe has a lower amplitude than the forward lobe, as seen in Fig. 10(a). In Fig. 11(b), at 800 Hz, the two curves are similar not only around the main lobes, but also around side lobes such as at 56°, 125°, 236°, and 305°. In particular, the amplitudes of the forward and reflected lobes correspond quite well to the ones in BEM. In Fig. 11(c), sample B shows good agreement between the experimental and numerical results at 500 Hz. The relative amplitude difference between the reflected lobe and forward lobe is similar for both curves, which indicates similar absorption properties between the sample and numerical model. In Fig. 11(d), at 800 Hz, good agreement is found for the forward and reflected lobes, and as for sample A, some of the side lobes are also recovered. These results show that the near-field measurement method makes it possible to capture the main characteristics of the far-field pattern. However, the numerical and experimental setups are not entirely identical. For example, in the experiment, the incident field is not a plane wave, and the sample is not in perfect free-field. In addition, the samples may have different acoustical properties than their numerical models. For instance, the wooden box that is used for sample A is not perfectly rigid.

V. DISCUSSION

The far-field pattern is a suitable quantity to characterize scattering by objects as it is exact, unique, and offers a full 3D description of the scattered field. It can be applied to any object such as acoustic elements (absorbers, diffusers) or furniture. The object under characterization must, however, be of finite size, which makes the far-field pattern a size-dependent function. Furthermore, the far-field pattern depends on the undisturbed field. In this study, free-field and plane wave incidence have been assumed in order to simplify this dependence to only one parameter, namely the incidence angle. The scattered sound field behaves differently under other wave fronts, which has been shown, for example, for a porous layer backed by a hard surface under an incident spherical wave. The far-field pattern of a given object is, therefore, different if it is placed in another environment or subject to another incident field.
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The proposed measurement method relies on new sensing principles (near-field pressure and particle velocity measurement) and an exact formulation of the scattering problem, using the HIE. Fundamentally, scattering is described in the far-field where the sound field behaves regularly, and based on near-field information, which can be measured at attainable distances from the sample. The mathematical propagation from the near-field to the far-field is a linear forward operation, which smooths data and limits the sensitivity to noise. The proposed scanning procedure is carried out on an arbitrary closed surface with one single probe. This relaxes geometrical constraints introduced in the existing near-field array methods to study scattering (e.g., planar or spherical). Moreover, the use of a closed measurement surface means that neither truncation of the underlying equations nor subtraction of the incident field are required. One challenge is the quality of the measured input data. The estimation of the far-field pattern relies on phased data, and especially on the phase difference between pressure and particle velocity. Therefore, the method is sensitive to the phase mismatch between the measurement channels of the probe. Moreover, the use of the HIE is generally a low-frequency approach. Although it is, in theory, applicable in any frequency range, higher frequencies require a finer spatial resolution and, hence, an increasing amount of near-field data. In BEM methods, a spacing of \( \lambda/6 \) is typically recommended.

The current experimental validation proves the feasibility of the measurement principle. However, several improvements are needed to fully characterize scattering, especially by rough surfaces. First, the measurements were carried out in the free-field with a single incident wave. A total characterization would thus require repeating the measurement for other incidence angles. This is a typical drawback of free-field methods to measure angle-dependent properties. On the other hand, placing multiple receivers in the far-field to describe the directional properties of the scattered field (as in Refs. 10 and 14) is no longer needed. Furthermore, in the presented experimental setup, the samples are hung freely in the air so that they are the only source of scattering. This situation rarely occurs in practice and tends to amplify edge diffraction. More realistic scenarios, such as a diffuser placed on a wall, should therefore be considered. In that case, however, the undisturbed field also contains reflection by the wall, which travels away from the sample’s surface. The scattered field and subsequent far-field pattern then also include interaction with this reflection. A possible solution to treat more complex sound fields is to use a different Green’s function in Eq. (8), which describes a more appropriate wave propagation. Finally, rough surface scattering is not visible in the present experimental results as it typically occurs at higher frequencies. This can be overcome with a more thorough and longer scanning of the volume. Nevertheless, it is also possible to optimize the processing of the measured data. Indeed, many measurement points were discarded in order to define an enclosing surface (typically about 60% of them). The upper frequency limit could be increased by including this measured information in the calculation, for instance, with near-field holography techniques.

Finally, the far-field pattern and its measurement show potential applications in architectural acoustics. The absorptive and scattering properties of surfaces are included in this directivity function, so techniques can be implemented to derive traditional measures such as absorption and scattering coefficients. In fact, the far-field pattern is conceptually close to the directional distribution of the reflected pressure, which has been extensively used in the literature for characterizing surface scattering. Such approaches are directly applicable by substituting the reflected pressure with the far-field pattern. Nevertheless, the far-field pattern and reflected pressure are size dependent, so the estimation is only valid when surface reflection dominates over finite-size effects. This is the case, for example, for large surfaces \((kL \geq 10)\) and small incidence angles. More generally, scattering, as defined in this study, contains a combination of effects due to shape and boundary conditions so it cannot simply be understood as a surface property. Instead, it is possible to characterize a given sample with its far-field pattern, including absorption, surface scattering, and finiteness simultaneously. The far-field pattern could then serve as an input to numerical simulations in a similar way as the BRDF. The far-field pattern differs from the BRDF as it describes an entire object—not a surface. However, it can be argued that such a directivity function represents an overly large amount of information for inclusion in numerical models.

VI. CONCLUSION

This study proposes a framework to characterize scattering by finite samples. Scattering is defined as the disturbance of the sound field by the sample due to its shape and boundary conditions. It is described with a complex directivity function called the far-field pattern.

The far-field pattern provides a full 3D directional representation of the scattered field, and it includes absorption, rough surface scattering, and finite-size effects simultaneously. Therefore, the far-field pattern can potentially be used in architectural acoustics to describe the effect of any given object on the sound field, such as furniture, absorbers, or diffusers. However, it is by definition a size-dependent function.

A near-field measurement method with a 3D sound intensity probe was proposed and validated experimentally, based on the measurement of pressure and particle velocity. The methodology offers a robust estimation of the far-field pattern and a simple scanning measurement procedure. Although the methodology is also valid at higher frequencies, a long measurement duration is required to study frequencies above 1 kHz, and hence to capture rough surface scattering effects. The method has been developed in free-field, but it can be extended to more complex environments such as actual rooms.
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