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Distributed Multi-Energy Operation of Coupled Electricity, Heating and Natural Gas Networks

Da Xu, Qiwei Wu, Senior Member, IEEE, Bin Zhou, Senior Member, IEEE, Canbing Li, Senior Member, IEEE, Li Bai, Student Member, IEEE, Sheng Huang

Abstract—This paper proposes a distributed multi-period multi-energy operational model for the multi-carrier energy system. In this model, energy hubs function as distributed decision-makers and feature the synergistic interactions of generation, delivery, and consumption of coupled electrical, heating, and natural gas energy networks. The multi-period multi-energy scheduling is a challenging optimization problem due to its strong couplings and inherent nonconvexities within the multi-energy networks. The original problem is thus reformulated as a mixed integer second-order cone programming (MISOCP) and subsequently solved with a sequential second-order cone programming (SOCP) approach to guarantee a satisfactory convergence performance. Furthermore, a fully-distributed consensus-based alternating direction method of multipliers (ADMM) approach with only neighboring information exchange required is developed to optimize the multi-energy flows while considering the local energy-autonomy of heterogeneous energy hubs. The proposed methodology is performed and benchmarked on a four-hour urban multi-energy system over a 24 hourly scheduling periods. Simulation results demonstrated the superiority of the proposed scheme in system operational economy and renewable energy utilization, and also verify the effectiveness of the proposed distributed approach.

Index Terms—Energy hub, multi-carrier energy system, multi-energy couplings, wind energy, ADMM.

NOMENCLATURE

Indices and sets

\( i \) \hspace{1cm} Index of iteration number

\( k \) \hspace{1cm} Index of time periods

\( m,n \) \hspace{1cm} Index of energy hubs

\( \phi \) \hspace{1cm} Index set of scheduling periods

\( \phi_k \) \hspace{1cm} Index set of energy hubs

\( \phi_{kn} \) \hspace{1cm} Index set of lines of the electricity network

\( S_{nc} \) \hspace{1cm} Index set of electricity lines connecting to energy hub \( n \)

\( \phi_{lp} \) \hspace{1cm} Index set of pipelines of the heating network

\( S_{lp}, S_{hp} \) \hspace{1cm} Index set of heating pipelines starting and ending at energy hub \( n \)

\( \phi_{mn} \) \hspace{1cm} Index set of pipelines of the natural gas network

\( S_{ng} \) \hspace{1cm} Index set of natural gas pipelines connecting to energy hub \( n \)

Parameters

\( c_w \) \hspace{1cm} Specific heat capacity of water

\( E_R \) \hspace{1cm}Rated capacity of battery energy storage (BES)

\( g_{f,n,\text{max}} \) \hspace{1cm} Capacity of natural gas pipeline \( mn \)

\( gp \) \hspace{1cm} Natural gas price of gas source

\( G_{n,\text{max}} \) \hspace{1cm} Maximum output of gas source at hub \( n \)

\( H_{d,k,n} \) \hspace{1cm} Heat load of energy hub \( n \) at period \( k \)

\( K \) \hspace{1cm} Number of time periods

\( L_p \) \hspace{1cm} Length of heating pipeline \( p \)

\( L_{eq,k,n}, L_{eq,k,n} \) \hspace{1cm} Lower and upper bounds of mass flow rates at heat exchanger station

\( m_{hs,n}, m_{hs,max} \) \hspace{1cm} Lower and upper bounds of mass flow rates at heat station

\( m_{is,n}, m_{is,\text{max}} \) \hspace{1cm} Lower and upper bounds of mass flow rates in the supply network

\( m_{rs,\text{min}}, m_{rs,\text{max}} \) \hspace{1cm} Lower and upper bounds of mass flow rates in the return network

\( m_{hs,n}, m_{hs,\text{max}} \) \hspace{1cm} Mass flow rate at heat station of energy hub \( n \) at period \( k \)

\( m_{is,n}, m_{is,\text{max}} \) \hspace{1cm} Mass flow rate at heat exchanger station of energy hub \( n \) at period \( k \)

\( m_{is,\text{p}}, m_{rs,\text{p}} \) \hspace{1cm} Mass flow rates of pipeline \( p \) in the supply and return network at period \( k \)

\( N \) \hspace{1cm} Number of energy hubs

\( P_{w,n} \) \hspace{1cm} Wind turbine (WT) output of hub \( n \) at period \( k \)

\( P_{n,\text{min}}, P_{n,\text{max}} \) \hspace{1cm} Gas pressure bounds of energy hub \( n \)

\( PP_{n,\text{min}}, PP_{n,\text{max}} \) \hspace{1cm} Lower and upper bounds of squared gas pressures of energy hub \( n \)

\( P_{g,n,\text{max}}, Q_{g,n,\text{max}} \) \hspace{1cm} Maximum active and reactive power outputs of non-natural gas fired unit of energy hub \( n \)

\( P_{g,n,\text{ramp}}, P_{g,n,\text{ramp}} \) \hspace{1cm} Ramp rate of non-gas fired unit of hub \( n \)

\( P_{ch,n,\text{max}}, P_{dis,n,\text{max}} \) \hspace{1cm} Maximum battery charging and discharging power of energy hub \( n \)

\( Q_{\text{gas}} \) \hspace{1cm} Heating value of natural gas

\( \text{REF}_e, \text{REF}_g \) \hspace{1cm} Reference nodes of electricity network and natural gas network

\( \text{SOC}_{\text{ch},\text{min}}, \text{SOC}_{\text{ch},\text{max}} \) \hspace{1cm} Minimum and maximum values of state of charge (SOC)

\( S_{n,r,\text{max}}, S_{g,r,\text{max}} \) \hspace{1cm} Output limits of boiler and furnace of hub \( n \)

\( S_{ch,n,\text{max}}, H_{ch,n,\text{max}} \) \hspace{1cm} Output limits of combined heat and power (CHP) of energy hub \( n \)

\( S_{ch,n,\text{ramp}} \) \hspace{1cm} Ramp rate of CHP of energy hub \( n \)

\( TS_{\text{min}}, TS_{\text{max}} \) \hspace{1cm} Supply temperature bounds of energy hub \( n \)

\( TR_{\text{e,\text{min}}, TR_{\text{e,\text{max}}} \text{ Return temperature bounds of energy hub } n \)
World’s natural gas consumption growth is estimated to be positive and booming in the next 10-year due to the consensus of pursuing a cleaner energy mix and less emissions of greenhouse gas [1]. Unlike the conventional independent multi-energy systems, increasingly tight energy interaction behaviors among electricity, thermal, and gas energy carriers have already been happening [2],[3]. For example, natural gas-fired CHP units and distributed generations have been extensively employed, and are affecting the generation, delivery, and consumption of various types of energy carriers. These facts inspire the multi-energy synergies and are driving today’s energy system transition towards multi-carrier/integrated energy system. Multi-carrier energy system, whereby various types, qualities, and quantities of energy carriers optimally interact and couple with each other at district/city/country levels, shows technical, economic, and environmental advantages over conventional, decoupled energy supply [1],[4],[5]. Therefore, a new generation of analysis and modeling approach for the synergistic operation of multi-carrier energy systems is becoming a pressing need.

So far, extensive literatures on multi-carrier energy system can be divided into two types. The one focuses on the coordinated operation of electricity and natural gas systems. The integrated optimal energy flows of electricity-gas networks were studied in [6]-[8], and their combined economic dispatch under different spatio-temporal scales were investigated in [9]-[11]. Power system unit commitment model is extended in [12],[13] to include natural gas network, and effects of their interdependences on system operational economy are further analyzed based on this unit commitment model. Power-to-gas is a promising technology to help accelerate the energy transition and establishes the electricity-gas conversion paths for large-scale energy storage. Comprehensive process modeling was developed in [14] to assess the potential benefits of integrating the power-to-gas in an existing energy system over short-term and long-term timescales. A short-term scheduling model of power-to-gas was proposed in [15] for gas demand management under market environment. In [16],[17], the concept of locational marginal price in electricity market is envisioned in natural gas market, and a bilateral electricity-natural gas market framework was designed to identify the equilibrium of the coupled energy systems. The other focuses on the coordinated operation of electricity and heating systems. Integrated optimal energy flow of electricity and heating networks is comprehensively analyzed in [18] with the decomposed and integrated electricity-thermal calculation techniques. This combined modelling is extended in [19] to incorporate high penetration of intermittent renewable generations in multi-period operation scenarios, and in [20],[21] to consider pipeline energy storage for overall system economic efficiency enhancement. By envisioning the locational marginal price to heating network, a coupled electricity-heat market of distribution networks is established in [22]-[24], and their interdependences under market environment are analyzed. These literatures clearly indicate that combined harnessing of multiple energy networks could leverage their complementary nature and increase the overall degree of freedom in its supply. However, existing works have only made efforts to enhance the system availability through coordinating two types of energy networks, and the coordination operation of electricity, heating, and natural gas networks with coupled multi-energy infrastructures are still not involved yet. The energy hub concept was firstly proposed in [4],[5] as a generalization of electrical node and can serve as a coupling interface among multiple energy networks. The paper aims to form a multi-carrier energy system based on the energy hub interconnection and explore the intensified couplings among generation, delivery, and consumption of different energy carriers.

Most of previous studies assume a central coordinator, i.e., the distribution system operator, to coordinate supply-demand of all energy networks. However, the whole system in reality are managed by different entities/operators, and the wide-
spread deployment of distributed generations also increases its difficulty in applying centralized optimization framework on all network levels. Various decomposition techniques, including Lagrangian relaxation [17], [25], Benders decomposition [21], Karush–Kuhn–Tucker optimality condition based decomposition [19], [26], consensus algorithm [27], have been thus proposed for the decentralized/distributed decision-making. Compared to these techniques, the alternating direction method of multipliers (ADMM) approach in [28] inherits and combines the decomposability of Lagrangian relaxation and convergence performance of the method of multipliers, which has been successfully applied in different scenarios [7], [9], [29], [31]. Different from those decentralized approach in [8] with a coordinator to collect the multi-party information, the ADMM-based approaches in [9], [29], [31] are fully distributed which can preserving the information privacy and decision-making independency of subsystems. Nevertheless, existing distributed approaches on multi-carrier energy systems mainly focus on the coordination of generation, delivery, and consumption of different energy carriers over the network level. For instance, in [8], [9], [24], CHP serves as the only coupling devices and its generation/demand information are exchanged between electricity and heating/gas network operators to achieve the consensus. Few works have attempted to involve multi-energy interfaces and coupling interactions among networks.

This paper proposes a distributed multi-period multi-energy operational model for the optimal synergies of a multi-carrier energy system. In this model, electricity, heating, and natural gas networks are coupled and managed via the distributed energy hubs, which perform their independent decision-makings and coordinate with each other for the exploitation of multi-energy interconnection. The contributions of this paper are summarized as follows:

1) A distributed multi-period multi-energy operational model is proposed to coordinate the electricity, heating, and natural gas networks with coupled multi-energy infrastructures, while previous works mainly focus on coordinating two types of networks, i.e., electricity-natural gas and electricity-heating.

2) Mixed integer second-order cone programming (MISOCP) relaxation is adopted to handle the inherent non-convexities within the multi-energy networks and coupling matrix of energy hubs, which is further reduced as second-order cone programming (SOCP) using a sequential SOCP approach for convexity-preserving properties and convergence performance enhancement.

3) A fully-distributed consensus-based ADMM approach with a limited amount of information exchange is developed to decompose the multi-period multi-energy scheduling problem into energy hub-based decision-making subproblems, so as to iteratively achieve the optimal synergistic operation. This approach only requires limited communication between adjacent energy hubs, thereby protecting the information privacy.

II. PROBLEM FORMULATION

A. Distributed Multi-Period Multi-Energy Operation

Fig. 1 depicts a classical urban multi-carrier energy system on the basis of the energy hub interconnection concept. Each hub is a generalized interconnected node featuring electrical, heating, and natural gas network nodes, and can be viewed as an independent interconnected urban area, e.g., industrial, business, and residential areas. The distributed energy hubs are supplied by WTs, conventional non-natural gas fired generation units, and natural gas source. These input renewable and non-renewable energy are converted and conditioned by various multi-energy converters and storages, such as CHP, gas furnace, electric boiler, and BES, to fulfil electrical and thermal demands at the outputs. Available electricity, thermal, gas energies are delivered to/from the energy hubs via energy networks. While the electrical and gas carriers are delivered via power lines and gas pipelines, the thermal energy should be carried in water flow and delivered via heating pipelines.

Nowadays, the operations of electricity, heating, and natural gas networks are increasingly and intensively coupled over multiple periods. Within each energy hub, BES enables shifting the generated electricity from off peak times to when it is needed and would affect the corresponding energy flows as well as load following strategy. In addition to the ramp capability of conventional non-gas fired generation units, the ramp capability of CHPs would limit the generations of electrical and thermal energy, which would in turn affect the consumption of the consumers. Also, due to the physical limitations of the energy delivery, the operational ranges of coupled multi-energy networks are constrained by the electrical-gas and hydraulic-thermal conditions. It is the aim of this paper to jointly optimize all interconnected energy hubs to minimize their system operating cost while considering multi-period multi-energy couplings among conversion and storage devices. Here, operators of autonomous energy hubs govern their own area and interact with each other via bidirectional communications for developing a reliable and economic operation.

B. Multi-Period Multi-Energy Scheduling Objective

The objective is the system operating cost with respect to different energy carriers over the whole scheduling periods, including generation costs of conventional non-gas units and gas procurement cost, as follows,
\[
\min_{x} \text{Obj} = \sum_{i=1}^{n} \sum_{k=1}^{K} \left[ F_i \left( P_{g(k,i)} \right) + gpG_{k,i} \right]
\]

where \( F_i \) is a convex quadratic function of \( P_{g(k,i)} \), i.e., \( c_1x^2 + c_2x + c_3 \), and gas price is modeled as constant parameter \( gp \) as it’s usually purchased from retailer/natural gas utility company by various types of contracts including multi-month, long-term firm, and warranty contracts [6]. Here, \( x_i \) represents decision variables of energy hub \( i \), including \( v_{CHP,k}, v_{W,k}, v_{k,k'} \), \( P_{o,k}, P_{h,k}, Q_{o,k}, Q_{h,k} \) for energy hub, \( V_{ke}, P_{g(k,n), Q_{g(k,n)}}, p_{l,k,n}, q_{l,k,n} \) for electricity network, \( MTS_{k}, \), \( MTR_{k}, TIS_{p,k}, TOS_{p,k}, TIR_{p,k}, TOR_{p,k}, 
Thes_{k,n}, Ths_{k,n} \) for heating network, and \( g_{f,m,n}, G_{i}, P_{s,n} \) for natural gas network.

C. System Constraints

The objective (1) is subjected to constraints of multi-energy converters and storages within energy hubs as well as constraints of multi-energy networks among energy hubs.

1) Energy Hub Constraints: For a given converter arrangement in Fig. 1, dispatch factors are in general introduced to represent the proportion of the total input electricity and gas split up to multi-energy converters and loads at input junctions. Equation (2) shows the derived coupling matrix for the multi-energy conversions and storages within the hub. Equations (3)-(5) limit the derived dispatch factors within [0,1]. Equation (6) enforces the ramping limit of CHP within a certain period. Equations (7)-(9) limit the LES SOC and charging/discharging.

\[
\begin{align*}
\sum_{i} x_{i} = 0 & \quad \forall n \in \phi \setminus \phi_{g} \quad \forall n \in \phi \setminus \phi_{g} \quad 0 \leq v_{i,j} \quad \forall n \in \phi \setminus \phi_{g} \quad \forall n \in \phi \setminus \phi_{g} \\
V_{CHP,k} + V_{E,k} = 1 & \quad \forall k, \forall n \in \phi \quad \forall n \in \phi \\
V_{b,c,k} + V_{e,c,k} = 1 & \quad \forall k, \forall n \in \phi \quad \forall n \in \phi \\
|Q_{n,m}| & \quad \forall n \in \phi \quad \forall n \in \phi \\
SOC_{b,i} - SOC_{b,i} = \eta_{p_i}p_{b,i} & \quad \forall k, \forall n \in \phi \quad \forall n \in \phi \\
SOC_{b,min} \leq SOC_{b,i} \leq SOC_{b,max} & \quad \forall k, \forall n \in \phi \quad \forall n \in \phi
\end{align*}
\]

2) Electricity Network Constraints: A linearized branch flow model in [22] is adopted as it has been widely used in voltage regulation and renewable integration. Equations (10)-(13) show the constraints for nodal active and reactive power flow balance with the setting of \( V_{k,REF} = 1 \) pu. Equations (14)-(15) enforce the generation and ramping limits of conventional generators.

\[
\begin{align*}
Q_{g,k,n} \quad Q_{o,k,n} = \sum_{m \in n} q_{l,m,n} & \quad \forall k, \forall n \in \phi \quad \forall mn \in \phi_{en} \\
V_{k} = V_{k} - \left( r_{k,m}P_{l,m,n} + x_{k,m}g_{l,m,n} \right) / V_{k,REF} & \quad \forall k, \forall n \in \phi \quad \forall mn \in \phi_{en} \\
P_{g,k,n} + P_{g,k,n} = \sum_{m \in n} p_{l,m,n} & \quad \forall k, \forall n \in \phi \quad \forall mn \in \phi_{en} \\
V_{n,max} \leq V_{k,n} \leq V_{n,max} & \quad \forall k, \forall n \in \phi \quad \forall n \in \phi \\
0 \leq P_{g,k,n} \leq P_{g,k,n} \quad 0 \leq Q_{g,k,n} \leq Q_{g,k,n} & \quad \forall k, \forall n \in \phi \\
\end{align*}
\]

3) Natural Gas Network Constraints: The steady-state natural gas flow is modeled based on the Weymouth equations in [6,7]. Equations (16)-(18) show the constraints for nodal natural gas flow balance with the setting of \( P_{k,REF} = P_{n,max} \). Equations (19)-(20) limit the nodal pressure and gas sources within its threshold.

\[
\begin{align*}
gf_{f,m,n} = \text{sgn}(P_{k,n} + P_{k,n})C_{m}(\sqrt{P_{k,n}^2 + P_{k,n}^2} - P_{k,n}) & \quad \forall k, \forall mn \in \phi_{g} \quad \forall mn \in \phi_{g} \\
-gf_{f,m,n} & \quad \forall k, \forall mn \in \phi_{g} \\
G_{k,n} - G_{g,k,n} = \sum_{m \in n} gf_{f,m,n} & \quad \forall k, \forall mn \in \phi_{g} \\
P_{n,min} \leq P_{k,n} & \quad \forall k, \forall mn \in \phi \\
0 \leq G_{k,n} \leq G_{k,n} & \quad \forall k, \forall mn \in \phi
\end{align*}
\]

4) Heating Network Constraints: A heating network is in general composed of heat stations, symmetric supply/return pipelines, and heat exchange stations, as illustrated in Fig. 2. In heat station, thermal energy from boiler, CHP and furnace in the energy hub as heat sources/stations to heat the water. Hot water is then injected into supply pipelines and delivered to the end-users via heat exchange stations. The returned low-temperature water from end-users finally flows back to heat stations via return pipelines. Currently, most heating networks adopt the constant mass flow and variable supply/return temperature operational scheme, as it decouples the hydraulic-thermal constraints in the heating networks and also demonstrated to be effective for industrial applications [20,21]. Equations (21)-(22) show the constraints for heat propagation. It also has been proved in [20] that the thermal losses in the heating pipelines are independent on the mass flow rate, and mass flow can thus be set in advance. Equations (23)-(34) show the constraints for nodal mass flow balance and thermal energy balance. Equations (35)-(36) show the constraints for heat exchanger station and station. In general, the supply temperatures at heat stations are set as constant and the return temperatures at heat exchangers stations can be adjusted.

\[
\begin{align*}
\text{Supply pipelines} & \\
\text{Heat station} & \\
\text{Heat exchange station} & \\
\text{Return pipelines} & \\
TOS_{k,p} = (\text{TIS}_{k,p} - T_{am})e^{p_{k,p}/c_{k,p,m,n}} + T_{am} & \quad \forall k, \forall p \in \phi \quad \forall p \in \phi \\
TOR_{k,p} = (\text{TIR}_{k,p} - T_{am})e^{p_{k,p}/c_{k,p,m,n}} + T_{am} & \quad \forall k, \forall p \in \phi \quad \forall p \in \phi \\
ms_{p,min} \leq ms_{k,p} \leq ms_{p,max} & \quad \forall k, \forall p \in \phi \\
ms_{p,min} \leq ms_{p,min} & \quad \forall k, \forall p \in \phi \\
ms_{h,min} \leq mh_{k} \leq mg_{h,max} & \quad \forall k, \forall n \in \phi \\
ms_{h,min} \leq mh_{k} \leq mg_{h,max} & \quad \forall k, \forall n \in \phi \\
TIS_{k,p} = \text{MTS}_{k,p} & \quad \forall k, \forall p \in \phi \\
\end{align*}
\]

Fig. 2. Schematic diagram of a heating network.
The multi-period energy scheduling model (1)-(36) is hard to solve via available commercial solvers because of the nonconvexities and nonlinearity in multi-energy coupling matrix (2) and natural gas flow constraints (16). Also, the coordination optimization of the electricity, heating, and natural gas networks requires the operating states and technical parameters of all energy hubs. However, the multi-carrier energy system may be not managed by a single operator, and this information is not realistic and also not willing to be totally shared with others. In such cases, the original model is firstly reformulated to accommodate its nonconvexities and nonlinearity for computational simplification, and a fully-distributed ADMM approach is then developed to decentralize the original problem as multiple hub-based nodal subproblems and iteratively coordinate these decision-makers with limited information exchange.

A. MISOCP Relaxation

With regard to the nonlinearity incurred by the factor dispatch in (2), a state variable-based approach [3] is adopted and outputs of multi-energy conversion devices are selected as state variables. The electrical and thermal outputs of CHP, furnace, and boiler, which is calculated by \( V_{\text{CHP}}, V_{\text{F}}, V_{\text{B}} \) in (2), would be represented as \( S_{\text{CHP}}, S_{\text{F}}, S_{\text{B}} \). The input vector of (2) is then combined with these state variables to obtain an extended input vector in (37), and a linear form of (2)-(6) can be reformulated as,

\[
\begin{align*}
\tilde{T}_{A}^{p} & = \tilde{M}_{A}^{p}, \forall k \in \phi, \forall n \in \phi, \forall p \in S_{A} (28) \\
\sum_{p \in S_{A}} m_{s_{k}p} + m_{h_{k}p} & = \sum_{p \in S_{A}} m_{s_{k}p} + m_{h_{k}p}, \forall k \in \phi, \forall n \in \phi (29) \\
\sum_{p \in S_{A}} m_{r_{k}p} + m_{h_{k}p} & = \sum_{p \in S_{A}} m_{r_{k}p} + m_{h_{k}p}, \forall k \in \phi, \forall n \in \phi (30) \\
MT_{S} & = \sum_{p \in S_{A}} m_{s_{k}p} = \sum_{p \in S_{A}} m_{s_{k}p}^{TOS}, \forall k \in \phi (31) \\
M_{T} & = \sum_{p \in S_{A}} m_{r_{k}p} = \sum_{p \in S_{A}} m_{r_{k}p}^{TOR}, \forall k \in \phi (32) \\
TS_{n_{min}} & \leq TS_{n_{max}}, \forall k \in \phi, \forall n \in \phi (33) \\
TR_{n_{min}} & \leq TR_{n_{max}}, \forall k \in \phi, \forall n \in \phi (34) \\
H_{d_{k,n}} & = c_{m}m_{h_{k}n}(MTS_{n_{k}} - \text{The}_{n_{k}}), \forall k \in \phi, \forall n \in \phi (35) \\
L_{c_{k,n}} & = c_{m}m_{h_{k}n}(\text{Thes}_{n_{k}} - M_{T}), \forall k \in \phi, \forall n \in \phi (36)
\end{align*}
\]

III. PROPOSED SOLUTION METHODOLOGY

The multi-period energy scheduling model (1)-(36) is hard to solve via available commercial solvers because of the nonconvexities and nonlinearity in multi-energy coupling matrix (2) and natural gas flow constraints (16). Also, the coordination optimization of the electricity, heating, and natural gas networks requires the operating states and technical parameters of all energy hubs. However, the multi-carrier energy system may be not managed by a single operator, and this information is not realistic and also not willing to be totally shared with others. In such cases, the original model is firstly reformulated to accommodate its nonconvexities and nonlinearity for computational simplification, and a fully-distributed ADMM approach is then developed to decentralize the original problem as multiple hub-based nodal subproblems and iteratively coordinate these decision-makers with limited information exchange.

B. Fully-Distributed Consensus-Based ADMM Approach

The goal is to develop a distributed approach such that each energy hub solves its own decision-making subproblems and only exchanges limited information with its neighbors. The key challenge is to find the couplings in the system. Here, there are two types of constraints in this multi-period multi-energy scheduling model (1)-(36), including coupling constraints (10), (12), (16), (18), (21), (22), (31)-(32) involving variables of multiple energy hubs and other local constraints involving variables of individual energy hub. Here, power flow \( p_{\text{in},u} \), reactive power flow \( q_{\text{in},u} \), inlet/outlet temperatures of supply/return networks \( T_{\text{S}} \), \( T_{\text{R}} \), and gas flow \( g_{\text{in},u} \) on lines/pipelines are selected as coupling variables. Fig. 3 demonstrates the decomposition of coupling variables among interconnected energy hubs, and a set of consensus variables \( p_{\text{h},i}, q_{\text{h},i}, \phi_{\text{h},i} \), \( T_{\text{S},i}, T_{\text{R},i} \), and \( g_{\text{in},i} \) are introduced to guarantee the coupling variables of the adjacent energy hub sub-systems should be equal to each other.

\[
\begin{align*}
p_{l_{1},k} & = p_{l_{1},k}^{1}, \forall k \in \phi, \forall mn \in \phi (49) \\
q_{l_{1},k} & = q_{l_{1},k}^{1}, \forall k \in \phi, \forall mn \in \phi (50) \\
TOS_{l_{1},k} & = T_{\text{S},k}^{1}, \forall k \in \phi, \forall p \in \phi (51) \\
TIR_{l_{1},k} & = T_{\text{R},k}^{1}, \forall k \in \phi, \forall p \in \phi (52) \\
g_{l_{1},k} & = g_{l_{1},k}^{1}, \forall k \in \phi, \forall mn \in \phi (53)
\end{align*}
\]
In such cases, the original problem would be only coupled by the consensus constraints (49)-(53), and a Lagrangian relaxation approach is applied to augment the centralized objective (1) with these consensus constraints. For notational convenience, $x$ represents coupling variables of energy hub sub-systems and $z$ represents consensus variables of the adjacent energy hubs. The coupling constraints of power lines (49),(50), heating pipelines (51),(52), and gas pipelines (53) connecting energy hub $h$ can be represented as $x_{t,h} = z_{t,h}$, $x_{t,p} = z_{t,p}$, and $x_{t,rm} = z_{t,rm}$. The augmented Lagrangian function of the energy hub subproblem can then be formulated as,

$$L(x, y, z) = \sum_{k=1}^{K} \left[ F_k(P_{t,h}, x_k) + g_k y_{p,k} + y_{t,k} (x_{t,k} - z_{t,k}) \right]$$

$$+ \frac{1}{2} \left\| x_{t,k} - z_{t,k} \right\|_2^2 + y_{t,p} (x_{t,p} - z_{t,p}) + \frac{1}{2} \left\| y_{t,k} - z_{t,k} \right\|_2^2$$

(54)

where the first two terms are operating cost of each energy hub subsystem over multiple periods; the remaining six terms expresses the synergistic among the power lines, heating pipelines, and gas pipelines connected to energy hub $h$, respectively; $y_{t,k}, y_{t,p}, y_{t,m}$ are Lagrangian multipliers of electrical, thermal, and gas consensus constraints; $d_1, d_2, d_3$ are constant step sizes of electrical, thermal, and gas consensus constraints.

**Algorithm 1** ADMM for Fully-Distributed Operation

1. Input the parameters of network topology, renewable energy, multi-energy converters, electricity and heat loads.
2. Set iteration index $i = 0$, primal and dual tolerances $\delta_1, \delta_2$.
3. Initialize coupling variables $x$, consensus variables $y$, and Lagrangian multipliers $\gamma$, step sizes $d$ for each energy hub.
4. Formulate the multi-period multi-energy subproblem for each energy hub with Lagrangian objective function (54) and local constraints (7)-(15), (18)-(39), (41)-(53).
5. Each energy hub parallely solves its own MISOCP subproblem with the latest consensus variables $z$ and Lagrangian multipliers $y$, and obtains the results $x_{t,k}$ as,

$$x_{t,h}^{i+1}, x_{t,p}^{i+1}, x_{t,m}^{i+1} = \text{argmin}_{x_{t,k}} (L(x_{t,k}, x_{t,p}, x_{t,m})$$

6. After receiving the latest information $x$ from adjacent energy hubs, each energy hub updates the consensus variables $z$ by (55)-(57).
7. Calculate and check if primal and dual residuals are less than the predefined tolerances:

$$\max_k \sum_{i=1}^{K} \left\| x_{t,h}^{i+1} - z_{t,h}^{i} \right\|_2^2 \leq \delta_1$$

$$\max_k \sum_{i=1}^{K} \left\| y_{t,k}^{i+1} - z_{t,k}^{i} \right\|_2^2 \leq \delta_2$$

Once satisfied, iteration ends and output the results. Otherwise, each hub updates its multipliers $y$ by (58)-(60).
8. Set $i = i+1$. Each energy hub repeats Steps 5-7 until the stopping criteria is satisfied.

The iterative solution procedures of this scheduling problem are described as follows: in each iteration, each energy hub subsystem solves its regional subproblem (54) with fixed consensus variables and Lagrangian multipliers to minimize the local operating cost; each energy hub shares information in terms of the resulted coupling variables with adjacent energy hubs, and consensus variables can then be calculated as,

$$z_{t,h}^{i+1} = \frac{1}{C_h} \sum_{c=1}^{C_h} (x_{t,h}^{i+1} + (1/d_j) y_{t,j}^{i}), \forall k \in \phi_k$$

(55)

$$z_{t,p}^{i+1} = \frac{1}{C_p} \sum_{c=1}^{C_p} (x_{t,p}^{i+1} + (1/d_j) y_{t,j}^{i}), \forall k \in \phi_k$$

(56)

$$z_{t,m}^{i+1} = \frac{1}{C_m} \sum_{c=1}^{C_m} (x_{t,m}^{i+1} + (1/d_j) y_{t,j}^{i}), \forall k \in \phi_k$$

(57)

where $C_h, C_p, C_m$ denotes the number of coupling variables $x_h, x_p, x_m$ connecting to consensus variables $z_h, z_p, z_m$.

The Lagrangian multipliers are updated based on the latest coupling variables and consensus variables as,

$$y_{t,h}^{i+1} = y_{t,h}^{i} + d_1 (x_{t,h}^{i+1} - z_{t,h}^{i}), \forall k \in \phi_h$$

(58)

$$y_{t,p}^{i+1} = y_{t,p}^{i} + d_2 (x_{t,p}^{i+1} - z_{t,p}^{i}), \forall k \in \phi_p$$

(59)

$$y_{t,m}^{i+1} = y_{t,m}^{i} + d_3 (x_{t,m}^{i+1} - z_{t,m}^{i}), \forall k \in \phi_m$$

(60)

The iterations would stop when the coupling variables and consensus variables are close enough. Algorithm 1 illustrates the solution procedure of the consensus-based ADMM. The proposed distributed algorithm only requires the data exchange of the coupling variables between adjacent energy hubs, thereby fully localizing to the nodal/hub level and avoiding information privacy issues.

**C. Sequential SOCP Approach for MISOCP**

The obtained MISOCP model in step 5 of Algorithm 1 still contains nonconvex terms due to the introduction of binary variables, and thus a sequential SOCP approach is developed in this paper for the solution of this MISOCP problem. The main idea of this method is to decompose the MISOCP model into SOCP and mixed integer quadratic programming (MIQP) subproblems, and alternately iterate to the optimum. First of all, binary variables $I_{t,h}, I_{t,p}, I_{t,m}$ will be relaxed to continuous variables $CI_{t,h}, CI_{t,p}, CI_{t,m}$ within [0,1], converting the MISOCP model into SOCP. Then, a MIQP subproblem will be formulated to enforce the projection of continuous variables $CI_{t,h}, CI_{t,p}, CI_{t,m}$ onto the binary numbers 0 and 1, which is also the closed-form solution of this subproblem. Finally, the convergence check guarantees the correctness of binary and relaxed continuous variables. Algorithm 2 illustrates the solution procedure of the sequential SOCP approach.

**Algorithm 2** Sequential SOCP Approach for MISOCP

1. Set iteration index $i=0$, and tolerances $\delta$; initialize values of binary variables $I$, relaxed variables $CI$, and auxiliary variables $z_i$ step sizes $d_i$.
2. Solve the relaxed SOCP subproblem with fixed variables $I$ and $z_i$, and obtains the optimal solution $CI$ as,

$$CI_{t,h}^{i+1} = \text{argmin}_{CI} (54) + \sum_{k=1}^{K} \frac{d_k}{2} \left\| CI_{t,h} - CI_{t,h}^{i} + z_{t,h}^{i} \right\|_2^2$$

(58)

3. Solve the MIQP subproblem with fixed relaxed variables $CI$, and obtains the optimal solution $I$ as,

$$I_{t,h}^{i+1} = \text{argmin}_{I} \left( \sum_{k=1}^{K} \left\| I_{t,h} - CI_{t,h} + z_{t,h}^{i} \right\|_2^2 \right)$$

(59)

4. Calculate and check if the binary variable and relaxed continuous variable are close enough:

$$\max_k \sum_{i=1}^{K} \left\| I_{t,h}^{i+1} - CI_{t,h}^{i+1} \right\|_2^2 \leq \delta$$

Once satisfied, the iteration ends and output the results. Otherwise, auxiliary variables $z_i$ will be updated using
\[ z_{i,j}^{i+1} = z_{i,j}^{i} + (I - CI)^{i} \]

5: Set \( i = i + 1 \), and repeat steps 2-4 until the stopping criteria are satisfied.

### D. Remarks on the Consensus-Based ADMM and Sequential SOCP Approaches

**Convergence guarantee:** the solutions to the MISOCP relaxations in step 5 of Algorithm 1 are not always feasible for the original NLP model due to its nonconvexity properties. When this happens, a feasible solution could be always derived with Algorithm 2, thereby forcing the minimizer of the MISOCP subproblem closer and closer to the feasible region. To speed up the convergence, the Algorithm 2 would be adopted to solve the MISOCP subproblem after the primal and dual residuals of Algorithm 1 are relatively small. Meanwhile, the gas flow directions \( I_{km} \), \( I_{mn} \) of the Algorithm 1 will be no longer changed after several iterations, especially in those radial natural gas networks with a small number of gas sources. In such cases, the binary variables in the MISOCP subproblem in Algorithm 1 and Algorithm 2 can be fixed during the next iterations. As a result, the MISOCP subproblem would be reduced to a SOCP where the convergence of SOCP and ADMM are both guaranteed and proved in [28]. Though it is not always guaranteed the global optimum, the convergence of MISOCP with Algorithm 2 can be guaranteed, and details of the proof are given as follows:

According to the iteration procedure in Algorithm 2, a decreasing sequence in an abstract form can be obtained as,

\[ L_o(x_i^{i+1}, I_i^{i}, CI_i^{i}) \leq L_o(x_i^{i+1}, I_i^{i}, CI_i^{i}) \leq L_o(x_i^{i+1}, I_i^{i}, CI_i^{i}) \]

(61)

where the left and right term represent the step 2 of Algorithm 2; the middle term represents the step 3 of Algorithm 2. Since \( (x_i, I, CI) \) always has a feasible solution, the values of \( L_o(x_i, I, CI) \) will be bounded below by this optimal value, and the below-bounded decreasing sequence must gradually converge to a suboptimal value of the problem within finite iterations.

**Incorporating Uncertainties:** In an optimal operation problem of multi-carrier energy systems, uncertainties in general originate from the fuel prices, renewable generations, and multi-energy loads. Here, fuels of conventional and natural gas generators is supplied by a retailer, and these prices are in general constant intraday [6],[8]. Furthermore, the renewable outputs and multi-energy demands in fact could be volatile. In this model, system security arising from these uncertainties may not be a main focus because of the integration of multi-energy converters and storages in the energy hub [4],[22]. From an energetic point of view, the combining of coupled multi-energy networks and infrastructures increase the additional degree of flexibility in its supply and would offer high flexibility in accommodating these uncertainties. On the other hand, the interlinked energy hubs within the system could also provide multi-energy assistance to reduce the impacts of these uncertainties on system operation. Nonetheless, if the economic impacts of these uncertainties are under investigation, scenario-based stochastic optimization approach can be augmented by minimizing the expected costs of the system. With the forecasting uncertainties captured using Monte Carlo simulations, system operating cost \( Obj \) is minimized to obtain the optimal value \( Objs \) for every scenario \( s \) with probability \( p_s \), which would be further combined as the expected cost \( \sum_{s=1}^{N_S} p_s Objs \) as a result of decoupled nature among scenarios.

### IV. Case Studies

**A. System Description**

The distributed multi-period multi-energy methodology is studied on a four-hub urban energy system in Fig.1 with energy hub 1 as reference node and boiler only equipped in industrial area, and energy hubs 1-4 are specified as industrial, business, residential, and residential areas with corresponding different load behaviors [4]. Noted that the electricity and heat loads of different types of energy hubs have opposite peaks, as residential area consumes more energy during the night and the business energy usage reaches a peak during daytime. Their network parameters and load profiles are obtained from [6],[18],[22],[25],[33] and corresponding technical specifications are summarized in Table I. Their daily electrical and thermal load profiles of a spring season in per unit values are given in Fig. 4 and 5, respectively, and their peak consumptions are 4 MW, 0.55 MVar, and 0.55 MW. The multi-energy scheduling is performed over a 24-hourly scheduling periods, and all the tests are implemented and coded using commercial platform GAMS [34] on a laptop with 2.3-GHz Intel Core i5 CPU and 8GB RAM. The centralized and distributed models are solved with the MIQCP/QCP solver CPLEX and NLP solver BARON with their default settings.

**Fig. 4 Daily electricity loads of energy hubs**

**Fig. 5 Daily heat loads of energy hubs**

**TABLE I**

| TECHNICAL SPECIFICATIONS OF THE MULTI-CARRIER ENERGY SYSTEM |
|-------------------------------|-----------------|-----------------|-----------------|
| Electrical network            |                |                |                |
| \( c_p = 0.015 $/MW^2 \)     | \( c_p = 53.1 $/MW \) | \( c_p = 262.23 $/MW \) |
| \( Q_{emin} = 5 MVar \)       | \( P_{emin} = 10 MW \) | \( P_{emin} = 6 MW/h \) |
| \( V_{emin} = 0.9 pu \)       | \( V_{emin} = 1.1 pu \) |                |
| \( T_{emin} = 10 ^{°}C \)    | \( c_v = 4.182 \times 10^{3} MJ/(kg \cdot K) \) |
| \( h_f = 0.2 W/MK \)          | \( L_f = 400 m \) |
| \( T_{Sm} = 50 ^{°}C \)      | \( T_{Sm} = 70 ^{°}C \) |
| \( T_{Rm} = 30 ^{°}C \)      | \( T_{Rm} = 50 ^{°}C \) |
| \( T_{h} = 70 ^{°}C \)       | \( T_{h} = 30, 70 ^{°}C \) |
| \( m_{h} = [1.968, 0.800, 3.430, 0.916] \) kg/s |
| \( m_{h} = [2.026, 0.858, 3.722, 0.858] \) kg/s |
| \( m_{h} = [7.597, 0.800, 0.800, 0.864] \) kg/s |
| \( m_{h} = [2.199, 1.968, 3.614, 5.610] \) kg/s |
| Heating network              |                |                |                |
| \( Q_{heat} = 0.01 MWh/m^2 \) | \( G_{max} = 400 m^3/h \) |
| \( P_{emin} = 100 psig \)     | \( P_{emin} = 110 psig \) |
| \( \eta_{CHP} = 0.40 \)       | \( \eta_{CHP} = 0.45 \) |
| Energy hub                   |                |                |                |
| \( S_{1} = 1 MWh \)           | \( S_{1} = 0.8 MWh \) |
### B. Comparative Results and Analysis

Three schemes are performed for comparisons: 1) Scheme 1 is the proposed distributed multi-period multi-energy methodology in Sections II and III; 2) Scheme 2 is the decoupled operation scheme where electricity-gas network and heating network are independently scheduled; 3) Scheme 3 is the conventional electricity-natural gas operation scheme in previous researches [5] where the heating network isn’t modeled.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$SOC_{\text{min}} = 0.1$</th>
<th>$SOC_{\text{max}} = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{CHP,mc}} = P_{\text{fmc}} = 0.2$ MW</td>
<td>$\eta_{\text{BC}} = 0.914$</td>
<td></td>
</tr>
<tr>
<td>$S_{\text{B,mc}} = 1.5$ MW</td>
<td>$\eta_{\text{h}} = 0.75$</td>
<td></td>
</tr>
<tr>
<td>$S_{\text{E,mc}} = 1.0$ MW</td>
<td>$\eta_{\text{g}} = 0.75$</td>
<td></td>
</tr>
<tr>
<td>$\delta_{1} = \delta_{2} = \delta = 0.01$</td>
<td>$d_{i} = 1.0$</td>
<td></td>
</tr>
<tr>
<td>$[d_{0}, d_{i}, d_{max}] = [3.0, 2.5, 1.6, 1.0, 1.0]$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6 The curves of wind utilization with schemes 1-3

Fig. 7 The curves of outputs of CHP, furnace, boiler, and BES with schemes 1-3

Fig. 8 The curves of non-gas generations of with schemes 1-3

Fig. 9 The curves of outputs of gas source with schemes 1-3

Fig. 10 The curves of power and gas flows with schemes 1-3

Fig. 8-9 show the outputs of conventional generators and gas sources in schemes 1-3. Fig. 10 shows the power and gas flows between energy hub 3 and 4 in schemes 1-3. It can also be observed from Fig. 7-10 that compared with schemes 2 and 3, the proposed methodology can achieve better synergies among generation, delivery, and consumption of various energy carriers. For instance, during the off-peak hours 0-6, abundant wind energy is used for multi-energy supplies and stored in BES while non-gas generator stays unchanged. During the hours 6-8 when there is a dramatical decrease of wind power, the outputs non-gas generator, CHP, and BES sharply increase to meet the rising multi-energy demands. During the on-peak hours 9-24, the outputs of gas sources and CHP in scheme 1 maintain at a high level while the non-gas generator gradually decrease its output. However, in scheme 2, the gas source and furnace always adjust their outputs only to follow the thermal demand while only non-gas generator increases its output to follow the electrical demand.

Table II gives the quantitatively comparisons with schemes 1-3 over system operating cost, natural gas consumption, non-gas generation, total energy losses, environmental cost, and wind accommodation. It can be concluded that scheme 1 can make full use of the multi-energy synergies to fulfill the demands with lower operating cost and wind curtailment. Compared to the scheme 2, the system operating cost of scheme 1 is reduced by 5.54 % and the wind accommodation is improved by 1.90 %. In terms of the scheme 3, the system operating cost and wind curtailment of scheme 1 are decreased by 1.43 % and 0.90 %, respectively. In this study, the simulation results are further assessed and evaluated from the aspects of energy losses and environmental emissions. Here, the total...
energy losses include the energy losses of CHP, boiler, furnace, and non-gas generators, and the environmental cost calculation approach in [2] are adopted to quantify the environmental performance. It can be found that the scheme 1 can provide satisfactory energy-efficiency and environmental performances. Compared to the 30% energy efficiency of fossil-fueled non-gas generator with higher environmental emissions, the natural gas-fueled CHP has 85% energy efficiency and produces far lower amounts of pollutants. Thus, energy losses and environmental cost in scheme 1 are reduced by 8.81% and 18.92% compare with scheme 2, while energy losses and environmental cost in scheme 1 are reduced by 2.23% and 5.70% compare with scheme 3. Furthermore, though obtaining considerably comparable performance as scheme 1, the scheduling results of scheme 3 still cannot guarantee its feasibility in practice due to the neglect of temperature and mass properties in the heating pipelines. This is because there would be difference between the thermal energy injections by heat sources and withdraws by heat loads, as thermal energy is distributed via hot water/mass flow and heat generations are only used to heat the water flow. Thus, additional checks of mass flow balance and thermal energy balance in scheme 3 are required before applied in practice and a rescheduling would also be implemented. All in all, the comparative results can demonstrate the superior performance of the proposed scheme 1 on technical, economic, and environmental benefits.

### Table II

<table>
<thead>
<tr>
<th>Scheme</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>System operating cost ($)</td>
<td>13127.33</td>
<td>13897.78</td>
<td>13318.14</td>
</tr>
<tr>
<td>Natural gas consumption (m³)</td>
<td>6447.60</td>
<td>6125.74</td>
<td>5799.06</td>
</tr>
<tr>
<td>Non-gas generation (MWh)</td>
<td>98.18</td>
<td>123.55</td>
<td>104.81</td>
</tr>
<tr>
<td>Energy losses (MWh)</td>
<td>238.12</td>
<td>261.15</td>
<td>243.55</td>
</tr>
<tr>
<td>CO₂ emission (10⁴ lb)</td>
<td>19.03</td>
<td>23.47</td>
<td>20.18</td>
</tr>
<tr>
<td>Wind accommodation (%)</td>
<td>100.00</td>
<td>98.10</td>
<td>99.10</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Scheme</th>
<th>1 &amp; 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>System operating cost ($)</td>
<td>13127.33</td>
</tr>
<tr>
<td>Natural gas consumption (m³)</td>
<td>6447.60</td>
</tr>
<tr>
<td>Non-gas generation (MWh)</td>
<td>98.18</td>
</tr>
<tr>
<td>Energy losses (MWh)</td>
<td>238.12</td>
</tr>
<tr>
<td>CO₂ emission (10⁴ lb)</td>
<td>19.03</td>
</tr>
<tr>
<td>Wind accommodation (%)</td>
<td>100.00</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>Model</th>
<th>Obj ($)</th>
<th>Gen cost ($)</th>
<th>Gas cost ($)</th>
<th>Wind accommodation</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-NLP</td>
<td>13126.54</td>
<td>11513.76</td>
<td>1612.78</td>
<td>100</td>
<td>27.74</td>
</tr>
<tr>
<td>C-MISOC</td>
<td>13126.54</td>
<td>11513.76</td>
<td>1612.78</td>
<td>100</td>
<td>0.69</td>
</tr>
<tr>
<td>D-NLP</td>
<td>Not converge</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D-MISOC</td>
<td>13127.33</td>
<td>11515.43</td>
<td>1611.90</td>
<td>100</td>
<td>5.50</td>
</tr>
</tbody>
</table>

### C. Discussion

The proposed distributed multi-period multi-energy operational model (Scheme 1) is further compared with [7],[8] where the single-period network-based models in these researches (Scheme 4) are independently performed over a 24-hour scheduling horizon. Table III gives the comparison results with schemes 1 and 4 over system operating cost, natural gas consumption, non-gas generation, total energy losses, environmental cost, and wind accommodation. It can be found that the daily system operating cost decreases when considering the multi-period BES charging/discharging and generator ramping capabilities. This is because the variable wind energy in scheme 1 is accommodated with BES and ramp-limited generation units, while more non-gas generations are required in scheme 4 to pick up the load supplied by wind energy.

The original NLP model and relaxed MISOC model of multi-period multi-energy scheduling problems are further solved with the centralized and distributed approaches to verify its effectiveness. The initial settings of the multipliers are 0, and the obtained centralized results are set as the reference point for the distributed approach to evaluate its convergence. Table IV gives the comparative results of objective values, generation cost, natural gas cost, wind accommodation, and computational time. Noted that the computation time of the distributed approaches refers to the paralleled solver time of regional subproblems. Compared with the nonlinear and non-convex centralized NLP model, the relaxed MISOC model can obtain the same optimal solution more efficiently with limited information. With the implementation of second-order cone relaxation, the distributed MISOC model can be solved using the commercial software package with acceptable computation time, and the gaps between centralized and distributed approaches are no larger than 0.5 %. The resulting statistics thus demonstrated that, although it may not guarantee a global optimal solution, the proposed distributed approach can offer satisfactory upper bound to the centralized optimal solutions with better data privacy and decision-making independence.

The effectiveness of the proposed distributed approach is further compared with the standard ADMM in [28] as shown in Fig. 11-13. Noted that the y-axis in Fig. 12-13 is given in the logarithmic scale which is commonly used when analyzing a large range of quantities. As shown in Fig. 11-12, the primal and dual residual errors of standard ADMM and the proposed distributed approach all take about 50 iterations to converge. Instead of keeping oscillating around the tolerance during the next 50 iterations, the proposed distributed approach keeps the primal and dual residual errors smaller than the tolerance as a result of fixing binary variables in advance. The comparison clearly shows that the proposed distributed approach outperforms the standard ADMM in terms of the better convergence performance. Meanwhile, due to their endogenetic couplings, the convergences of couplings variables are not synchronized and has small fluctuations around the optimal solution as shown in Fig. 13. Residual errors of active power and reactive power are already below the tolerances from the beginning, while others still need 50 iterations. Also, these coupling variables contribute significantly different to Lagrangian objective function of the subproblem, which would also deteriorate the convergence performance. In order to tackle these issues, parallel tests with different parameters is necessary before setting values. It should be recognized that the initial aim of this study is to develop a distributed approach to solve multi-period multi-energy operational problem while preserving decision independency and information privacy. More research can be further conducted with regard to its computational efficiency and real-time applications, which will be a critical part of our future work.
In order to evaluate the robustness of the proposed algorithms against uncertainty, a comparative study of the optimization results over 50 optimization runs for scheme 1 is given in Table V. Here, the forecasting uncertainties of wind energy as well as electricity/heat demand are captured using Monte Carlo scenario technique with assuming these forecasting errors follow a normal distribution [13], and five typical performance metrics, including the best value, worst value, average value, standard deviation, and variance, are used to evaluate their solution qualities. The resulting statistics show that the proposed algorithms can converge to a reliable solution, and further verify the robustness of the proposed algorithms.

V. CONCLUSION

This paper proposes a distributed multi-period multi-energy operational model for the optimal synergies of electricity, heating, and natural gas networks with coupled multi-energy infrastructures. A sequential SOCP approach is proposed to address the nonconvexity and nonlinearity issues of the solution space and guarantee the reliable convergence characteristics, and a consensus-based ADMM approach is developed to decentralize the network-level multi-energy scheduling decision-making into multiple node-level decision-makings. It has been found from simulation studies that, due to the synergistic interactions of multi-energy generation, delivery, and consumption, the proposed scheme can outperform others on system operating cost and renewable energy utilization with satisfactory energy-efficiency and environmental performance. Furthermore, the proposed approach is fully-distributed with only neighboring communication required, which promotes information privacy protection and local decision-making autonomy.
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