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To my family
Alla mia famiglia

"This sign means negative!"; "This sign means positive!"; "Can you borrow me the pencil?"; "And what does
this mean?"; "It means that it is always needed to underline the positive!".
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Abstract

Parkinson’s disease (PD) is a common neurodegenerative disease and is diagnosed in presence
of motor symptoms, which appear when the neurodegeneration has affected a large part of the
brain. No treatment is currently available to slow down or stop the neurodegeneration. Rapid eye
movement (REM) sleep behavior disorder (RBD) is a sleep disorder characterized by abnormal
increase in muscular activity during REM sleep and dream enactment. RBD is the strongest early
biomarker of PD. Evidence show that RBD might be preceded by a prodromal phase, where minor
REM behavioral events can be appreciated but not enough abnormal muscular tone is seen to
diagnose RBD. Currently, identification of RBD and prodromal RBD is based on visual inspection
of video, electroencephalography (EEG), electrooculography (EOG) and electromyography (EMG)
recorded during sleep. Such a process is slow and not objective.

This thesis, divided into three parts, presents new data-driven automated methods for fast and
objective identification and characterization of RBD and prodromal RBD.

First, a comparison of the currently available automated methods for RBD detection was
performed. The results showed that none of them could be considered the optimal one, due to
varying performances when they were applied to different patient groups.

Second, a new data-driven method for RBD identification, based on machine learning techniques
applied to EMG signals, was developed. The method showed higher performances for identifying
RBD patients than previously developed methods (accuracy and specificity over 80% and sensitivity
over 70%). Moreover, it was found that muscular activity in non-REM sleep contributed for more
accurate RBD identification. When the new method was applied to data recorded in another clinic,
it identified RBD patients with similar performances, thus proving its robustness.

Finally, a data-driven method based on machine learning applied to EEG and EOG signals
was developed to identify RBD and prodromal RBD in PD patients. RBD was identified with
over 80% accuracy, sensitivity and specificity. Moreover, the algorithm could identify PD patients
with prodromal RBD with accuracy and specificity over 80%. It was also found that micro-sleep
instability could be a biomarker for RBD and prodromal RBD in PD patients. These findings are
potentially applicable to patients without overt PD.

In conclusion, this thesis proposes new, fast and automatic methods and biomarkers to iden-
tify patients with RBD and prodromal RBD. Compared to current visual-based methods, these
algorithms have the potential to be used to identify patients in early stages of neurodegeneration
objectively, consistently and significantly faster. Thanks to the objective identification, such patients
could constitute a homogeneous target for future neuroprotective trials aiming at slowing down or
even stopping the ongoing neurodegeneration.
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Resumé

Parkinsons sygdom (PD) er en almindelig neurodegenerativ sygdom og diagnosticeres på bag-
grund af motoriske symptomer, der opstår, når neurodegenerationen har påvirket en stor del af
hjernen. Der findes i øjeblikket ingen behandling for at bremse eller stoppe neurodegenerationen.
Rapid eye movement (REM) søvns adfærdsforstyrrelse (RBD) er en søvnforstyrrelse, der er kende-
tegnet ved unormal høj muskulær aktivitet under REM søvn og drømme. RBD er den mest lovende
tidlige biomarkør for PD. Det er vist, at derfør RBD muligvis er en prodromal fase, hvor mindre
REM-adfærdsbegivenheder kan observeres, men hvor der ikke ses tilstrækkelig motorisk aktivitet
til at kunne stille RBD diagnosen. I øjeblikket er identifikation af RBD og prodromal RBD baseret
på manuel og visuel inspektion af video, elektroencefalografi (EEG), elektrookulografi (EOG) og
elektromyografi (EMG) registreret under søvn. Denne proces er langsom og ikke-objektiv.

Denne afhandling er delt op i tre dele og præsenterer nye datadrevne automatiserede metoder
til hurtig og objektiv identifikation og karakterisering af RBD og prodromal RBD.

Første del omhandler en sammenligning af de aktuelt tilgængelige automatiserede metoder
til RBD-detektion. Resultaterne viste at ingen af de aktuelle metoder kan betragtes som den
overordnede optimale, da de præsterede forskelligt når de blev anvendt til forskellige patientgrupper.

Dernæst blev der udviklet en ny datadreven metode til RBD-identifikation, der var baseret på
machine learning og anvendt på EMG-signaler. Metoden viste højere performance til identifikation af
RBD-patienter end tidligere udviklede metoder (nøjagtighed og specificitet over 80% og sensitivitet
over 70%). Derudover blev det konstateret, at muskelaktivitet i ikke-REM-søvn bidrog til en mere
nøjagtig RBD-identifikation. Da den nye metode blev anvendt på data opsamlet fra en anden
klinik, blev RBD-patienterne identificeret med en lignende performance, hvilket beviser metodens
robusthed.

Sidste del af afhandlingen omhandler en datadreven metode til identifikation af RBD og
prodromal RBD hos PD patienter. Metoden er baseret på machine learning anvendt på EEG
og EOG-signaler. RBD blev identificeret med over 80% nøjagtighed, sensitivitet og specificitet.
Derudover kunne algoritmen identificere PD-patienter med prodromal RBD med nøjagtighed og
specificitet over 80%. Under udviklingen af metoden fremkom det vigtige fund at ustabilitet i
mikrosøvn kan være en biomarkør for RBD og prodromal RBD hos PD patienter. Dette kan
potentielt også være en biomarkør for patienter der endnu ikke har PD diagnosen.

Afslutningsvis foreslår denne afhandling nye, hurtige og automatiske metoder og biomarkører,
der kan identificere patienter med RBD og prodromal RBD. De udviklede algoritmer har potentialet
til at blive brugt til at identificere patienter i tidlige stadier af nerodegenerationen objektivt, mere
præcist og hurtigere end nuværende visuelle metoder. Disse patienter kan udgøre et homogent mål
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RESUMÉ

for fremtidige kliniske forsøg der har til formål at bremse eller endda stoppe den igangværende
neurodegeneration.

xvi



List of Figures

1.1 Possible approaches for identification of patients with RBD and prodromal RBD with
automatic analysis of data recorded during v-PSG. . . . . . . . . . . . . . . . . . . . . 2

2.1 Braak’s hypothesis of PD development. . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Possible routes of spread of α-synuclein pathology. . . . . . . . . . . . . . . . . . . . . 10
2.3 Locations of the EEG, EOG and EMG electrodes during PSG according to AASM [13]. 11
2.4 Typical patterns characterizing the five sleep stages. . . . . . . . . . . . . . . . . . . . 12
2.5 Hypnogram of a healthy male subject of 40 years. . . . . . . . . . . . . . . . . . . . . . 13
2.6 Location of the brain structures involved in the wake/sleep regulation. . . . . . . . . . 14
2.7 Structures and connections involved in the wake-sleep switch. . . . . . . . . . . . . . . 15
2.8 Structures and connections involved in the REM-NREM sleep switch. . . . . . . . . . 16
2.9 Sleep changes in relation to ageing. The graph shows the time of sleep latency, time

spent awake after sleep onset (WASO) and the time in different sleep stages (SWS
is slow wave sleep, corresponding to N3 sleep). The time (ordinates) is expressed in
minutes and the age in years. Reprinted from [51] with permission of Oxford University
Press. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.10 Tonic and phasic EMG activity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.11 Physiology of generation of atonia during REM sleep (a) and RBD pathophysiology (b). 20
2.12 Progression from normal REM sleep to an overt α-synucleinopathy. . . . . . . . . . . . 21

3.1 Overview of the methodology of Paper I [94]. . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Illustrations of the excluded segments (highlighted in red) of the PSG recording. . . . 30
3.3 Schematic representation of the evaluation method implemented to compare the different

automated methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Graphical representation of 5-fold CV scheme. . . . . . . . . . . . . . . . . . . . . . . 32
3.5 Values of the automated methods indices calculated for configuration 1. . . . . . . . . 34
3.6 Sensitivity (SENS) and specificity (SPEC) values obtained during validation for each

index and configuration for comparison 1-7 (a-g). . . . . . . . . . . . . . . . . . . . . . 36
3.7 Accuracy (ACC) values obtained during validation for each index and configuration for

comparison 1-7 (a-g). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.1 Overview of the methodology of Paper II [115]. . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Schematic overview of the algorithm implemented in Paper II [115]. . . . . . . . . . . 43
4.3 Implementation of the DWT as a filter bank. . . . . . . . . . . . . . . . . . . . . . . . 44

xvii



List of Figures

4.4 Three steps of the KDE algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.5 Examples of trained model of atonia and its usage. . . . . . . . . . . . . . . . . . . . . 47
4.6 Schematic overview of how the SVM operates. . . . . . . . . . . . . . . . . . . . . . . 49
4.7 Schematic representation of Bayesian optimization algorithm. . . . . . . . . . . . . . . 51
4.8 Schematic representation of a two-level 5-fold CV scheme. . . . . . . . . . . . . . . . . 53
4.9 Example of detected MA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.10 Example of calculated features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.1 Overview of the methodology of Paper III [132]. . . . . . . . . . . . . . . . . . . . . . 59
5.2 Example of pre-processed EMG signal, MAAV features calculated for 1-s windows with

50% overlap (red) and respective normalized features (green). . . . . . . . . . . . . . 60
5.3 Schematic overview of how a total of 45 models of atonia were trained. . . . . . . . . . 61
5.4 Example of trained probabilistic model of atonia. . . . . . . . . . . . . . . . . . . . . . 61
5.5 Schematic overview of how the probability of muscular activity was calculated for the

test participants for the chin muscle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.6 Illustration of nine MAAV ′ and their muscular activity probability values (p(MA))

computed using the trained model of Fig. 5.4 (red curve). . . . . . . . . . . . . . . . . 62
5.7 Example of an EMG signal (blue) and correspondent profile of MA probability (p(MA)

in red), spanning in the range 0-100%. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.8 Identification of MA by applying different thresholds H. . . . . . . . . . . . . . . . . . 63
5.9 Steps for calculation of final MAF values. . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.10 Schematic overview of the classification methodology adopted. . . . . . . . . . . . . . 65
5.11 Distribution of the 12 MAFs obtained for Dth = 0.01, p = 3 and H = 90 when all MA

was included. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.12 Schematic overview of the methodology of Paper IV [133]. . . . . . . . . . . . . . . . . 75
5.13 Schematic visualization of how the proposed method was applied to each participant of

the German cohort. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.14 Distribution of the percentage of 1-s windows with detected MA in the chin muscle

during REM sleep (%REM,CHIN ) across the participant groups. Bar heights represent
average values in the groups, whiskers represent one standard deviation, and dots
represent singular participant values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.15 Comparison between the classification performances obtained for the Danish and German
cohorts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

6.1 Overview of the methodology of Paper V [154]. . . . . . . . . . . . . . . . . . . . . . . 89
6.2 Schematic overview of the adaptive filtering applied to the C4-A1 signal to remove the

interference from ROC-A1 EOG and ECG signals. Adapted from [172]. . . . . . . . . 91
6.3 Final image obtained from the scalogram computed from C4-A1 signal. . . . . . . . . 92
6.4 Schematic representation of a two-layer neural network. . . . . . . . . . . . . . . . . . 93
6.5 Example of 2-D convolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.6 Schematic view of the implemented CNN. . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.7 Output probabilities of the CNN and their post-processing. . . . . . . . . . . . . . . . 96
6.8 Schematic view of the methodology of Paper VI [155]. . . . . . . . . . . . . . . . . . . 99
6.9 Schematic overview of the preliminary feature reduction applied to the global certainty

feature to select the optimal threshold. . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.10 Structure of training and validation of the proposed system. . . . . . . . . . . . . . . . 109

xviii



List of Figures

6.11 Schematic overview of the selection of the optimal set of 50 RF models, trained with
Nopt features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.12 Distribution of the relative relevance of features in the optimal set of 50 random forest
models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.13 Distribution of P (RBD) in the test dataset of 23 PDnonRBD, 27 PD+RBE and 3
PD+RBD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.14 Distribution of P (RBD) in PD+RBE patients at baseline subgroupped according to
their classification FU. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

xix





List of Tables

2.1 Technical specification for recording of EEG, EOG and EMG in PSG according to
AASM [13]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1 Overview of manual methods for RSWA identification. . . . . . . . . . . . . . . . . . . 24
3.2 Overview of automated methods for RBD identification. . . . . . . . . . . . . . . . . . 25
3.3 Demographic and sleep data of the included cohort. . . . . . . . . . . . . . . . . . . . 27
3.4 Table with average validation sensitivity values across configurations and comparisons

for one index. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5 p-Values obtained as outputs of the Friedman tests to evaluate the effect of the 6 different

configurations across the seven comparisons on validation sensitivity, specificity, and
accuracy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.1 Performance measures for the classification HC vs PLMD. . . . . . . . . . . . . . . . 54

5.1 Combination of the parameters Dth, p and H leading to the highest average validation
overall accuracy across the 5 folds used in the 4 combinations analyzed. . . . . . . . . 70

5.2 Values of the MAFs obtained for Dth = 0.01, p = 3 and H = 90 considering all MA
activity. The values are shown as mean and standard deviation. Kruskal-Wallis tests
were used to analyze group difference. In case of p-value<0.05, Wilcoxon rank sum
test were used for pairwise comparisons and corrected with Tukey-Kramer procedure.
Significant p-values are highlighted in bold. . . . . . . . . . . . . . . . . . . . . . . . . 71

5.3 Values of RAI, FRI and KEI shown as mean and standard deviation in the two cases of
including all MA and removing MA related to apneas and arousals. . . . . . . . . . . . 71

5.4 Classification performances of the proposed method and RAI, FRI and KEI when all
MA was considered. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.5 Classification performances of the proposed method and RAI, FRI and KEI when apnea
and arousal-related MA was removed. . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.6 Demographics and sleep information of the DeNoPa cohort. . . . . . . . . . . . . . . . 76
5.7 Results of the multivariate regression statistical analyses. . . . . . . . . . . . . . . . . 80
5.8 Confusion matrix for classifying RBD(-)PLMS(-), RBD(+) and RBD(-)PLMS(+) partici-

pants when not normalized MA features were used. Results are shown for all participants
and for PD(-)/PD(+) participants in parentheses. . . . . . . . . . . . . . . . . . . . . 80

xxi



List of Tables

5.9 Confusion matrix for classifying RBD(-)PLMS(-), RBD(+) and RBD(-)PLMS(+) par-
ticipants when normalized MA features were used. Results are shown for all participants
and for PD(-)/PD(+) participants in parentheses. . . . . . . . . . . . . . . . . . . . . 80

5.10 Distribution of the 8 MAFs used for statistical analysis across the participants as mean
and one standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.11 Classification performances in the Danish and German cohorts . . . . . . . . . . . . . 82
5.12 Normalizing factors (N) calculated for all the MAFs. . . . . . . . . . . . . . . . . . . . 83

6.1 Comparison of the performances achieved by the proposed algorithm (when all epochs
and only the certain ones were included) to the performances achieved by previous
studies in similar cohorts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.2 Classification performances achieved by the proposed algorithm when all epochs (i.e.
certain and uncertain) were included. . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.3 Classification performances achieved by the proposed algorithm when only certain
epochs were included. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.4 Demographic information of the cohort for identification of RBD and prodromal RBD
in PD patients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

6.5 Group classification at FU evaluation for the cohort studied. . . . . . . . . . . . . . . 101
6.6 Performances of the automated macro-sleep staging algorithm compared to manual

sleep annotations when only certain epochs were considered . . . . . . . . . . . . . . . 111
6.7 Performance of the proposed machine learning system in the training and validation

datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.8 Distribution of the features selected in at least half of the 50 optimal models. . . . . . 114

xxii



Acronyms

AASM American Academy for Sleep Medicine.

AD Alzheimer’s disease.

AHI Apnea/hypopnea index.

BF Basal forebrain.

CNN Convolutional neural network.

CV Cross-validation.

CWT Continuous wavelet transform.

DCSM Danish Center for Sleep Medicine.

DLB Dementia with Lewy bodies.

DMH Dorsomedial hypothalamic nucleus.

DRN Dorsal raphe nucleus.

DS Dempster-Shafer.

DT Decision tree.

DWT Discrete wavelet transform.

ECG Electrocardiography.

EEG Electroencephalography.

EMG Electromyography.

EOG Electrooculography.

FDS Flexor digitorum superficialis.

FRI Frandsen index.

FU Follow-up.

xxiii



ACRONYMS

GP Gaussian process.

HC Healthy control.

ICSD International classification of sleep disorders.

iRBD Isolated/idiopathic RBD.

iRSWA Isolated RSWA.

KDE Kernel density estimator.

KEI Kempfner index.

LB Lewy bodies.

LC Locus coeruleus.

LDT Laterodorsal tegmental nucleus.

LHA Lateral hypothalamic area.

LM Limb movement.

lMAI Long muscle activity index.

LPT Lateral pontine tegmentum.

MA Muscular activity.

MAF Muscular activity feature.

MnPO Median preoptic nucleus.

MSA Multiple system atrophy.

N1 NREM 1.

N2 NREM 2.

N3 NREM 3.

NDD Neurodegenerative disease.

nPLM Non PLM.

NREM Non-REM.

PB Parabrachial nucleus.

PC Precoeruleus nucleus.

PD Parkinson’s disease.

PD+RBD PD patient(s) with RBD.

xxiv



ACRONYMS

PD+RBE PD patient(s) with RBEs.

PDD PD dementia.

PDnonRBD PD patient(s) without RBD.

PLM Periodic limb movements.

PLMD PLM disorder.

PLMS PLM during sleep.

POA Preoptic area.

PPT Pedunculopontine tegmental nucleus.

PSG Polysomnography.

RAI REM atonia index.

RBD REM sleep behavior disorder.

RBE REM behavioral event.

RBF Radial basis function.

REM Rapid eye movement.

RF Random forest.

RSWA REM sleep without atonia.

SCN Suprachiasmatic nucleus.

SLD Sublaterodorsal nucleus.

sMAI Short muscle activity index.

STREAM Supra-threshold REM activity metric.

SVM Support vector machine.

TIB Time in bed.

TIBL Anterior tibialis left.

TIBR Anterior tibialis right.

TMN Tuberomammillary nucleus.

TST Total sleep time.

v-PSG Video PSG.

vlPAG Ventrolateral periaqueductal gray.

VLPO Ventrolateral preoptic nucleus.

xxv



ACRONYMS

vM Ventral medulla.

vPAG Ventral periaqueductal gray.

W Wakefulness.

WT Wavelet transform.

xxvi



Chapter 1

Introduction

Parkinson’s disease (PD) is the second most common neurodegenerative disease (NDD) after
Alzheimer’s disease (AD) and it has a prevalence of 3% in the elderly over 80 years old [1]. Currently,
no drugs or neuroprotective agents are available to cure PD [2]. Because of the increasing number
of elderly worldwide, the global burden of PD has more than doubled in the last three decades,
thus making PD one of the leading sources of disability in the world [3].

Currently, no objective tests are available to diagnose PD, but the diagnosis is based on the
presence of motor symptoms, including bradikynesia, resting tremor and/or rigidity [4, 5]. The
manifestation of motor symptoms is due to the loss of at least 70% of the dopaminergic neurons
located in the substantia nigra [6] and evidence has shown that the neurodegeneration is already in
an advanced stage at the time of motor manifestations [7, 8].

In the last decades, research studies have shown that PD has a relatively long pre-motor phase
in which some autonomic, olfactory, sleep, cognitive and neuropsychiatric abnormalities might be
observed [9]. Among these, a sleep disorder known as rapid eye movement (REM) sleep behavior
disorder (RBD), in its idiopathic/isolated form (iRBD), has proven to be by far the strongest
biomarker of later development of PD [10, 11, 12]. RBD is a disease characterized by abnormal
increase in muscular activity during REM sleep (REM sleep without atonia - RSWA) and by dream
enactment [10]. To diagnose RBD, a video-polysomnography (v-PSG) is required and this comprises
the simultaneous recording of video and electrophysiological signals, including electroencephalog-
raphy (EEG), electrooculography (EOG), electromyography (EMG), electrocardiography (ECG)
and respiratory signals. Currently, data recorded during v-PSG are visually analyzed and scored
manually by following non-uniquely defined international rules [13]. Because of this, diagnosis of
RBD is not only time-consuming, but also prone to subjectiveness.

Recent studies have also found that RBD in PD patients might be preceded by a stage where
some minor abnormal behaviors are present in REM sleep, but no abnormal muscular activity is
seen [14, 15]. This stage is referred as prodromal RBD. Despite this finding has been reported in
PD patients only, it supports the idea that neurodegeneration is a continuous process and has the
potential to enable the identification of neurodegeneration in its very early stages in the future.
Also in this case, prodromal RBD can be identified only by visual time-consuming and subjective
analysis.

Automatic algorithms applied to signals recorded during v-PSG can dramatically help to provide
fast, precise and objective identification of RBD and prodromal RBD. Moreover, automatic methods
have the potential to reveal hidden signal patterns and identify new biomarkers, thus providing a
better characterization of the diseases under investigation. Fig. 1.1 shows an overview of some
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possible approaches to design automatic algorithms for identification of patients with RBD and
prodromal RBD from v-PSG. The approaches that were investigated in this thesis are highlighted.

The fast and objective identification and characterization of patients with early neurodegen-
eration has the potential to identify a homogeneous patient group which can be the target for
administration of neuroprotective agents, with the aim of slowing down or even stopping the
evolving neurodegeneration.

The research presented in this thesis focuses only on identification of RBD as an early neurode-
generation by using electrophysiological signals recorded during sleep. It has to be acknowledged
that many other research groups do focus on identification of early neurodegeneration with other
biomarkers, including clinical observations, brain imaging, and blood/cerebrospinal fluid/tissue
biomarkers [16, 17].

DTU Date Title 27 27 

1. Input data

2. Feature extraction

3. Feature selection

4. Training

5. Output

Video EEG EOG EMG 
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automated 

Semi-
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Single 
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Ensemble of 
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Identification 
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ECG Respiration signals 
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Figure 1.1: Possible approaches for identification of patients with RBD and prodromal RBD with
automatic analysis of data recorded during v-PSG. The data acquisition is followed by feature
extraction, which can be either fully or semi-automated (meaning that input from humans are
required in the latter case). The whole set of features or a subset of it is then given as input to
train a machine learning system, which can consist of a single classifier or an ensemble of classifiers.
Deep learning techniques combine the steps of feature extraction, feature selection and training.
The output corresponds to the identification of a patient with prodromal RBD or with RBD. The
red line represents the path followed in current thesis to identify patients with RBD. The blue line
represents instead the path followed in current thesis to identify RBD and prodromal RBD in PD
patients.

1.1 Problem statement

Prodromal RBD and RBD are considered early stages of PD and identification of patients
suffering from these disorders is of utmost importance to define target groups for neuroprotective
trials aiming at slowing down or even stopping the ongoing neurodegeneration. Current methods
for their identification rely on visual and manual analysis of video and electrophysiological signals
recorded during sleep, making diagnosis of RBD and prodromal RBD time-consuming and subjective.
Automated methods have the potential to identify patients with RBD and prodromal RBD faster
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and objectively, helping to characterize these target groups more clearly for future neuroprotective
trials.

1.2 Thesis research questions and objectives

Taking into account the motivation and the problem statement described above, the following
thesis research questions and objectives were defined:

• Thesis research question 1: Some automatic methods have already been developed to
identify patients with RBD [18, 19, 20, 21, 22, 23, 24, 25, 26] based on the automatically
detected level of RSWA. However, a formal comparison of them is lacking. The following
thesis research question was therefore defined:
Which one of the available automated methods is the optimal one to identify
patients with RBD?
Thesis objective 1: To perform an objective comparison of the currently available automated
methods to identify the one(s) achieving the highest performances for identifying patients
with RBD.

• Thesis research question 2: Most of the previously described automated methods are
based on traditional programming techniques. This means that they implement a set of
human-defined rules for RBD identification. Moreover, their robustness to inter-clinical
variability has rarely been proven. Machine learning techniques, due to their data-driven
nature, are potentially superior to traditional programming approaches [27], therefore the
following research question was defined:
Can a new automated method, based on machine learning techniques applied to
EMG signals, overcome the currently available ones to identify RBD? Is such a
method robust to inter-clinical variability?
Thesis objective 2: To develop and validate on different databases an automated data-
driven method that identifies abnormal muscular activity using machine learning techniques
applied to EMG signals. Such method should be robust and should diagnose RBD with
higher performances compared to previously developed automated methods.

• Thesis research question 3: The progression from prodromal RBD to RBD is a recent
finding and has been proven in PD patients [14], but has the potential to be valid also in
subjects without overt PD [15]. As prodromal RBD has been shown not to be characterized
by RSWA, an objective method for its identification and characterization could be based on
EEG and EOG signals. From this, the following research question was defined:
Can an automated machine learning-based method, built on EEG and EOG sig-
nals, identify and characterize RBD and prodromal RBD in PD patients?
Thesis objective 3: To develop an automated data-driven method that, based on EEG and
EOG signals, can identify and characterize RBD and prodromal RBD in PD patients.

1.3 Thesis outline and contributions

The research content of this thesis is structured in three parts, each of them attempting to
answer one of the three thesis research questions. These parts are articulated in four Chapters.
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Besides these chapters, the thesis contains this introduction, a clinical background, a conclusive
Chapter and a final Chapter outlining possible ways for future work.

Chapter 2 provides a clinical background on PD, sleep and RBD to help the understanding of
the rest of the thesis.

Chapter 3 describes the formal comparison of the currently available automated methods for
identifying RBD. This Chapter addresses thesis objective 1.

Chapter 4 presents a preliminary study for the development of a new machine learning based
method to identify RBD. In particular, this study focuses on the identification of limb movements
during sleep. This Chapter partly addresses thesis objective 2.

Chapter 5 presents the development of a new data-driven machine learning method to identify
RBD based on abnormal muscular activity during sleep, and its validation on different databases.
This Chapter addresses thesis objective 2.

Chapter 6 presents the development and validation of a fully automated machine learning
method that, based on EEG and EOG signals, can identify and characterize RBD and prodromal
RBD in PD patients. This Chapter addresses thesis objective 3.

Chapter 7 concludes the thesis by summing up the main results.
Chapter 8 outlines future research perspectives in the field of automatic identification and

characterization of patients with RBD and prodromal RBD.

The scientific content of this thesis is mainly based on four journal papers (three accepted and
one submitted) and two accepted conference papers, listed here below:

Journal papers:

• M. Cesari, J. A. E. Christensen, L. Kempfner, A. N. Olesen, G. Mayer, K. Kesper, W. H.
Oertel, F. Sixel-Döring, C. Trenkwalder, H. B. D. Sorensen, and P. Jennum, "Comparison of
computerized methods for rapid eye movement sleep without atonia detection", Sleep, vol. 41,
no. 10, pp. zsy133, 2018.

• M. Cesari, J. A. E. Christensen, F. Sixel-Döring, C. Trenkwalder, G. Mayer, W. H. Oertel,
P. Jennum, and H. B. D. Sorensen, "Validation of a new data-driven automated algorithm
for muscular activity detection in REM sleep behavior disorder", Journal of Neuroscience
Methods, vol. 312, pp. 53-64, 2019.

• M. Cesari, J. A. E. Christensen, H. B. D. Sorensen, P. Jennum, B. Mollenhauer, M.-L.
Muntean, C. Trenkwalder, and F. Sixel-Döring, "External validation of a data-driven algorithm
for muscular activity identification during sleep", Journal of Sleep Research, In press, 2019.

• M. Cesari, J. A. E. Christensen, M.-L. Muntean, B. Mollenhauer, F. Sixel-Döring, H. B.
D. Sorensen, C. Trenkwalder, and P. Jennum, "A data-driven system to identify REM sleep
behavior disorder and to predict its progression from the prodromal stage in Parkinson’s
disease", Submitted, 2019.

Conference papers:

• M. Cesari, J. A. E. Christensen, P. Jennum, and H. B. D. Sorensen, "Probabilistic data-driven
method for limb movement detection during sleep", Proceedings of the 40th International
Conference of the IEEE Engineering in Medicine and Biology Society, vol. 2018, pp. 163-166,
2018.
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• M. Cesari, J. A. E. Christensen, F. Sixel-Döring, M.-L. Muntean, B. Mollenhauer, C.
Trenkwalder, P. Jennum, and H. B. D. Sorensen, "A clinically applicable interactive micro and
macro-sleep staging algorithm for elderly and patients with neurodegeneration", Proceedings
of the 41st International Conference of the IEEE Engineering in Medicine and Biology Society,
In Press, 2019.

In addition, during the Ph.D. project the following publications were co-authored:

• M. Cesari and P. Jennum, "Selective polysomnographic findings in REM sleep behavior
disorder (RBD) and Parkinson’s disease", Rapid-eye-movement Sleep Behavior Disorder,
Springer, Cham, pp. 271-279, 2018.

• A. N. Olesen, M. Cesari, J. A. E. Christensen, H. B. D. Sorensen, E. Mignot, and P. Jennum,
"A comparative study of methods for automatic detection of rapid eye movement abnormal
muscular activity in narcolepsy", Sleep Medicine, vol. 44, pp. 97-105, 2018.

• A. B. Klok, J. Edin, M. Cesari, A. N. Olesen, P. Jennum, and H. B. D. Sorensen, "A
new fully automated random-forest algorithm for sleep staging", Proceedings of the 40th

International Conference of the IEEE Engineering in Medicine and Biology Society, vol. 2018,
pp. 4920-4923, 2018.
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Chapter 2

Clinical background

Chapter main objectives: α-synucleinopathies are the second most common neurodegenera-
tive diseases in elderly population and pharmaceutical research is focusing on developing effective
neuroprotective treatments. Idiopathic/isolated rapid eye movement (REM) sleep behavior disorder
(RBD) is the strongest early biomarker of α-synucleinopathies. Therefore, its identification plays an
important role in the perspective of slowing down or even blocking α-synucleinopathies in their
early stages.

This chapter aims to briefly introduce the pathophysiology of Parkinsonian neurodegenerative
diseases, the structure and physiology of normal sleep and how this is disrupted in patients suffering
from RBD. Finally, the current challenges in identification and characterization of RBD are
presented.

2.1 Parkinson’s disease and α-synucleinopathies

Neurodegenerative diseases (NDDs) are a common and growing cause of mortality, morbibity
and cognitive impairment in the elderly population [1]. Among NDDs, Alzheimer’s disease (AD) is
the most common one, affecting up to 50% of the people older than 85 years old [28]. Following
AD, Parkinson’s disease (PD) is the second most common NDD with a prevalence of 0.3% in
the general population, 1% in the people over 60 years old, and 3% in the elderly over 80 years
old [1]. PD belongs to the group of NDDs known as α-synucleinopathies, which include also
dementia with Lewy bodies (DLB), PD dementia (PDD) and multiple system atrophy (MSA)
[1]. Clinically, α-synucleinopathies are characterized by chronic and progressive decline in motor,
cognitive, behavioural, and autonomic functions [29]. From a pathological point of view, they are
defined by abnormal neural depositions of Lewy bodies (LB), which are aggregates of a protein
known as α-synuclein, of which the role has not been cleared yet [30].

PD is the most common among the α-synucleinopathies and its core pathologic feature is the
loss of dopaminergic neurons in the substantia nigra pars compacta due to LB depositions [1]. No
objective tests for diagnosing PD are currently available, and the diagnosis is based on clinical motor
symptoms, including bradykinesia, in combination with either rest tremor, rigidity, or both [4, 5].
For giving PD diagnosis, these clinical factors should be accompanied by additional supporting
criteria defined by international standards [4, 5]. It has been observed that the typical motor
symptoms of PD occur when at least 70% of the dopaminergic neurons in the substantia nigra have
been lost [6].

Treatment includes mainly dopaminergic drugs and deep brain stimulation devices which,
however, are purely symptomatic and aim to reduce the burden of the motor symptoms of
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Parkinsonism [1]. However, pharmaceutical research is ongoing to develop neuroprotective drugs
aiming to slow down the neurodegeneration and, potentially, to stop it [31, 32].

2.1.1 Progression of Parkinson’s disease from its prodromal stages

Patients suffering from PD do not show motor symptoms only, but are often characterized by
autonomic, olfactory, sleep, cognitive and neuropsychiatric abnormalities which can occur either
after disease onset, or even before. The evolution and progression of these non-motor symptoms,
together with pathophysiological findings, support the so-called Braak’s staging, a model describing
the temporal progression of α-synuclein pathology [7, 8, 9]. According to Braak and colleagues, PD
progression follows a brainstem path, starting in the dorsal motor nucleus and progressing to the
higher structures of the brain. This progression could be divided into six different stages, which are
depicted in Fig. 2.1 [7, 8, 9, 33, 34]:

• Stage 1: The dorsal motor nucleus of the vagus nerve and the anterior olfactory nucleus
complex are affected by the α-synuclein pathology. This stage is thought to correspond to the
development of gastrointestinal and cardiovascular dysfunctions and hyposmia.

• Stage 2: The neurodegeneration spreads to the sublaterodorsal and precoeruleus region, to
the magocellular reticular formation, the raphe nucleus and the locus coeruleus. This is
considered to be related to the development of rapid eye movement (REM) sleep behavior
disorder (RBD), obesity and depression.

• Stage 3: The substantia nigra, pedunculopontine nucleus and amygdala are involved and the
typical clinical features of unilateral tremor, rigidity, akinesia and postural instability are
thought to appear.

• Stage 4: The neurodegeneration spreads to the temporal mesocortex, which is likely to cause
bilateral manifestations of the motor symptoms.

• Stage 5: The α-synuclein pathology involves some structures of the neocortex. Such an
involvement could be related to the development of autonomic dysfunction, gait disturbances
and impaired balance.

• Stage 6: Finally, the neurodegeneration spreads to the entire neocortex, which may cause
cognitive decline and development of dementia.

Stages 1 and 2 are considered the stages of the pre-motor phase of PD (also known as prodromal
PD), as the key motor signs of Parkinsonism have not appeared yet. The challenge for investigators
and scientists is to identify patients with high accuracy and precision in the early stages of
neurodegeneration, before the appearance of Parkinsonism. Such identification will allow to extend
the ongoing (and future) neuroprotective trials, with the aim of slowing down or even stopping the
α-synuclein pathology in its earliest stages [9].

Braak’s staging is considered the most robust model of progression of neurodegeneration in
α-synucleinopathies [36]. However, PD is a highly heterogeneous disease, with respect to early
biomarkers as well as later clinical outcomes [37]. Recent studies have pointed out that one of
the possible causes of the heterogeneity is that the progression of α-synuclein pathology does not
necessary follow the brainstem route that Braak and colleagues have described. Currently, it is
thought that PD may follow three different routes, depicted in Fig. 2.2 [37]. Besides the brainstem
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Figure 2.1: Braak’s hypothesis of PD development. Adapted from [33] with permission from
Elsevier. Adapted from [35] with permission from Springer.

route described by Braak and colleagues [7, 8] (Fig. 2.2a), the olfactory to limbic route [38] (Fig.
2.2b), and the cognitive route [39] (Fig. 2.2c) have been proposed. These different routes can
explain, at least in part, the heterogeneous picture of PD and support the idea that different PD
phenotypes exist [37, 40].

2.1.2 Isolated/idiopathic RBD as the strongest biomarker of prodromal PD

Despite different possible routes of spreading of α-synuclein, the brainstem route is thought
to be the most common [36]. Following this route, RBD in its idiopathic/isolated form (iRBD)
is one of the non-motor features expected to appear in prodromal stages of PD. RBD is a sleep
disorder characterized by dream enactment and loss of muscular atonia during REM sleep, which
has been first described in 1986 [10]. Among other biomarkers, iRBD is considered by far the
strongest biomarker of prodromal stage of α-synucleinopathies [41] (including PD, DLB and MSA
[15, 42]). This has been confirmed by the following findings. First, several follow-up studies have
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(a) Brainstem route. (b) Limbic to olfactory route. (c) Cognitive route.

Figure 2.2: Possible routes of spread of α-synuclein pathology. Adapted from [37].

shown that iRBD patients, especially men > 50 years old, convert to a α-synucleinopathy with a
mean conversion time of around 10 years from RBD onset [11, 12, 43, 44]. A recent multicenter
study has observed that the overall conversion rate from iRBD to a α-synucleinopathy was 6.3%
per year and that 73.5% of the patients converted after 12 years from RBD onset [12]. Second,
post-mortem neurophysiological studies have shown deposition of α-synuclein in the brainstem in
iRBD patients [45].

Evidence suggests that correct identification of patients with iRBD has the potential to identify
a target group of patients with early neurodegeneration. This thesis will focus on this sleep disorder,
with the aim of providing efficient tools for identifying and characterizing this target patient group.
To better understand this sleep disorder, the following sections will describe the physiology of sleep
more in detail, in particular, how it is analyzed and the clinical appearance and pathophysiology of
RBD.

2.2 Sleep structure and physiology

Significant amount of research in neurology and psychiatry has been focusing on trying to
understand the neuroanatomy and physiology of sleep [46]. However, our current knowledge still
lacks the understanding of many mechanisms regulating sleep, and the overall sleep purpose has
not been fully understood [46].

2.2.1 Electrophysiological structure of sleep

The clinical tool used to analyze sleep is polysomnography (PSG) which consists of the con-
comitant recording of electrophysiological signals including electroencephalography (EEG), elec-
trooculography (EOG), chin and leg electromyography (EMG), airflow signals, respiratory effort
signals, oxygen saturation and electrocardiography (ECG). Table 2.1 provides an overview of the
technical requirements for EEG, EOG and EMG in a PSG recording, according to the most recent
version of the American Academy for Sleep Medicine (AASM) scoring manual [13] and Fig. 2.3
shows the placement of the electrodes. The channels M1 and M2 are usually referred also as A1
and A2, respectively, and the channels E1 and E2 as LOC (left outer canthus) and ROC (right
outer canthus), respectively.

For identification of some specific pathologies, PSG can be accompanied by video recording
(video-PSG, v-PSG). According to AASM, data recorded during a PSG are arbitrarily divided
into non-overlapping 30-s sleep epochs which are manually scored either as wakefulness (W), REM
sleep or one of the three stages of non-REM (NREM) sleep (N1, N2, N3) [13]. The manual scoring
of sleep stages relies on the identification of specific patterns in the EEG, EOG and chin EMG
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Signals Channels Min Fs Filter

EEG Required: F4-M1, C4-M1, O2-M1 (Fig. 2.3a).
Backup: C3-M2, F3-M2, O1-M2 (Fig. 2.3a).

200 Hz 0.3-35 Hz

EOG Required: E1-M2 and E2-M2 (accepted E2-M1) (Figs.
2.3a and 2.3b).

200 Hz 0.3-35 Hz

EMG Chin EMG (required): three electrodes (Fig. 2.3c).
Anterior tibialis EMG (required): two electrodes on
both legs (Fig. 2.3d).
Flexor digitorum superficialis EMG (optional): two
electrodes on both arms (Fig. 2.3e).

200 Hz 10-100 Hz

Table 2.1: Technical specification for recording of EEG, EOG and EMG in PSG according to
AASM [13]. Min Fs represents the minimum sampling frequency and filter the usual band-pass
filters applied to the signals for their analysis.

(a) EEG derivations.

(b) EOG channels.

(c) Chin EMG channels.

(d) Anterior tibialis EMG channels.

(e) Flexor digitorum superficialis EMG channels.

Figure 2.3: Locations of the EEG, EOG and EMG electrodes during PSG according to AASM [13].
All figures are taken from the AASM manual [13] with permission from AASM publisher.
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signals. Fig. 2.4 shows an example of the typical patterns seen in the five sleep stages. The
electrophysiological patterns and physiological aim of each stage are [13, 47]:

EEG

W

N1

N2

REM

N3

EMGEOG

Figure 2.4: Typical patterns characterizing the five sleep stages. The three EEG derivations are
F4-A1, C4-A1 and O2-A1 (Fig. 2.3a), and the two EOG channels are ROC-A1 and LOC-A2 from
top to bottom (Fig. 2.3b). The EMG channel is the chin EMG derived as the difference between
chin1 and chin2 signals (Fig. 2.3c).

• W: During wakefulness the EEG is typical low in amplitude and alpha rhythm (8-13 Hz) is
dominant over the occipital region with closed eyes. EOG signals are characterized by eye
blinks, rapid or reading eye movements. The chin EMG is typically high in tone with variable
amplitude.

• N1: This sleep stage has a transitional role from wakefulness to deeper sleep and constitutes
2-5% of the total sleep time. The EEG is typically characterized by a reduction of alpha
waves, low-amplitude waves with theta rhythm (4-7 Hz) and vertex sharp waves (sharply
contoured waves with duration lower than 0.5 s). EOG signals present slow eye movements
and there is a reduction of tone in the chin EMG compared to W.

• N2: Essential restorative functions and memory consolidation are thought to occur during
N2 sleep, which constitutes approximately 45-55% of the total sleep time, and usually follows
N1 sleep. The EEG is characterized by mixed frequencies, K-complexes (evident negative
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waves followed directly by a positive component and lasting more than 0.5 s, more evident in
frontal derivations) and sleep spindles (trains of sinusoidal waves with frequency 11-16 Hz
and longer than 0.5 s, which are more evident in frontal and central derivations). The EOG
signals usually show slow eye movements or absence of eye movements and the chin EMG
has lower amplitude than in N1 sleep.

• N3: This stage corresponds to deep sleep and usually follows N2 sleep, constituting about
13-25% of the total sleep time. The EEG is characterized by high-amplitude slow-waves (0.5-2
Hz), typically more evident in frontal derivations. The EOG shows no eye movements, but
artifacts from the frontal EEG might be present. Chin EMG usually exhibits a lower tone
than N2 sleep.

• REM: This is the stage associated with most of night dreaming and constitutes 20-25% of
the total sleep time. The EEG signals are characterized by low-amplitude, mixed-frequency
activity without K-complexes or sleep spindles. Sometimes, sawtooth waves (trains of sharply
contoured or triangular waves at 2-6 Hz) are present. Rapid eye movements characterize the
EOG signals and the chin EMG signal has lower activity than any other sleep stages (referred
as atonia). Short transient of muscular activity (< 0.25 s) might be present.

Typically, during one night sleep a healthy subject experiences 3 to 5 sleep cycles, consisting of
the sequence of N1, N2, N3 and REM sleep. The sequence of scored 30-s sleep epochs constitutes a
hypnogram, which is a compact representation of the overall sleep structure. Fig. 2.5 shows an
example of a hypnogram of a healthy control subject, where the sequence of sleep cycles can be
appreciated. In a healthy young subject, it is normally seen that N3 sleep is more present at the
beginning of the night, while REM sleep more is more present towards the end [47].

0 200 400 600 800 1000

Epoch

N3

N2

N1

REM

W
 Lights off Lights on 

Figure 2.5: Hypnogram of a healthy male subject of 40 years. "Lights off" and "Lights on" labels
are subject-reported time-points.

2.2.2 Neural regulation of sleep

Sleep is regulated by a number of neural structures interacting between them in a complex
manner, suggesting that sleep is a globally coordinated but locally regulated phenomenon [46, 48, 49].
Fig. 2.6 shows the brain areas that are involved in wakefulness and sleep regulation located in the
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brainstem and midbrain areas. Current research and evidence suggest the presence of two switch
systems that control transitions i) between wakefulness and sleep, and ii) between NREM and
REM sleep, respectively [49].

Figure 2.6: Location of the brain structures involved in the wake/sleep regulation. Colors indicate
the predominant role played by each structure: red for wake and arousal, blue for sleep, green for
REM sleep, purple for circadian regulation, and multicolored for mixed activity. BF: basal fore-
brain; DMH: dorsomedial hypothalamic nucleus; DRN: dorsal raphe nucleus; LC: locus coeruleus;
LDT: laterodorsal tegmental nucleus; LHA: lateral hypothalamic area; PB/PC: parabrachial/pre-
coeruleus nucleus; POA: preoptic area (containing ventrolateral and median preoptic nuclei - VLPO
and MnPO); PPT: pedunculopontine tegmental nucleus; SCN: suprachiasmatic nucleus; SLD:
sublaterodorsal nucleus; TMN: tuberomammillary nucleus; vlPAG/LPT: ventrolateral periaque-
ductal gray/lateral pontine tegmentum; vM: ventral medulla; vPAG: ventral periaqueductal gray.
Reprinted from [46] with permission from Elsevier.

Wake-sleep switch

Fig. 2.7 shows the structures that are involved in the wake-sleep switch. Two pathways
promoting wakefulness can be identified (Fig 2.7a). More specifically, the dorsal cholinergic pathway
originates in the laterodorsal and pedunculopontine tegmental nuclei (LDT and PPT) and proceeds
up to the thalamus, while the ventral monoaminergic pathway projects from the locus coeruleus
(LC), parabrachial nucleus (PB), precoeruleus area (PC), dorsal raphe nucleus (DRN), ventral
peroaqueductal gray (vPAG), and tuberomammillary nucleus (TMN) to the hypothalamus, basal
forebrain (BF) and cerebral cortex. Orexin neurons located in the lateral hypothalamus reinforce
the wakefulness promotion by directly exciting both pathways as well as BF and the cerebral cortex
[46, 48, 49].

The main pathway promoting sleep originates in the ventrolateral (VLPO) and median (MnPO)
preoptic nuclei, which are located in the preoptic area (POA). These nuclei project to the wake-
promoting pathways and are able to inhibit them (Fig. 2.7b), but at the same time the two
wake-promoting systems are also able to inhibit the VLPO and MnPO. Overall, these mutual
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inhibition pathways are the basis of the wake-sleep switch, which is able to generate fast and
complete transitions between these two states (Fig. 2.7c) [46, 48, 49].

(a) Wake promotion. (b) Sleep promotion. (c) Wake-sleep switch.

Figure 2.7: Structures and connections involved in the wake-sleep switch. (a) Two wake-promoting
pathways can be recognized. The dorsal one (aqua) originates in the LDT/PPT and projects to
the thalamus, and the ventral one (dark green) originates in the LC/PB/PC/DRN/vPAG/TMN
and projects to the BF, hypothalamus and cerebral cortex. The orexin neurons (blue) reinforce
both pathways and excite the cerebral cortex and BF. (b) VLPO and MnPO inhibit the wake-
promoting pathways, thus inducing sleep. (c) The wake-promoting structure can also inhibit the
sleep-promoting ones, thus creating a wake-sleep switch. Reprinted from [49] with permission from
Elsevier.

REM-NREM switch

Fig. 2.8 shows how the REM-NREM sleep switch is organized and regulated. The upper pons
contains two populations of neurons that mutually inhibit each other to promote transitions between
REM and NREM sleep (Fig. 2.8a). More specifically, REM-off neurons located in the ventrolateral
periaqueductal gray (vlPAG) and in the lateral pontine tegmentum (LPT) fire to promote NREM
sleep and have an inhibitory effect on the REM-on neurons located in the sublaterodorsal nucleus
(SLD) and in the PC, which reciprocally fire to promote REM sleep and inhibit the NREM sleep
promoting structures. This mutual inhibition is the basis of the REM-NREM sleep switch, which
generates fast and complete transitions between the two sleep states. The switch to REM sleep is
additionally regulated by a series of other structures and mechanisms (Fig. 2.8b). In particular,
neurons located in the LC and DRN inhibit REM sleep by exciting REM-off neurons and by
inhibiting REM-on neurons, and become silent during REM sleep. Opposite effects are produced
by the neurons located in the LDT and PPT nuclei. Moreover, orexin neurons inhibit entering
REM sleep by exciting REM-off neurons, while VLPO neurons contribute to the initiation of REM
sleep by inhibiting the same target. Once REM sleep is entered, the REM-on neurons located in
the SLD and PC activate pathways leading to the typical REM EEG waveforms (Fig. 2.4) and
activate medullary and spinary interneurons, which have the effect of inhibiting motor neurons,
thus causing the typical REM atonia (Figs. 2.8c and 2.4) [46, 49].

This brief overview of the mechanisms involved in sleep regulation documents that sleep is a
complex system that is globally coordinated but locally regulated [46]. Many wake-sleep disorders
(including insomnia, narcolepsy and other disorders associated with fragmented sleep) have been
related to disruption or damage of this system, but knowledge in this field is still limited [50].
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(a) REM-NREM sleep switch. (b) REM sleep promotion.
(c) REM sleep atonia generation.

Figure 2.8: Structures and connections involved in the REM-NREM sleep switch. (a) REM-on
(red) and REM-off (gold) neurons have mutually inhibition roles to promote transitions from REM
to NREM sleep and vice-versa. (b) A series of neural regulations are involved to promote REM
sleep. These include: neurons located in LC and DRN (activating REM-off neurons and inhibiting
REM-on neurons), neurons located in LDT and PPT (having the opposite effect), orexin neurons
(inhibiting REM sleep by activating REM-off neurons) and neurons located in the VLPO (inhibiting
REM-off neurons). (c) During REM sleep, REM-on neurons fire neurons in the BF, generating
REM EEG waves. At the same time,they activate medullary and spinal inter-neurons, which inhibit
α-motor neurons, thus producing the typical REM atonia. Reprinted from [49] with permission
from Elsevier.

2.2.3 Sleep changes related to aging

Sleep patterns and structure change continuously and considerably with age. The main changes
include how sleep is initiated and maintained, the percentage of sleep spent in each sleep stage and
sleep efficiency (i.e. how well sleep is maintained) [47]. Fig. 2.9 shows the trend of sleep evolution
related to aging [51]. Elderly people are characterized by longer sleep latency (the time necessary
to fall asleep), shorter overall sleep duration, increased sleep fragmentation (more transitions to
wakefulness and lighter sleep stages), increased time spent awake after sleep onset, reduction of
time spent in N3 sleep (which mainly affects men [52]), and shorter and fewer sleep cycles [53].
Neurophysiological studies have documented disruption of the structures involved in the wake-sleep
regulation, including the orexin neurons and neurons located in the LC [53], which might be the
cause of the increased sleep instability. However, changes in circadian regulation, as well as exercise
reduction and irregular meal times might also contribute to the sleep disruption seen in elderly [47].

In addition to the changes seen at a macro-sleep level, several changes occur also at a micro-sleep
level, including morphological changes in slow waves and sleep spindles during NREM sleep [53].
More specifically, a reduction of amplitude and density of slow wave activity is seen and it is
particularly appreciated in the frontal lobe [54]. Moreover, elderly are characterized by a reduction
in density and duration of sleep spindles [53].

All the sleep changes related to aging at both macro- and micro-structural level are thought
to indicate a natural age-related neurodegeneration process, involving brain areas controlling and
regulating sleep [53].

2.3 REM sleep behavior disorder

REM sleep behavior disorder (RBD) is a parasomnia characterized by vocalizations, jerks and
motor behaviors during REM sleep, often associated with REM-related dream content [10]. Typical
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Figure 2.9: Sleep changes in relation to ageing. The graph shows the time of sleep latency, time
spent awake after sleep onset (WASO) and the time in different sleep stages (SWS is slow wave
sleep, corresponding to N3 sleep). The time (ordinates) is expressed in minutes and the age in
years. Reprinted from [51] with permission of Oxford University Press.

clinical signs of RBD range from unnoticed sleep disruption to severe self-injurious behaviors and/or
injuries to bed partners [15]. A recent study has found that RBD has a prevalence of 1.06% in the
general population [55].

RBD has been categorized into idiopathic (or isolated [15]) RBD (iRBD) and symptomatic
(or secondary) RBD. The former is so called because it occurs in the absence of associated
comorbidities, and the latter is so called because it is associated with neurodegenerative disorders,
medications (in particular antidepressants), narcolepsy type 1 or brainstem lesions [15, 42]. Among
neurodegenerative disorders, secondary RBD is associated with α-synucleinopathies, including PD
(33-46% of patients [56, 57]), DLB (80% of patients [58]) and MSA (up to 100% of patients [59]).

2.3.1 Diagnosis according to international standards

According to the third edition of the International Classification for Sleep Disorders (ICSD-3),
RBD can be diagnosed if the following criteria are met [60]:

• Repeated episodes of sleep related vocalization and/or complex motor behaviors. 1 2

• These behaviors are documented by PSG to occur during REM sleep or, based on clinical
history of dream enactment, are presumed to occur during REM sleep.

• PSG recording demonstrates REM sleep without atonia (RSWA). 3

• The disturbance is not better explained by another sleep disorder, mental disorder, medication,
or substance use.

1This criterion can be fulfilled by observations of repetitive episodes during a single night of v-PSG
2The observed vocalizations or behaviors often correlated with simultaneously occurring dream mentation, leading

to the frequent report of "acting out one’s dreams".
3As defined by the guidelines for scoring PSG features of RBD in the AASM manual for the scoring of sleep and

associated events [13].
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From the ICSD-3 criteria, it emerges that the electrophysiological hallmark of RBD is the lack
of atonia during REM sleep. According to AASM manual [13], two types of muscular activity can
be identified during REM sleep:

• Tonic EMG activity (Fig. 2.10a): a REM sleep epoch is scored as having tonic EMG activity
if at least 50% of the duration has chin EMG amplitude greater than the minimum amplitude
demonstrated during NREM sleep.

• Phasic EMG activity (Fig. 2.10b): a REM sleep epoch is scored as having phasic EMG
activity if at least five out of ten 3-s mini-epoch contain bursts of transients activity with
duration of 0.1-5 seconds and amplitude at least 4 times higher than the background EMG
activity.

Finally, the ICSD-3 recommends RBD diagnosis when more than 27% of REM 30-s sleep epochs
are identified as having any (i.e. tonic/phasic) chin EMG activity combined with bilateral phasic
activity of the flexor digitorum superficialis (FDS) muscles [60]. However, the recording of FDS
EMG activity is considered optional in the AASM manual [13].

2.3.2 Pathophysiology of RBD

Boeve et al. first proposed a pathophysiological basis of RBD based on animal models [62]. Fig.
2.11 shows the brain structures involved in RBD pathophysiology. In particular, Fig. 2.11a shows
the circuits involved in REM sleep generation and REM sleep atonia: the pre-coeruleus and the
SLD nuclei activate two inhibitory pathways (direct and indirect routes) that inhibit the spinal
motor neuron, thus generating atonia. In Fig. 2.11b, it is shown that in case of dysfunction of the
SLD nucleus and/or its afferent or efferent pathways, the normal inhibition of the spinal motor
neuron is lost, thus permitting activation of the skeletal muscles during REM sleep [63].

This overview of RBD pathophysiology makes clearer why iRBD is a prodromal stage of
α-synucleinopathies according to Braak’s staging [7, 8, 9]. RBD is triggered when α-synuclein
pathology, on its brainstem pathway from the dorsal motor nucleus to the neocortex, affects the
SLD nucleus.

Concerning secondary RBD, the lack of atonia in REM sleep could be triggered by a similar
neurodegenerative process when RBD accompanies PD, DLB and MSA. In other secondary RBD
conditions, it could instead be triggered by lesions and pharmacologically induced dysfunctions of
the SLD nucleus and its afferent or efferent pathways, or both [63].

2.3.3 Polysomnographic changes in iRBD patients as biomarkers of
prodromal α-synucleinopathies

The main electrophysiological hallmark of iRBD is RSWA. However, in recent years, research
has been conducted to identify other electrophysiological and polysomnographic changes that could
be used as biomarkers to strengthen detection of neurodegeneration in its early stages [64, 65].

Concerning brain activity, EEG slowing during wakefulness and REM sleep has been observed
in iRBD patients when compared to age-matched healthy controls [66]. The slowing was found
to be more pronounced in iRBD patients who later developed mild cognitive impairment [67, 68]
and α-synucleinopathies [69, 70]. Moreover, alterations in EEG stability during REM sleep have
been recently found in iRBD patients when compared to healthy controls [71]. In addition, EEG
spectral power in REM sleep has been used to successfully distinguish these two groups [72]. In
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(a) Tonic EMG activity in the chin muscles (i.e. mentalis and submentalis).

(b) Phasic EMG activity in the chin (i.e. mentalis and submentalis) and tibialis muscles.

Figure 2.10: Tonic and phasic EMG activity. Reprinted from [61], under the Open Access agreement.
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(a) REM sleep atonia generation. (b) RBD pathophysiology.

Figure 2.11: Physiology of generation of atonia during REM sleep (a) and RBD pathophysiology
(b). Reprinted from [63] with permission from Elsevier.

regards to NREM sleep, no significant changes in overall NREM EEG content have been found
in iRBD patients when compared to healthy controls [73]. However, significant reduction of sleep
spindle density has been reported [74, 75], as well as alterations in cycling alternating patterns
in NREM sleep, which are considered a marker of conversion to α-synucleinopathies [76]. Overall,
these changes demonstrate alterations in the cortical electrophysiology of iRBD patients. Moreover,
these findings are concordant with the EEG slowing [77] and with the reduction of sleep spindle
density [74, 78] seen in PD patients compared to healthy controls, thus further proving the common
neurodegenerative process.

Concerning EOG, differences in time-frequency patterns and coverage of eye movements could
differentiate iRBD and PD patients from healthy controls [79, 80]. Moreover, significant changes in
the morphology and/or timely distribution of nocturnal eye movements evaluated with a data-driven
method have been found in iRBD and PD patients when compared to healthy controls [81]. As
regulation of eye movements is complex and involves the brainstem, midbrain and cerebral cortex
[82], these findings reflect the spreading of neurodegeneration in iRBD and PD patients.

In addition, reduction of heart rate variability during sleep has been observed in iRBD and PD
patients when compared to healthy controls [83, 84, 85]. This suggests abnormalities of sympathetic
and parasympathetic functions in iRBD and PD patients, which have also been confirmed by
cardiac scintigraphy [86].

In addition to these micro-sleep alterations, abnormalities have been found also at a macro-
structural level [87, 88]. More specifically, by applying an automated method for scoring sleep
stages [89], increased sleep instability and transitions have been observed in iRBD and PD patients
compared to controls [87, 88].

In summary, these findings show that iRBD and PD have similar abnormalities in both micro
and macro-sleep structure when compared to age-matched healthy controls. These further confirm
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the presence of ongoing neurodegeneration in iRBD patients and that the brainstem and the
structures controlling sleep are similarly altered in iRBD and PD patients.

2.3.4 The emerging concept of prodromal RBD

In recent years, emerging evidence suggests that RBD associated with α-synucleinopathies is not
a disease with a clearcut beginning, but is preceded by a phase with slightly increased EMG tone
in REM sleep accompanied by minor REM behavioral events (RBEs) [14, 15]. RBEs are defined
as vocalization and/or motor behaviors with a purposeful component [56]. This stage preceding
definite RBD development has been named prodromal RBD. When in the prodromal RBD stage,
patients do not meet the cutoff criteria of abnormal EMG tone for RBD diagnosis (Section 2.3.1),
but show at least two RBEs in one night.

Fig. 2.12 shows a theoretical scheme of the changes in EMG tone and behaviors during REM
sleep in the progression from normal REM sleep to development of α-synucleinopathy [15]. Currently,
conversion from RBEs, as prodromal RBD, to definite RBD has been proven only in PD patients
[14], but a similar progression is thought to occur in patients without already developed overt PD
[15].

Figure 2.12: Progression from normal REM sleep to an overt α-synucleinopathy. From normal
REM sleep, a patient enters the prodromal stage of RBD and then progresses to definite iRBD and
finally to an α-synucleinopathy. Figure inspired from [15].

As a final remark, it should be mentioned that recent research is also focusing on patients
showing isolated RSWA (iRSWA), who are characterized by EMG tone above RBD-cutoffs, but
do not have any typical clinical sign of RBD [90, 91]. A follow-up study has proven that iRSWA
patients progress to neurodegeneration [92], however more research is needed to understand the
role of iRSWA as an early α-synucleinopathy biomarker.

2.4 Thesis motivation

The previous sections have highlighted that iRBD and prodromal RBD constitutes early stages
of neurodegeneration. However, current methods for their identification are based on visual and
manual analysis, which include sleep staging (Section 2.2.1), identification of RSWA (Section
2.3.1) and video inspection (Section 2.3.4). As the rules for scoring sleep and for identifying
RSWA and RBEs are not uniquely defined, diagnosis of RBD and recognition of RBEs is not
only time-consuming, but also subjective. When neuroprotective trials will be available, it will be
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very important to have objectively defined and homogeneous groups of patients in early stages of
neurodegeneration.

In this scenario, the development of automatic algorithms to identify and characterize patients
with early neurodegeneration has a crucial importance, as this will lead to faster and more
homogeneous identification in sleep labs across different countries. Despite important advancements
in recent years in this field, current research faces a number of unmet needs. This thesis focuses
on three unmet needs, from which the three thesis research questions and objectives were defined
(stated in Section 1.2):

• Thesis unmet need 1 : Manual identification of RSWA and patients with RBD is heavily
influenced by subjectiveness, which results in a high inter-rater variability [93]. To overcome
the time consumption and the subjectivity of manual scoring of EMG activity, some research
groups have proposed automated methods for identifying RBD patients [18, 19, 20, 21, 22, 23,
24, 25, 26]. However, no study has made an objective evaluation of these automated methods
on the same database, to understand which of them the optimal one for RBD identification is.

• Thesis unmet need 2 : Many of the currently available automated methods to identify
RBD are based on traditional programming techniques, implementing human-defined rules for
scoring RSWA and identify RBD patients. Machine learning techniques are data-driven, and
they are able to automatically learn data patterns, which might not be visible to human eyes.
Because of the data-driven approach, machine learning techniques are potentially superior
to traditional programming [27]. Moreover, most of the previously developed automated
methods to identify patients with RBD have been validated only on one single database, thus
they might suffer from a bias [18, 19, 20, 21, 22, 23, 24, 25, 26]. A generalized and robust to
inter-clinical variability machine learning algorithm for automatic identification of patients
with RBD is currently lacking.

• Thesis unmet need 3 : Prodromal RBD has been shown to be precursor of definite RBD in
PD patients [14] and it is thought that the same process might occur also in absence of PD
[15]. However, prodromal RBD can be currently identified only with video, as these patients
show RBEs, but not elevated RSWA. Analyses of objective electrophysiological abnormalities
of patients with prodromal RBD are lacking and no automated method has been developed
to identify prodromal RBD.
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Chapter 3

Comparison of automated methods for RBD

detection

Chapter main objectives: Manual methods to identify RBD patients are subjective and
time-consuming. To overcome these problems, a number of different automated methods has
already been proposed. However, a systematic comparative analysis of them is lacking. Moreover,
it is also not clear which effect muscular activity related to other sleep events (such as arousals and
apneas) has on such methods, and whether such muscular activity influences RBD diagnosis.

This chapter aims to present a systematic comparison of currently available automated methods
for RBD detection and to investigate the influence of muscular activity related to apneas and
arousals on them.

This chapter is based upon Paper I [94] and addresses thesis objective 1.

3.1 Research background

Despite the fact that AASM manual proposes some rules to identify RSWA for RBD diagnosis
[13], different research groups have proposed alternative visual methods, which are presented in
Table 3.1. Visual and manual methods for identifying RSWA are time-consuming and prone to
subjective interpretation, as the rules to score muscular activity are not uniquely interpretable. A
recent study has shown that, when AASM rules to score phasic and tonic EMG activity during
REM sleep were employed, unanimous agreement between 6 scorers was almost never achieved,
and the agreement was found to be higher in phasic than in tonic activity [93].

To overcome these issues related to manual scoring, some research groups have already developed
a number of automated methods for identification of RBD. All the developed methods require
manual identification of REM sleep and manual removal of muscular activity (MA) related to
arousals1 and apneas2. Because of this, these methods are actually semi-automated, but they will
be referred as automated in this thesis. An overview of these methods is presented in Table 3.2.

Comparative analyses of manual and automated methods have been performed [95, 96, 97], as
well as comparative analyses of the automated methods on patients suffering from narcolepsy [98].
However, no study has performed a systematic comparison of the automated methods to identify
which of them has the highest performances in identifying patients with RBD. In addition, only

1Defined as abrupt shift of EEG frequency including alpha, theta and/or frequencies greater than 16 Hz, that
lasts at least 3 s with at least 10 s of stable sleep preceding the change. An arousal in REM sleep should be
accompanied by an increment in EMG tone for at least 1 s [13].

2Defined as the cessation of the airflow for at least 10 s [13].
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Method name Muscular activity definition RSWA criteria for RBD diagnosis
AASM [13, 60] Tonic EMG activity: a 30-s REM epoch has tonic EMG activity if

at least 50% of the duration has chin EMG amplitude greater than
the minimum amplitude in NREM sleep.
Phasic EMG activity: a 30-s REM sleep epoch has phasic EMG
activity if at least five out of ten 3-s mini-epochs contain bursts of
transient activity with duration of 0.1-5 s and amplitude at least 4
times higher than the background EMG activity.

> 27% of the 30-s REM sleep epochs have any (i.e. phasic/tonic)
EMG activity combined with bilateral phasic activity in the FDS
muscles.

Montréal [99] Tonic EMG activity: a 20-s REM sleep epoch has tonic EMG
activity if at least 50% of the epoch has chin EMG amplitude twice
the background or greater than 10 µV.
Phasic EMG activity: Phasic chin EMG density is scored as the
percentage of 2-s REM sleep mini-epochs containing EMG events
lasting 0.1-10 s and amplitude exceeding 4 times the background
EMG activity.

Either ≥30% of 20-s REM sleep epochs have tonic chin EMG
activity or ≥15% of the 2-s REM sleep mini-epochs have phasic
EMG activity.

SINBAR [100] Tonic EMG activity: a 30-s REM sleep epoch has tonic EMG
activity if at least 50% of the epoch has chin EMG amplitude twice
the background or greater than 10 µV.
Phasic EMG activity: Phasic chin EMG density is scored as the
percentage of 3-s REM sleep mini-epochs containing EMG events
lasting 0.1-5 s and amplitude exceeding 2 times the background
EMG activity.

>32% of 3-s REM sleep mini-epochs with any (tonic/phasic) EMG
activity combined with bilateral phasic EMG activity in FDS mus-
cles.

Mayo [101] Tonic EMG activity: a 30-s REM sleep epoch has tonic EMG
activity if at least 50% of the epoch has chin EMG amplitude twice
the background or greater than 10 µV.
Phasic EMG activity: Phasic chin EMG density is scored as the
percentage of 3-s REM sleep mini-epochs containing EMG events
lasting 0.1-14.9 s and amplitude exceeding 4 times the background
EMG activity. The end of a phasic burst corresponds to return to
baseline for at least 200 ms.

>15.5% of 3-s REM sleep mini-epochs with phasic EMG activity
in the chin muscle; >21.6% of 3-s REM sleep mini-epochs with
any (i.e. phasic/tonic) EMG activity in chin muscle; >30.2% of
3-s REM sleep mini-epochs with any or phasic EMG activity in
the anterior tibialis muscles; >37.9% of 3-s REM sleep mini-epochs
with phasic EMG activity for combined chin and tibialis muscles;
>43.4% of 3-s REM sleep mini-epochs with any EMG activity for
combined chin and tibialis muscles.

Table 3.1: Overview of manual methods for RSWA identification.



Method Procedure

REM atonia index
(RAI) [18, 19]

(1) Signal: chin EMG
(2) amp = average rectified amplitude calculated for each 1-s mini-epoch
(3) Noise-reduction: amp = amp - minimum amp in surrounding moving window (± 30 s)
(4) Division of the obtained amp during REM in 20 categories: amp≤1 µV, 1 µV<amp≤2 µV,..., 18 µV<amp≤19 µV and amp≥20 µV
(5) RAI = (%amp≤1 µV) /(100- (%1 µV<amp≤2 µV))

Supra-threshold REM
activity metric
(STREAM) [20]

(1) Signal: chin EMG
(2) Signal divided in 3-s mini-epochs and variance calculated for each of them
(3) STREAM = % of 3-s mini-epochs in REM with variance > 5th percentile of variances during NREM

Short and long muscle
activity index (sMAI
and lMAI) [21, 22]

(1) Signal: chin EMG
(2) Calculation of smoothed (0.025 s) lower and upper envelopes
(3) Amplitude = difference between upper and lower envelopes
(4) Amplitude smoothed over 200 s with moving window
(5) Threshold defined as 2 times the smoothed amplitude + 10 µV
(6) Movements identified when amplitude > threshold
(7) Clusters of movements at distance < 1 s merged
(8) sMAI = (# movements with length < 0.5 s during REM) / (hours of REM sleep)
(9) lMAI = (# movements with length ≥ 0.5 s during REM) / (hours of REM sleep)

Frandsen index (FRI)
[23]

(1) Signal: chin EMG
(2) Amplitude curve (AC) calculated as difference between highest and lowest EMG value in a 200 ms window.
(3) AC divided in 30-s segments and median amplitude (MAmp) calculated for each of them
(4) Baseline identified for each segment as the lowest MAmp in the moving window surrounding the segment (±30 min)
(5) Muscle activity identified when AC > 4 times the baseline and minimum duration of 0.3 s
(6) Clusters of muscle activity at distance <0.5 s merged
(7) FRI = % of REM 3-s mini-epochs with muscle activity in more of 50% of the time

Kempfner index (KEI)
[24, 25]

(1) Signals: chin EMG, left and right tibialis EMG
(2) Bandpass filtering at 30-65 Hz
(3) Envelope of the EMG signals obtained with normalized Blackman window (number of samples corresponding to half of the sampling frequency)
(4) Envelope divided in 3-s mini-epochs. For each 3-s mini epoch (xtest) a reference window (xref ) defined as the 5 mini-epochs before and after xtest

(5) For each mini-epoch n in REM sleep, calculation of G(n) = mean(xtest(n))/(min(xref (n)) + 10−5)
(6) Classification performed by using the features G from the 3 EMG signals. Model: a one-class support vector machine (OC-SVM) to identify muscular
activity as outliers. The model was trained on healthy controls (HC) using the assumption that HC show atonia in REM sleep.
(7) KEI = 100 × #outliers/(#outliers+#inliers)

Automated SINBAR
[26]

(1) Signals: chin EMG, left and right FDS EMG
(2) The background EMG was adaptively calculated over 15 s.
(3) The onset criterion for phasic EMG activity is selected with twice the background EMG or 2 µV, whichever is higher; the offset criterion is selected
when the amplitude falls below 10% of the average EMG signal amplitude or below 2 µV, whichever is higher
(4) For any EMG activity, the duration was increased to 15 s
(5) The tonic activity of the mentalis muscle is evaluated in 1-s windows over the entire night and divided into four categories ranging from low level to high
level EMG activity. Tonic EMG activity is detected when at least 50% of the respective 30-s epoch contains a background tone higher than the range of the
low level background category augmented by 1 µV
(6) The same cut-off and criteria as the manual method (Table 3.1) are applied

Table 3.2: Overview of automated methods for RBD identification.
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one study has analyzed systematically the influence of MA related to apneas and arousals on the
outcomes of an automated method and whether these have an influence on the correct identification
of RBD patients [26].

3.2 Research questions and objectives of this chapter

From this background overview, the following research questions were defined:

• Chapter research question 3.1: Which one(s) of the available automated methods can
best identify patients with RBD?

• Chapter research question 3.2: To which extent does MA related to apneas and arousals
influence the outcomes of the automated methods? Is removal of such MA necessary?

These research questions led to the definition of the following objectives:

• Chapter research objective 3.1: To compare systematically, on the same cohort, the
available automated methods for RBD identification, to identify the one(s) performing best.

• Chapter research objective 3.2: To analyze the influence of apneas and arousal-related
MA in the identification of patients with RBD.

3.3 Paper I: Comparison of computerized methods for rapid eye
movement without atonia detection

To compare the different methods, their capability of separating different groups of participants
with and without RBD was evaluated by means of accuracy, sensitivity and specificity. The groups
included healthy controls, patients with iRBD, patients with PD with and without RBD, and
patients with periodic limb movement disorder (PLMD). This last group was included as PLMD
patients have abnormal increased MA in the limbs [60], but this disease is not related to any type
of neurodegeneration and therefore it should be carefully distinguished from RBD. The mentioned
performance metrics were computed in different configurations, which included removal or not of
MA related to apneas and arousals. By comparing these performances, it was possible to identify
the best method(s) for RBD identification and whether the outcomes of the automated methods
were affected by arousal and apnea-related MA. The overview of the methodology is presented in
Fig. 3.1.

3.3.1 Methods: Comparative analysis by means of logistic regression

Participants and recordings

The study cohort included 27 healthy control participants (HC), 25 patients with PD without
RBD (PDnonRBD), 29 patients with PD and RBD (PD+RBD), 29 patients with iRBD, and 36
patients with PLMD. All of them were investigated with one night v-PSG at the Danish Center for
Sleep Medicine (DCSM). All participants were advised to discontinue drugs interfering with PSG
recordings (i.e. hypnotics and antidepressants) two weeks before the study. Sleep diagnoses were
made by expert medical doctors in accordance with international criteria [60]. An overview of the
demographics and sleep information is provided in Table 3.3.
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DTU Date Title 1 

Chin and tibialis 

EMG signals in 

REM sleep 

Removal or not of 

muscular activity 

related to apneas 

and arousals 

Application 

of automated 

methods 

Distinction between different 

groups of participants 

 Accuracy, sensitivity and

specificity 

Identification of best 

method(s) 

Statistical analysis to 

evaluate influence of 

arousal and apnea-

related muscular activity 

on performances 

Figure 3.1: Overview of the methodology of Paper I [94]. Sleep chin and tibialis EMG signals
from HCs, PLMD patients, iRBD patients, PD patients with RBD, and PD patients without RBD
were included. The automated methods were applied to them in different configurations, which
included removal or not of MA related to arousals and apneas. The performances in distinguishing
different combinations of participant groups were compared, to elect the best method(s) for RBD
identification and to evaluate whether the methods outcomes were influenced or not by arousal and
apnea-related MA.

Parameter HC PDnonRBD PD+RBD iRBD PLMD p-val

Total count 27 25 29 29 36 -
Fraction of men 0.48 0.68 0.72 0.72 0.61 0.28
Age [years, µ± σ] 56.6±9.2 63.7±8.0 63.1±5.8 57.7±17.2 58.8±14.8 0.11
AHI [#apneas/hsleep,
µ± σ]

5.9±5.4 15.7±19.4 9.9±16.6 13.8±17.5 9.8±12.2 0.51

PLMS index
[#PLM/hsleep, µ± σ]*

6.3±11.2 1.5±2.3 10.4±22.6 26.7±34.4 50.9±42.5 <0.001

#nPLM/hsleep [µ± σ]* 5.5±5.7 6.2±7.3 4.9±3.3 6.7±6.1 7.2±6.6 0.69
#arousals/hREM [µ± σ] 11.0±8.6 2.7±3.7 2.7±5.6 16.7±17.2 8.5±5.9 <0.001
#apneas/hREM [µ± σ] 7.9±13.3 9.3±17.3 3.1±11.6 14.7±22.7 10.7±14.7 <0.001
#PLM/hREM [µ± σ]* 4.9±9.3 0.6±1.5 15.8±33.9 37.1±46.4 25.5±33.1 <0.001
#nPLM/hREM [µ± σ]* 7.5±8.9 5.1±7.9 3.1±4.3 9.1±8.6 10.2±9.3 0.04
#arousals/hNREM [µ± σ] 9.8±5.6 3.9±5.6 4.4±7.7 14.7±15.2 12.8±9.4 <0.001
#apneas/hNREM [µ± σ] 2.2±3.4 7.0±12.1 4.0±14.6 11.6±16.6 7.0±8.8 <0.001
#PLM/hNREM [µ± σ]* 6.3±12.4 1.5±2.3 9.5±20.1 26.6±36.2 55.12±46.9 <0.001
#nPLM/hNREM [µ± σ]* 4.9±5.3 6.3±7.3 5.1±3.9 5.4±5.5 5.4±5.8 0.96
Sleep efficiency [%, µ± σ] 86.9±9.3 70.3±23.0 70.6±16.8 75.5±24.0 74.4±25.3 <0.001
Time in bed [min, µ± σ] 500.8±71.8 446.4±133.8 518.7±189.8 449.3±86.8 447.7±76.9 0.01
REM latency [min, µ± σ] 94.0±42.9 163.4±205.1 195.2±143.2 154.7±99.0 114.7±73.8 0.009
W [%,µ± σ] 13.0±9.2 29.7±23.0 29.4±16.8 20.1±15.8 19.7±13.4 <0.001
REM [%, µ± σ] 20.1±5.9 10.1±8.4 10.8±8.9 14.1±7.9 15.6±6.6 <0.001
N1 [%, µ± σ] 8.0±4.4 7.7±5.5 13.2±10.4 11.3±9.3 10.2±8.7 0.18
N2 [%, µ± σ] 44.8±8.8 32.0±16.5 37.6±14.9 35.3±16.1 37.8±17.1 0.05
N3 [%, µ± σ] 14.0±7.6 20.6±18.5 8.9±8.2 14.8±15.5 10.8±10.1 0.04

Table 3.3: Demographic and sleep data of the included cohort. Statistical comparison of the
fraction of men was made with chi-square test; all other statistical comparisons were made with
Kruskal-Wallis test. p-Values <0.05 are highlighted in bold. PLMS: periodic limb movement
(PLM) during sleep; nPLM: limb movements not included in PLM series; AHI: apnea/hypopnea
index; hREM/hNREM/hsleep: hours of REM/NREM/sleep. *PLMS index, #nPLM/hsleep,
#PLM/hREM, #nPLM/hREM, #PLM/hNREM, and #nPLM/hNREM were available only for
18 HCs, 12 PDnonRBD, 8 PD+RBD, 26 iRBD, and 32 PLMD patients.

27



CHAPTER 3. COMPARISON OF AUTOMATED METHODS FOR RBD DETECTION

The PSG recordings were manually scored for sleep staging, respiratory events and limb
movements according to AASM criteria [13]. The recordings included chin and anterior tibialis
left (TIBL) and right (TIBR) EMG signals, sampled at 256 Hz. Different hardware systems
were used for the recordings, of which one had an anti-aliasing low-pass frequency cut-off at 70
Hz. To make the analysis homogeneous, all the EMG signals were filtered with a 3 dB 4th order
zero-phase Butterworth band-pass filter between 10 and 70 Hz and with a 3 dB 4th order zero-phase
Butterworth notch filter at 50 Hz (cut-off frequencies at 48 and 52 Hz). For each EMG signal,
saturation, detachment and pop-up electrode artifacts were identified as areas exceeding 4 mV. The
5 s preceding and following these areas were also excluded from analysis. Because of the absence
of REM sleep in 5 PDnonRBD, 2 PD+RBD, 1 iRBD, and 1 PLMD patients, they were excluded
from the analysis.

Automated methods for RSWA detection

The following six automated MA indices were compared in this study (see Table 3.2 for more
details):

• REM atonia index (RAI) [18, 19], which measures the percentage of 1-s REM sleep mini-epochs
with atonia in the chin EMG signal;

• Supra-threshold REM activity metric (STREAM) [20], which measures the percentage of 3-s
REM sleep mini-epochs with RSWA in the chin signal;

• Short and long muscle activity index (sMAI and lMAI) [21, 22], which are measures of the
number of short and long muscular activities per hour of REM sleep in the chin EMG signal,
respectively;

• Frandsen index (FRI) [23], which measures the percentage of 3-s REM sleep mini-epochs
with RSWA in the chin EMG signal;

• Kempfner index (KEI) [24, 25], which is a measure of the percentage of 3-s REM sleep
mini-epochs with RSWA obtained by analyzing the chin and tibialis muscles.

All of them were implemented by following accurately the descriptions provided in the relevant
scientific papers. It was not possible to implement the computerized version of the SINBAR method,
due to lack of important implementation aspects in its description [26].

Evaluation method

To evaluate the influence of MA related to apneas and arousals on the different automated
methods, they were applied in different configurations:

• Configuration 1 : Without excluding any MA related to apneas and arousals.

• Configuration 2 : Excluding from analysis areas located from 3 s before to 12 s after an arousal
onset (Fig. 3.2a).

• Configuration 3 : Excluding from analysis areas from 5 s before an apnea onset to 5 s after
the same apnea end (Fig. 3.2b).

• Configuration 4 : Excluding from analysis areas located 5s before an apnea event and 5s after
its end (Fig. 3.2c).
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• Configuration 5 : Combination of configurations 2 and 3.

• Configuration 6 : Combination of configurations 2 and 4.

The application of the automated methods resulted in having the values of each MA index (i.e.
RAI, STREAM, FRI, sMAI, lMAI and KEI) in the different six configurations for all participants.
For each configuration, it was evaluated how well each index was performing in the following
comparisons:

• Comparison 1: (HC, PDnonRBD, PLMD) vs (iRBD, PD+RBD).

• Comparison 2: HC vs iRBD.

• Comparison 3: PLMD vs iRBD.

• Comparison 4: HC vs PDnonRBD.

• Comparison 5: HC vs PLMD.

• Comparison 6: PDnonRBD vs PD+RBD.

• Comparison 7: HC vs PLMD vs iRBD.

Logistic regression was employed to evaluate the capability of each index in differentiating
the participants for each comparison and configuration. Logistic regression was chosen because it
was hypothesized that the data were linearly separable, because of independence of the data and
because of its easy interpretability [102].

Logistic Regression An overview of logistic regression is now presented [102]. At the basis of
logistic regression, there is the concept of logistic sigmoid function σ(·), defined as:

σ(x) = 1
1 + e−x

(3.1)

In the context of C = 2 class classification (classes c1 and c2), the posterior probability of class c1
can be written as:

p(c1|φ) = y(φ) = σ(wTφ) (3.2)

where the logistic sigmoid function acts on a linear combination (with weights w) on a feature vector
φ of dimension M . The model in Eq. 3.2 is known as logistic regression model. By consequence,
the posterior probability for class c2 is p(c2|φ) = 1− p(c1|φ).

To optimize the M weights, a maximum likelihood approach is used. By considering a training
dataset {φn, tn} where tn ∈ {0, 1} represents the true class for the nth feature vector φn (with
n = 1, ..., N), the likelihood function is expressed as:

p(t|w) =
N∏
n=1

ytnn (1− yn)1−tn (3.3)

where t = (t1, ..., tN )T and yn = σ(wTφn) = p(c1|φn). The cross-entropy error can be defined as:

E(w) = − ln p(t|w) = −
N∑
n=1

(tn ln yn + (1− tn) ln(1− yn)) (3.4)

The Newton-Raphson criterion is then used to optimize the weights as follows:

w(new) = w(old) −H−1∇E(w) (3.5)
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(a) Segment removed related to an arousal.

(b) Segment removed related to an apnea in its whole length.

(c) Segments removed related to the onset and end points of an apnea.

Figure 3.2: Illustrations of the excluded segments (highlighted in red) of the PSG recording. (a)
From 3 s before to 12 s after an arousal onset; (b) from 5 s before an apnea onset to 5 s after an
apnea end event; (c) from 5 s before to an apnea onset and from an apnea end to 5 s later. The
choice of the length of segments excluded for the analysis was based on empirical analysis of the
signals.
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where H is the Hessian matrix whose elements correspond to the second derivatives of E(w) with
respect to w. For logistic regression, it can be shown that

w(new) = (ΦTRΦ)−1ΦTRz (3.6)

where z = Φw(old)−R−1(y− t), Φ is a N ×M whose nth row is φTn , R is a N ×N diagonal matrix
with Rnn = yn(1− yn), and y = (y1, ..., yN )T . From Eq. 3.6 it can be seen that the weights are
continuously updated and the stop criterion can be set on the number of iterations (Nit) performed
and/or on the value of E(w(new))− E(w(old)) being lower than a certain threshold (ε).

To avoid overfitting, logistic regression can be modified with regularization. This means that
the error function is

E(w) = −
N∑
n=1

(tn ln yn + (1− tn) ln(1− yn)) + 1
2γ||w||

2 (3.7)

Similarly, logistic regression can be adopted in a multi-class framework with C > 2 different
classes. More details on this can be found in [102].

Application of logistic regression For generalization purposes, R = 20 runs of K = 5 fold
cross-validation (CV) were implemented for each comparison, configuration and index (Fig. 3.3).
In each run, the participants were divided into 5 random folds, of which 4 were used for training
a logistic regression model and the remaining for validating the trained model (Fig. 3.4). This
process was repeated for all the folds and runs, thus obtaining for each comparison, configuration
and index 100 trained logistic regression models that were validated on the respective validation
sets. During training, Nit, ε, and γ were set to 200, 10−4, and 10−4 respectively. For comparisons
1-6, the validation accuracy (ACC), sensitivity (SENS), and specificity (SPEC) were calculated
as:

ACC = TP + TN

TP + TN + FP + FN
SENS = TP

TP + FN
SPEC = TN

TN + FP
(3.8)

where TP is the number of true positives (i.e. the model correctly predicts the positive class), TN
the number of true negatives (i.e. the model correctly predicts the negative class), FP the number
of false positives (i.e. the model incorrectly predicts the positive class), and FN the number of
false negatives (i.e. the model incorrectly predicts the negative class). The values of sensitivity and
specificity were calculated relatively to the following classes: (iRBD,PD+RBD) for comparison 1,
iRBD for comparisons 2 and 3, PDnonRBD for comparison 4, PLMD for comparison 5, PD+RBD
for comparison 6.

In case of the three-class problem of comparison 7, the performance measures were calculated
as:

ACC = Pc
Ntot

SENS = TPiRBD
TPiRBD + FNiRBD

SPECiRBD = TNiRBD
TNiRBD + FPiRBD

(3.9)

where Pc is the number of participants classified correctly in each validation fold, Ntot the total
number of participants included in each validation set, and TPiRBD, TNiRBD, FPiRBD, FNiRBD
are the numbers of true positives, true negatives, false positives and false negatives for the iRBD
class.

Statistical analysis To understand the influence of apnea and arousal-related MA on the
different indices, it was evaluated whether the different configurations were leading to significantly
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Figure 3.3: Schematic representation of the evaluation method implemented to compare the different
automated methods. For each configuration, the values of all indices (RAI, STREAM, sMAI, lMAI
and KEI) were calculated and used in seven comparisons. For each configuration, comparison and
index, 20 runs of 5-fold CV with logistic regression models were implemented, thus obtaining 100
values of validation accuracy, sensitivity and specificity.
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Legend 

Figure 3.4: Graphical representation of 5-fold CV scheme. In each random fold, 4/5 of the data are
used to train a model and the remaining 1/5 to validate it.
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Configuration
1 2 3 4 5 6

Comparison

1 SENS1,1 SENS1,2 SENS1,3 SENS1,4 SENS1,5 SENS1,6

2 SENS2,1 SENS2,2 SENS2,3 SENS2,4 SENS2,5 SENS2,6

3 SENS3,1 SENS3,2 SENS3,3 SENS3,4 SENS3,5 SENS3,6

4 SENS4,1 SENS4,2 SENS4,3 SENS4,4 SENS4,5 SENS4,6

5 SENS5,1 SENS5,2 SENS5,3 SENS5,4 SENS5,5 SENS5,6

6 SENS6,1 SENS6,2 SENS6,3 SENS6,4 SENS6,5 SENS6,6

7 SENS7,1 SENS7,2 SENS7,3 SENS7,4 SENS7,5 SENS7,6

Table 3.4: Table with average validation sensitivity values across configurations and comparisons
for one index.

different values of validation sensitivity, specificity and accuracy. Considering for example one index
(e.g. RAI) and one performance measure (e.g. validation sensitivity), the average performance
measure across the 20 runs of 5-fold CV was calculated for each comparison and configuration,
thus obtaining a 7× 6 table as shown in Table 3.4. Friedman test was used to evaluate whether
such average values were statistically different column-wise [103]. The same statistical analysis was
repeated for all indices and performance measures, thus obtaining 18 final p-values, which were
considered significant if lower than 0.0028 (i.e. 0.05/18, due to Bonferroni correction for multiple
comparisons [104]).

3.3.2 Results

The automated indices were calculated for all configurations and Fig. 3.5 shows their distributions
for configuration 1. The distributions for other configurations are shown in the Supplementary
Figures in Appendix A.

By analyzing the distributions of the indices across group participants and configurations, it was
noticed that HCs were characterized by the lowest level of MA in REM sleep, whereas higher level
was seen for iRBD and PD+RBD patients, as expected. The groups of PLMD and PDnonRBD
patients were instead generally characterized by a level of MA in REM sleep intermediate between
HC and (iRBD, PD+RBD).

Figs. 3.6 and 3.7 show the average values and 25th-75th percentiles of the validation sensitivity,
specificity and accuracy across the logistic regression models for all indices, comparisons and
configurations. The main outcomes are presented below:

• Comparison 1 (Figs. 3.6a and 3.7a): RAI, FRI and STREAM achieved the highest values
of sensitivity, specificity and accuracy (average values around 70%) in distinguishing the
patients with RBD from the ones without RBD.

• Comparison 2 (Figs. 3.6b and 3.7b): FRI outperformed the other indices in distinguishing
HC from iRBD patients, with average values of sensitivity of around 90%, and specificity and
accuracy of around 80%.

• Comparison 3 (Figs. 3.6c and 3.7c): RAI was the best index in differentiating iRBD from
PLMD patients, with average values of sensitivity, specificity and accuracy of 70%.
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(a) RAI (b) STREAM

(c) FRI (d) sMAI

(e) lMAI (f) KEI

Figure 3.5: Values of the automated indices calculated for configuration 1: (a) RAI, (b) STREAM,
(c) FRI, (d) sMAI, (e) lMAI and (f) KEI. The values across the participant groups are shown as
dots and with box plots with crosses denoting group means, and whiskers the 99th percentiles.
Post-hoc statistical analysis performed with Mann-Whitney U-test with Tukey-Kramer correction
*p<0.05, **p<0.01, ***p<0.001.
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Index Sensitivity Specificity Accuracy

RAI 0.7575 0.8032 0.3304
STREAM 0.2031 0.5882 0.8685
FRI 0.0681 0.0897 0.0897
sMAI 0.4844 0.9463 0.5297
lMAI 0.0150 0.0870 0.0155
KEI 0.1667 0.9189 0.3820

Table 3.5: p-Values obtained as outputs of the Friedman tests to evaluate the effect of the 6 different
configurations across the seven comparisons on validation sensitivity, specificity, and accuracy.

• Comparison 4 (Figs. 3.6d and 3.7d): Theoretically, the indices should not be able to distinguish
PDnonRBD from HC based on the levels of MA in REM sleep. STREAM presented the
most coherent results with this (average sensitivity of around 0%, and average specificity and
accuracy of around 50%).

• Comparison 5 (Figs. 3.6e and 3.7e): KEI achieved the highest average sensitivity, specificity
and accuracy (range 60-80% excluding configuration 2) in distinguishing HC from PLMD
patients.

• Comparison 6 (Figs. 3.6f and 3.7f): The highest average performances in distinguishing
PDnonRBD from PD+RBD were achieved by STREAM, FRI (around 80% average sensitivity,
60% average specificity and 60-70% average accuracy) and sMAI (around 70% average
sensitivity, 100% average specificity and 70% average accuracy).

• Comparison 7 (Figs. 3.6g and 3.7g): RAI outperformed the other indices in terms of average
sensitivity (around 60-70%) and specificity (around 80%) in identifying iRBD patients in a
cohort including also HCs and PLMD patients. Considering overall average accuracy, RAI
and KEI presented comparable performances (around 50%).

The results of the statistical analyses to evaluate the influence of MA related to apneas and
arousals on the validation performances are shown in Table 3.5. None of the p-values was significant,
thus indicating that the average values of sensitivity, specificity and accuracy did not change
significantly across the different configurations in all comparisons. Only lMAI showed p-values
close to significance for sensitivity and accuracy.

3.3.3 Discussion

The presented analysis has two main outcomes: i) the performances of the methods vary
depending on the comparison considered, thus none of the automated methods can be considered
the optimal one for automatic RBD identification, and ii) the classification performances are not
influenced by MA related to apneas and arousals.

Computation of the automated indices

The automated indices were computed by implementing the algorithms according to the original
descriptions (Table 3.2), with the only exception of filter settings. In fact, due to hardware setup,
data analyzed in this work were filtered between 10 and 70 Hz, while RAI has been originally
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(a) Comparison 1 (b) Comparison 2

(c) Comparison 3 (d) Comparison 4

(e) Comparison 5 (f) Comparison 6

(g) Comparison 7

DTU Date Title 30 

(h) Legend

Figure 3.6: Sensitivity (SENS) and specificity (SPEC) values obtained during validation for each
index and configuration for comparison 1-7 (a-g). SENS and SPEC values were calculated for
the following classes: (a) (PD+RBD, iRBD), (b) iRBD, (c) iRBD, (d) PDnonRBD, (e) PLMD,
(f) PD+RBD, and (g) iRBD. Values are shown as mean value with the whiskers indicating the
25th-75th percentiles through the 20 runs and 5 folds used in the classification scheme.
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(a) Comparison 1 (b) Comparison 2

(c) Comparison 3 (d) Comparison 4

(e) Comparison 5 (f) Comparison 6

(g) Comparison 7

(h) Legend

Figure 3.7: Accuracy (ACC) values obtained during validation for each index and configuration for
comparison 1-7 (a-g). Values are shown as mean value with the whiskers indicating the 25th-75th

percentiles through the 20 runs and 5 folds used in the classification scheme.
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implemented on signals filtered between 10 and 100 Hz [18, 19] and sMAI/lMAI on signals filtered
between 10 and 120 Hz [21, 22]. However, it can be assumed that the different settings for filtering
do not alter significantly the outcomes of the algorithms.

Another way for validating the implementation of the automated algorithms is the comparison
between the values obtained in this cohort to the ones obtained in the original works in similar
populations [18, 19, 20, 21, 23, 24, 25]. It was observed that the average values obtained in this
cohort and the ones of the original publications were generally similar, with the only exception
of sMAI (which had higher values in this cohort compared to the original study [21]). This could
be caused by ECG artifacts in the chin EMG signal, which might be seen as short muscular
activities. When the variance values were considered, higher variance values were generally obtained
in this cohort compared to the original studies. Inter-clinical and inter-scorer variability, as well
as artifacts such as snoring, could be the cause of this discrepancy. However, the generally high
comparability of the indices computed in this cohort to the original studies is a good indication
that the implementation was performed correctly.

Comparison of the automated methods

Despite the fact that it is not possible to identify the optimal automated method for RBD
detection, FRI, KEI and RAI showed generally higher performances than the other methods. KEI
and FRI have been developed in data recorded at DCSM, therefore a validation in other clinics is
needed to further prove their robustness.

KEI had the highest performances in distinguishing PLMD patients from HC (comparison 5),
but this might be simply the consequence of the inclusion of tibialis muscles in the computation of
the index.

RAI is the most sensitive index for RBD detection, because of its high sensitivity in distinguishing
iRBD patients from HC and PLMD patients (comparisons 2, 3 and 7). These results further
confirm the usefulness of RAI in detecting RBD [19, 96, 105]. However, it should be noticed that
RAI performed poorly in distinguishing PD+RBD from PDnonRBD (comparison 6) and could well
distinguish HC from PDnonRBD patients (comparison 4), even if both these groups should not
theoretically have RSWA. These results might be the consequence of RAI capturing MA related to
RBEs, which are commonly seen in PD patients [14, 56]. This analysis gives the final picture that
RAI is the most sensible method to detect RBD, but misclassifications could occur in presence of
RBEs.

The average validation sensitivity and specificity reached by RAI, KEI and FRI were generally
lower than 80% and varying across the comparison, thus suggesting that a more robust and
generalized algorithm is needed.

Influence of arousal and apnea-related muscular activity

The p-values shown in Table 3.5 indicate that MA related to apneas and arousals does not
influence the indices capability of distinguishing the participant groups and identifying patients
with RBD. This result is particularly relevant considering that the groups differ significantly for
the amount of apneas and arousals in REM sleep (Table 3.3).

This result seems to contradict the recommendations of removing arousal and respiratory related
MA when applying an automated method [26, 95]. Only for the automated SINBAR method a
systematic analysis of their influence has been performed, where it was shown that RBD could
be detected with less accuracy when the MA related to apneas and arousals was not removed
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[26]. However, the authors did not specify new cutoff criteria when apnea and arousal-related MA
was not removed, but applied the same criteria as for signals where MA related to apneas and
arousals was previously removed. In this study, different logistic regression models were trained for
the different configurations. In this way, the logistic regression models could automatically learn
patterns to best distinguish the participant groups, even in presence of MA related to apneas and
arousals. This could explain the different outcome compared to [26].

Patients with severe sleep apnea were not included in this study. Severe sleep apnea is considered
a confounder for RBD detection [106], therefore further studies should be performed to understand
how the automated methods perform in patients with severe sleep apnea.

Limitations

This study has a number of limitations. First, the inclusion of the automated SINBAR method
would have been valuable. Second, a larger sample size would have led to more solid results. Third,
a preprocessing for snoring and ECG artifacts in the chin EMG signal has not been performed.
Fourth, the length of the segments for exclusion of MA related to apneas and arousals has been
chosen empirically, therefore some MA might still have been included and/or some relevant MA
might have been excluded. Fifth, logistic regression was used, but it cannot be excluded that other
classification techniques could have led to different results.

3.4 Conclusive remarks

The work and the results presented in Paper I [94] answer the research questions and address
the objectives presented at the beginning of this chapter. Below, the research questions are reported
again, together with the research outputs achieved in this chapter:

• Chapter research question 3.1: Which one(s) of the available automated methods can
best identify patients with RBD?
Chapter research output 3.1: None of the automated methods can be elected as the
optimal one to identify patients with RBD. Among the methods investigated, FRI, KEI and
RAI were generally the most accurate, with RAI having the highest sensitivity. However, the
varying performances of these indices in different comparisons suggest that a more robust
and generalized algorithm should be implemented.

• Chapter research question 3.2: To which extent does MA related to apneas and arousals
influence the outcomes of the automated methods? Is removal of such MA necessary?
Chapter research output 3.2: MA related to apneas and arousals does not influence the
capability of the different automated methods in distinguishing between groups of participants
and identifying patients with RBD. This is because the employed classification algorithm
automatically learned MA patterns for best distinguishing participant groups, even in presence
of arousal and apnea-related MA. This finding does not apply to patients suffering from severe
sleep apnea, and more studies should investigate this matter.

From these research outcomes, it emerges the need of developing a more robust and generalized
automated method to identify patients with RBD with higher performances. This will be the topic
covered in the next two chapters.
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Chapter 4

Data-driven identification of muscular activity

Chapter main objectives: The comparison of the currently available automated methods for
RBD detection led to the conclusion that a new more robust and generalized algorithm for this
purpose is needed. To achieve this goal, the first step consisted in the development of a data-driven
method for identifying muscular activity from EMG signals.

This chapter aims at presenting the development and validation of a new data-driven method
for muscular activity identification.

This chapter is based upon Paper II [115] and contributes in addressing thesis objective 2.

4.1 Research background

To develop a new automated method for detection of RBD from EMG signals, the first step
was the development of an automated method for muscular activity (MA) detection. As a first
proof of concept, this chapter presents the development and validation of this method on a cohort
of HC and PLMD patients. PLMD patients have abnormal level of MA in the lower limbs in form
of periodic limb movements (PLMs). According to AASM, limb movements (LMs) are defined as
fast MAs lasting 0.5-10 s and a PLM series is defined when at least 4 LMs occur in intervals of
5-90 s [13]. Diagnosis of PLMD is established if more than 15 PLMs per hour of sleep occur (i.e.
PLMS index > 15), and if the patient complains of sleep onset and/or sleep maintenance problems
[60]. Therefore, because of the known increased MA level in anterior tibialis muscles, a cohort of
PLMD patients and HCs was considered as a valid choice to develop a new MA detector.

The starting point for its development was a critique investigation of the currently available
automated methods for RBD identification [18, 19, 20, 21, 22, 23, 24, 25, 26], LM detection
[107, 108, 109, 110, 111, 112], and detection of phasic activity in anterior tibialis muscles [113, 114].
Almost all of them are based on traditional programming techniques consisting of a preliminary
data analysis, from which an algorithm is developed. Such an algorithm simply consists on a
set of rules programmed explicitly. In other words, the final algorithm is built on human-based
empirical observations of the data and decisions are made to maximize the performances in correctly
identifying patients with RBD [18, 19, 20, 21, 22, 23, 26] and to have high correlation and agreement
with manually scored LM and PLM series [107, 108, 109, 110, 111, 112].

Compared to traditional programming techniques, data-driven methods based on machine
learning do not need explicit set of rules, but data patterns are automatically learned during the
training of a machine learning model. Machine learning models retain therefore the potential
to learn patterns that are hidden to human eyes and, because of this data-driven approach, are
potentially superior to traditional programming methods [27].
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Until now, only one automated machine learning method for RBD identification [24, 25] and
two for EMG phasic activity recognition [113, 114] have been proposed. Out of these methods,
the last two aimed at recognizing only phasic activity, which constitutes a significant limitation.
The one proposed by Kempfner et al. (i.e. KEI) [24, 25] is a data-driven approach to identify MA
and RBD patients, by applying a one-class support vector machine. This method, however, is
computationally heavy and does not provide an easily interpretable identification of MA. In fact,
chin and tibialis muscles are combined to get a final MA score (see Table 3.2 for more details).
From this final score, it is not possible to deduce in which areas of the different EMG signals MA
is identified. The difficult interpretability is a significant drawback of the method, as clinicians
cannot easily visualize automatically identified MA.

From this analysis, it emerges that improvements in this field can be achieved by developing a
method based on machine learning techniques and by making it interpretable, to ensure its efficient
use in clinical environment.

4.2 Research questions and objectives of this chapter

Based on this research background, the following research question was formulated:

• Chapter research question 4.1 : Can an easily interpretable data-driven method auto-
matically identify limb MA in PLMD patients?

This research questions led to the definition of the following objective:

• Chapter research objective 4.1 : To develop a data-driven method that can recognize
limb MA in PLMD patients. The method should also be easily interpretable to facilitate its
use in clinical environment.

4.3 Paper II: Probabilistic data-driven method for limb movement
detection during sleep

The schematic overview of the methodology here implemented is shown in Fig. 4.1. The
proposed data-driven method is not aiming at identifying LMs as defined by AASM, but more in
general MA, which is expected to be increased in the anterior tibialis muscles of PLMD patients
compared to HCs.

By using the assumption of atonia during REM sleep in HCs, a probabilistic model of atonia
was built. Based on this trained probabilistic model, segments of tibialis EMG in unseen HC and
PLMD patients having low likelihood of being atonia were identified as containing MA. Features
describing the coverage of MA during REM and NREM sleep were then used to distinguish HCs
and PLMD patients with a machine learning model. This model acts as a final decision stage which
identifies MA patterns that can best separate HC and PLMD patients.

4.3.1 Methods: Development and validation of a new data-driven muscular
activity detector

The 27 HC and 36 PLMD patients described in Table 3.3 were used in this work and their
tibialis left (TIBL) and right (TIBR) EMG signals considered for the analysis. Fig. 4.2 shows a
more detailed overview of the implemented algorithm, which is composed by the steps explained
below.
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Figure 4.1: Overview of the methodology of Paper II [115]. Tibialis EMG signals in REM sleep from
training HCs were used to build probabilistic models of atonia. By using such models, EMG areas
in the tibialis muscles of test HCs and PLMD patients which had low likelihood of being atonia
were labeled as muscular activity (MA). Based on the coverage of MA in REM and NREM sleep,
HCs and PLMD patients were automatically distinguished with a machine learning classification
algorithm.
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(b) Training and validation.

Figure 4.2: Schematic overview of the algorithm implemented: (a) pre-processing, discrete wavelet
decomposition and reconstruction, and feature extraction; (b) framework used for classifying HC
and PLMD groups based on the normalized features extracted from the signals STIBL and STIBR
(the same approach was used for the other couples of signals): the green blocks show the training of
the probabilistic models for defining atonia (one for each tibialis muscle); the red blocks show the
calculation of the thresholds; the orange blocks show how the trained models were used to classify
mini-epochs as either atonia or MA; the blue ones show the final classification of HC and PLMD
based on the percentages of MA in REM and NREM sleep, or just in NREM sleep.
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Pre-processing, discrete wavelet transform and feature extraction

The steps here described are shown in Fig. 4.2a. First, the TIBL and TIBR signals were pre-
processed as described in Section 3.3.1, thus obtaining the signals STIBL and STIBR, respectively.

Biomedical signals are intrinsically non-stationary and, because of that, the wavelet transform
(WT) is widely applied to them [116]. Moreover, WT is a popular technique for identification of
muscular activity in EMG signals [114, 117]. Given a continuous signal x(t), its WT is calculated
as:

WTa,b[x(t)] = 1√
a

∫ +∞

−∞
x(τ)ζ

(
τ − b
a

)
dτ (4.1)

where ζ(t) is the mother wavelet. The WT basically consists in the convolution of the signal x(t)
with a scaled (a) and translated (b) version of the mother wavelet. The WT achieves good time
resolution at high frequencies and good frequency resolution at low frequencies [116].

The discrete version of the WT (DWT) is obtained by discretizing the scale and translation
parameters. Usually, this is done with a dyadic sequence (a = 2k, b = 2kl with k, l being positive
integers). Mallat proposed a practical implementation of the DWT as a filter bank [118] (Fig.
4.3). More specifically, a signal x(n) (with n = {1, 2, ..., N}) is passed through a series of high-pass
(h(n)) and low-pass filters (g(n)) (derived from the corresponding mother wavelet and related with
a quadrature mirror relationship), thus obtaining high and low frequency components, known as
details (d) and approximation (a) coefficients, respectively. As at each filtration step half of the
frequencies is removed, a downsampling can be performed according to Nyquist theorem. In DWT
the detail coefficients are not further decomposed. By doing so, the DWT achieves good time
resolution for high frequencies, which is a key factor to identify with precision muscular activity, as
it is usually characterized by high frequency components in the range 5-450 Hz [119, 120].

It has to be mentioned that wavelet package analysis is a similar technique to DWT, where
decomposition is performed also at detail level coefficients [121]. As the focus was not to identify
the frequency bands characterizing MA with high precision, DWT was preferred to wavelet package
analysis .
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Figure 4.3: Implementation of the DWT as a filter bank. Three levels of decomposition are shown.

DWT was applied to the signals STIBL and STIBR, using the filters of the Daubechies 4 mother
wavelet and the decomposition was made down to the 4th level, thus obtaining level 1-4 detail
coefficients (d1-d4) and level 4 approximation coefficients (a4), corresponding to the frequency
bands [64-128] Hz, [32-64] Hz, [16-32] Hz, [8-16] Hz and [0-8] Hz, respectively. The approximation
coefficients a4 were not considered for further analysis as their frequency content was previously
removed with the bandpass filter between 10 and 70 Hz (Section 3.3.1). By considering one set
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of detail coefficients at time, D1-D4 signals were obtained by applying inverse DWT. At the
end of these steps, a total of 10 signals were available: STIBL, STIBR, D1TIBL-D4TIBL and
D1TIBR-D4TIBR.

Each signal was divided into 3-s mini-epochs, which is a time span often used in sleep analysis
[24, 100], and the following features calculated for each mini-epoch me(n), with n = {1, 2, ..., N}
and N representing the length of the mini-epoch:

• Mean Amplitude Value (MAV ): the mean value of the absolute amplitude [122]:

MAV = 1
N

N∑
i=1
|me(i)| (4.2)

• Waveform Length (WL): a measure of complexity of a signal, defined as the sum of the signal
absolute first derivative [122]:

WL =
N−1∑
i=1
|me(i+ 1)−me(i)| (4.3)

• Zero-crossings (ZC): a measure of frequency information, defined as the number of times
that the signal me(n) crosses zero amplitude level [114, 122]:

ZC ′(i) =


1, if me(i) ≤ 0 ∩me(i+ 1) > 0

1, if me(i) ≥ 0 ∩me(i+ 1) < 0

0, otherwise

ZC =
N−1∑
i=1

ZC ′(i) (4.4)

To compare the features across subjects, a normalization was performed. In particular, for each
mini-epoch m (with m = {1, 2, ...,M}, and M representing the number of mini-epochs), the feature
ϕm was normalized with respect to the previous and following 10 mini-epochs as:

ϕ̄m = ϕm
min(ϕm−10, ϕm−9, ..., ϕm+9, ϕm+10) + ε

(4.5)

where ε = 10−5 to ensure ϕ̄m < ∞. The normalization of the first and last mini-epoch was
allowed by repeating them for 10 times at the beginning and at the end of the feature vectors,
respectively. Overall, for each signal (e.g. STIBL), a normalized feature matrix (e.g. Φ̄STIBL)
containing normalized values of MAV , WL and ZC for each mini-epoch was obtained.

Training of probabilistic models of atonia

The steps for training probabilistic models of atonia are shown in green in Fig. 4.2b. To
build a model of atonia, the assumption that HCs show atonia during REM sleep was used and a
non-parametric probabilistic approach was adopted, as a big training dataset was available and
because of the easy interpretation of such an approach [123]. The 27 HCs were randomly partitioned
into G = 3 subgroups of 9 subject each, and the features included in REM sleep of each subgroup
were used for training. The normalized features extracted from each of the signals (e.g. Φ̄STIBL)
were used separately for training different models of atonia.

A probability density was fit to the training data with the online Parzen window kernel density
estimator (KDE) proposed by Kristan et al. [124]. Briefly, each new observation from the training
data is modeled as a multivariate δ-Dirac distribution and the final distribution pKDE(φ) is derived
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as a mixture of multivariate Gaussian distributions and δ-Dirac distributions, which have different
weights depending on their relative importance.

The overall algorithm can be divided into 3 steps (Fig. 4.4): (1) given a sample distribution
pSampleq−1(φ), it is updated with the training observation φq; (2) the bandwidth for merging the
distributions is calculated; and (3) the sample distribution pSample(φ) is finally obtained after
refinition and compression by employing the calculated bandwidth. This compression consists
in compressing together at maximum two components. In fact, it might turn out that a valid
compression at one point in time could become invalid when a new training observation in considered.
Therefore, to allow fast recovery from an early compression, this strategy is adopted. The final
distribution pKDE(φ) is obtained by convolution of the final distribution pSample(φ) with a Gaussian
kernel having as covariance matrix the optimal bandwidth [124].

In other words, noting that a δ-Dirac distribution can be expressed as a Gaussian distribution
with zero covariance, the final sample model on the feature space can be expressed as:

pSample(φ) =
N∑
i=1

αiNΣi
(φ− φi) (4.6)

where

NΣi(φ− µ) = (2π)−(d/2)|Σ|−(1/2) exp(−(1/2)((φ−µ)TΣ−1(φ−µ)) (4.7)

is a Gaussian kernel centered at µ with covariance matrix Σ. Moreover, d is the dimension of the
feature space, N the number of components and αi is the weight of each Gaussian component i.
The final distribution of the KDE is obtained as the convolution of the final distribution pSample(φ)
with a kernel with covariance matrix (bandwidth) H:

pKDE(φ) = NH(φ) ∗ pSample(φ) (4.8)

In the algorithm, the bandwidth is automatically calculated, while the compression is regulated
by the input parameter Dth: the higher Dth, the less compressed the model is.

The described algorithm was applied to all subgroups and all signals. In total, 300 models
of atonia were trained M̂g,Dth,s, were g ∈ {1, 2, 3} represents the training subgroup, Dth ∈
{0.01, 0.02, ..., 0.10} is the compression level and s ∈ {STIBL, STIBR, D1TIBL, D1TIBR, D2TIBL,
D2TIBR, D3TIBL, D3TIBR, D4TIBL, D4TIBR} is the signal considered. An example of a trained
probabilistic model of atonia is shown in Fig. 4.5a.

Identification of muscular activity

To identify mini-epochs containing MA, the first step was the definition of a threshold from
each trained probabilistic model of atonia (red blocks in in Fig. 4.2b). A likelihood vector Ag,Dth,s

was obtained as the likelihood of being atonia for the training data of the model M̂g,Dth,s. The
threshold Tg,Dth,s,p was defined as the pth percentile of Ag,Dth,s. For each model, 10 percentile
values (p ∈ {1, 2, ..., 10}) were used.

For each test participant (i.e. 18 HC and 36 PLMD), the trained probabilistic atonia model
M̂g,Dth,s was used to calculate the likelihood vector (Lg,Dth,s). Each sample lg,Dth,s ∈ Lg,Dth,s was
the likelihood of a 3-s mini-epoch of being atonia. For each percentile value p, each mini-epoch was
classified as atonia if lg,Dth,s ≤ Tg,Dth,s,p and as MA otherwise (Fig. 4.5b). These steps are shown
in orange in Fig. 4.2b.
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Figure 4.4: Three steps of the KDE algorithm, where the sample model pSampleq−1(φ) is updated
with a new observation φq and finally compressed into the new sample model pSampleq(φ). The
final model pKDE(φ) is then obtained as convolution of the final sample model with a Gaussian
kernel with bandwidth H. Adapted from [124].

(a) Trained atonia model. (b) Usage of the trained atonia model.

Figure 4.5: (a) Example of trained model of atonia. The blue points represent the training data
and the Gaussian densities are indicated by drawing average value and 3 standard deviations. The
green color of each Gaussian component is proportional to its weight in the model. (b) Example
of how the trained model of atonia shown in Fig. 4.5a is used. The test mini-epochs that have
likelihood lower than the defined threshold are classified as MA (red dots), while the others as
atonia (blue dots).

Classification HC versus PLMD

The blue blocks in Fig. 4.2b show the classifications HC versus PLMD that were performed to
test the validity of the MA detector. For each training group g, compression value Dth, signal s
and percentile p, it was possible to calculate the percentages 3-s mini-epochs in REM and NREM
sleep with MA for each test participant, %g,Dth,s,p,REM and %g,Dth,s,p,NREM respectively. For each
combination of g, Dth, p, two classifications were performed as shown in Fig. 4.2b: one where both
percentages of MA during REM and NREM sleep from left and right tibialis muscles were used (i.e.
four features in total), and the other where only percentages of MA during NREM sleep from left
and right tibialis muscles were used (i.e. two features in total). The second classification was made
as it is known that the majority of limb movements in PLMD patients occur in NREM sleep [60]. For
these classifications, support vector machine and Bayesian optimization were used as classifier and
hyperparameter optimization method, respectively. An explanation of these methods is provided
below and is followed by a final paragraph explaining how they were applied to distinguish HC and
PLMD groups.
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Support vector machine Among other binary classifiers, support vector machine (SVM) was
chosen because it has proven to work well for small and moderately skewed training sets, because
it is able to identify a global and unique solution to the classification problem and because it is
robust to overfitting [102, 125, 126]. The following description of SVM is adapted from [102, 126].

Consider the following training set:

{φi, ti}, i = 1, ..., N, ti ∈ {−1, 1}, φi ∈ Rd (4.9)

where N is the number of training samples, d the dimension of the feature space, φi is the ith

feature vector and ti the correspondent true class label, which can be either 1 if belonging to class
c1 and -1 if belonging to class c2.

When the two classes are linearly separable and there is no overlap between the two class
distributions (Fig. 4.6a), a hyperplane separating them can be identified as:

z(φ) = wTφ + w0 (4.10)

where w and w0 can be found such that the hyperplane maximizes the margin, defined as the
perpendicular distance between the decision boundary and the closest training data point (Fig.
4.6a). To find the best hyperplane, it should first be recalled that the distance between a point φ

and a hyperplane is given by |z(φ)|/||φ||. Second, w and w0 can be scaled so that the value of
z(φ), at the nearest points in the two classes (defined as support vectors and circled in Fig. 4.6a), is
equal to 1 for c1 and to -1 for c2. This means that the following conditions are required for getting
the best hyperplane:

1. Having a margin of 1
||w|| + 1

||w|| = 2
||w|| ;

2. With: (wTφ + w0) ≥ 1, ∀φ ∈ c1 and (wTφ + w0) ≤ −1, ∀φ ∈ c2.

In other words, the best hyperplane can be found by minimizing the cost function:

J(w, w0) = 1
2 ||w||

2 (4.11)

subject to
ti(wTφi + w0) ≥ 1, i = 1, ..., N (4.12)

This is a quadratic programming problem, in which a quadratic cost function is minimized subject
to a set of linearity constraints. These two conditions guarantee that any local minimum is also
global and unique. By employing Lagrange multipliers and by using the Karush-Kuhn-Tucker
conditions, this problem can be solved. When the trained SVM is evaluated on a test vector φ′,
the sign of z(φ′) is evaluated and φ′ assigned to class c1 if the sign is positive and to c2 otherwise.

In the more general case in which the two classes have overlapping distributions (Fig. 4.6b),
the training feature vectors belong to one of these three categories:

• Vectors that fall outside the bands and are correctly classified. These vectors satisfy ti(wTφi+
w0) ≥ 1;

• Vectors inside the bands that are correctly classified (placed in squares in Fig.4.6b ). These
vectors satisfy 0 ≤ ti(wTφi + w0) < 1;

• Vectors that are misclassified (placed in triangles in Fig. 4.6b). These vectors obey the
inequality ti(wTφi + w0) < 0
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Figure 4.6: Schematic overview of how the SVM operates. (a) Linear boundary separating two
non-overlapping classes. The support vectors are circled. (b) Linear boundary separating two
overlapping classes. Squares represent vectors that are correctly classified but that lay inside
the bands, triangles surround vectors that are misclassified. The figures show the case of a
two-dimensional feature space (features ϕ1 and ϕ2). Adapted from [102] and [126].

By introducing the slack variables ξ ≥ 0, the three inequalities before can be unified in:

ti(wTφi + w0) ≥ 1− ξi (4.13)

where the first category of vectors correspond to ξi = 0, the second to 0 < ξi ≤ 1 and the third one
to ξi > 1. In this context, the goal is to make the margin as large as possible, but also to reduced
as much as possible the vectors with ξ > 0. From this, the separating hyperplane can be found by
minimizing the cost function

J(w, w0, ξ) = 1
2 ||w||

2 + β

N∑
i=1

ξi (4.14)

subject to the condition in Eq. 4.13 and ξi ≥ 0. The parameter β is a user-defined cost parameter
(known as box constraint) indicating the penalty for misclassification. The problem is again convex
and can be solved by using Lagrange multipliers, thus obtaining the values of w and w0. After
training, the SVM can be used on a test vector as described above.

Until now, the case in which a linear boundary was separating the classes was considered.
However, sometimes a non-linear boundary is dividing the vectors of the two classes. In this case, a
kernel is used to map the vectors into a space where they can be linearly separated. Among the

kernels, the radial basis function (RBF) kernel k(φi,φj) = e

(
−
||φi−φj ||

2

2σ2

)
is widely used, where φi

and φj are two feature vectors in the training data.
Finally, SVM allows to obtain a classification score (score(φ)) for each feature vector φ. This

is calculated as:

score(φ) =
∑
j

wj < φ̂j ,φ > +w0 (4.15)

where wj ∈ w and w0 are the estimated SVM parameters and < φ̂j ,φ > is the dot product
between φ and the support vectors φ̂j . The classification score ranges from −∞ to +∞ and can
be converted to an estimation of the posterior probability for the positive class by applying the
sigmoid function (Eq. 3.1). The posterior probability for the negative class is its complementary
[127].
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Bayesian optimization of hyperparameters When training a machine learning algorithm,
the optimization of its hyperparameters is crucial to have a good and generalized classifier. A
hyperparameter is defined as a classifier parameter that is set prior training. In the example of
a SVM with RBF kernel, the two hyperparameters are the box constraint β and the standard
deviation σ of the RBF function.

The problem of hyperparameter optimization can be formulated as follows [128]. Let A denote
a machine learning algorithm with N hyperparameters and let Λn be the domain of the nth

hyperparameter. The overall hyperparameter space can be defined as Λ = Λ1 × Λ2 × ...× ΛN . A
vector of hyperparameters is λ ∈ Λ and when the machine learning algorithm A is instantiated
with λ, it is denoted by Aλ. Given a finite dataset D, the optimization consists in finding

λ∗ = arg min
λ∈Λ

f(Aλ,Dtrain,Dvalid) (4.16)

where f(Aλ,Dtrain,Dvalid) is the objective function measuring the validation loss of the machine
learning algorithm Aλ trained on Dtrain and validated on Dvalid. In other words, the hyperparam-
eters that minimize the validation loss are sought [128].

Because of the complexity of the problem, the objective function cannot be expressed analytically,
but observations of this function are available. In this context, the optimization becomes a black-box
problem. Grid search and random search of the best hyperparameter vector are commonly used, but
have the limitation that they might be very time-consuming to find the optimal or near-to-optimal
solution [128]. From a theoretical point of view, Bayesian optimization is now considered the
state-of-the-art method for automatic tuning of hyperparameters for machine learning algorithms,
but is main limitation is the time consumption that increases dramatically with high-dimensional
problems [128]. As in the classifications here performed few hyperparameters had to be optimized,
Bayesian optimization was selected.

For simplicity, the problem can be reformulated into maximizing the objective function f(x).
The core concept of Bayesian optimization is expressed in Algorithm 1 and in Fig. 4.7. More
specifically, the dashed line in the three plots in Fig. 4.7 represent the unknown objective function
f(x). In the first plot, two observations of f(x) are available, from which it is possible to estimate
the posterior probability of f(x) as a Gaussian process (GP), where the mean is represented by the
solid line and the standard deviation by the coloured blue area around the mean. This estimation
is used to calculate an acquisition function u(·), which is a trade-off between exploration (where the
objective function is very uncertain) and exploitation (trying values where the objective function is
expected to be high). The value maximizing the acquisition function is selected and the objective
function sampled at that point. This observation is then used to update the GP (middle plot) and
the process is repeated.

Algorithm 1: Bayesian optimization algorithm
Place a Gaussian process prior on f(x);
Observe f(x) at t0 points according to an initial space-filling experimental design and set t = t0;
while t ≤ T0 do

By using Bayes’ theorem, update the posterior distribution on f(x) using all available data ;
Let xt be a maximizer of the acquisition function u(·), with the acquisition function computed by using
the current posterior distribution ;

Make the observation f(xt) ;
Increment t ;

end
Return as solution the point evaluated with the largest f(x).
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Figure 4.7: Schematic representation of Bayesian optimization algorithm. In the top plot, two
observations of the objective function (dashed line) are known and they are used to estimate a GP
approximation of the objective function with mean (solid black line) and standard deviation (blue
area). The GP is used to estimate the acquisition function that is maximized to identify the new
point where the objective function is sampled. The process is then repeated. Figure from [129].

To formalize mathematically this process, the core concept is the application of Bayes’ theorem:

P (f(x)|O1:t) ∝ P (O1:t|f(x))P (f(x)) (4.17)

meaning that the posterior probability of f(x) given the observations of the objective function
O1:t = {x1:t, f(x1:t)} is proportional to the likelihood of the observations O1:t given the function
f(x) times the prior probability of f(x).

More specifically, the prior of f(x) can be specified as a GP:

f(x) ∼ GP(m(x), k(x,x′)) (4.18)

meaning that for a sample x̄, a normal distribution over the possible values of the objective function
at x̄ is returned. Without loosing generalization, it can be assumed that m(x) = 0 and several can
be the choices for the kernel function. The one used here is the ARD Matérn 5/2 kernel, defined as
[130]:

k(x,x′) = θ0

(
1 +

√
5θ2

1(x,x′) + 5
3θ

2
1(x,x′)

)
exp(−

√
5θ2

1(x,x′)) (4.19)

The parameters θ0 and θ1 of the kernel function are also sought to be optimized [131].
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By applying Bayes’ theorem (Eq. 4.17) it is possible to show that the posterior probability of
the objective function evaluated at sample xt+1 is:

P (f(xt+1)|O1:t,xt+1) = N (µt(xt+1), σ2
t (xt+1)) (4.20)

where µt(xt+1) = kTK−1f(x1:t) and σ2
t (xt+1) = k(xt+1,xt+1)− kTK−1k, with k = [k(xt+1,x1),

..., k(xt+1,xt)] and K =


k(x1,x1) · · · k(x1,xt)

...
. . .

...
k(xt,x1) · · · k(xt,xt)

. In other words, for each point xt+1, it is

possible to obtain an estimation of the posterior probability of f(xt+1), based just on previous
observations.

Thanks to this estimation, it is possible to formulate the acquisition function u(·) to identify
the point to be evaluated next. Several acquisition functions have been proposed, but the one used
in this work is the popular expected improvement. In particular, the improvement is defined as:

I(xt+1) = max{0, f(xt+1)− f(x+)} (4.21)

meaning that I(xt+1) is positive when the prediction at point xt+1 is higher than the best value
known so far (x+), otherwise it is zero. The new query point is found by maximizing the expected
improvement:

x̂t+1 = arg max
xt+1

E(I(xt+1)) (4.22)

and it can be shown that the expected improvement for xt+1 can be expressed as:

EI(xt+1) =

(µt(xt+1)− f(x+))Ψ(Z) + σt(xt+1)ψ(Z), if σt(xt+1) > 0

0, if σt(xt+1) = 0
(4.23)

with Z = µt(xt+1)− f(x+)
σt(xt+1) , ψ(·) denoting the normal probability density function and Ψ(·) the

normative cumulative density function. The observation maximizing EI is chosen as the next query
point.

Application of SVM and Bayesian optimization SVM with RBF kernel was chosen to
perform the classifications HC vs PLMD previously described. More specifically, for each set of
18 HC and 36 PLMD patients, an external 5-fold cross-validation (CV) scheme (Fig 3.4) was
implemented. For each training fold, the hyperparameters of the SVM were optimized with Bayesian
optimization in an internal 5-fold CV. The objective function to minimize was the internal CV loss,
defined as the average classification loss across the internal folds. This strategy is known as nested
or two-level cross validation and is schematically shown in Fig. 4.8. The box constraint and the
standard deviation of the RBF kernel were optimized in the range of positive values log-scaled in
[1e− 3, 1e3].

For each external fold, the performances of the trained classifier were evaluated by means of
training and validation accuracy, sensitivity and specificity (Eq. 3.8), calculated with respect to
the PLMD class.

4.3.2 Results

Fig. 4.9 shows an example of detected MA and an example of the calculated features
%g,Dth,s,p,REM and %g,Dth,s,p,NREM for g = 1, Dth = 1.0, s = {STIBL, STIBR} and p = 2 is
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Figure 4.8: Schematic representation of a two-level 5-fold CV scheme. In the inner loop, the
hyperparameters of the classifier are optimized with Bayesian optimization, where the objective
function is defined as the cross-validation loss (i.e. the average validation loss across the folds).

shown in Fig. 4.10. PLMD patients presented increased percentages of MA in REM and NREM
sleep compared to HC. Table 4.1 shows the combinations of Dth and p that led to the highest average
validation accuracies, in both cases of considering or not REM sleep. The values of sensitivity,
specificity and accuracy obtained during training and validation are shown as mean and standard
deviation across the 5 folds of external CV and across the G training subgroups.

The highest validation accuracy (around 86%) was achieved for the couple of signals (D1TIBL,
D1TIBR) when features calculated during both REM and NREM sleep were included. For
the couples of signals (STIBL, STIBR), (D1TIBL, D1TIBR), (D2TIBL, D2TIBR) and (D3TIBL,
D3TIBR) the average validation accuracy was always higher than 82%. The couple of signals
(D4TIBL,D4TIBR) seems to be less informative, probably due to the intrinsic nature of high
frequency of muscular activity [114]. The inclusion of REM sleep features improved only of about
2-4% the average accuracy values compared to including only NREM sleep features. This confirms
that PLMD patients have increased muscular activity mainly during NREM sleep [60].

Figure 4.9: Example of detected MA. The parameters were g = 1, Dth = 1.0, s = STIBL and p = 2.
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Figure 4.10: Percentages %1,1.0,STIBL,2,REM , %1,1.0,STIBR,2,REM , %1,1.0,STIBL,2,NREM and
%1,1.0,STIBR,2,NREM obtained for the test HC and PLMD patients.

Signals Stage(s) Dth p
Training Validation
ACC [-] SENS [-] SPEC[-] ACC [-] SENS [-] SPEC[-]

ST IBL,ST IBR REM+NREM 0.04 2 0.93±0.00 0.94±0.01 0.92±0.02 0.84±0.06 0.86±0.11 0.80±0.03
D1T IBL,D1T IBR REM+NREM 0.10 2 0.92±0.04 0.95±0.03 0.87±0.09 0.86±0.02 0.92±0.05 0.74±0.13
D2T IBL,D2T IBR REM+NREM 0.04 1 0.95±0.02 0.95±0.00 0.95±0.05 0.84±0.03 0.86±0.05 0.80±0.07
D3T IBL,D3T IBR REM+NREM 0.04 1 0.95±0.06 0.95±0.05 0.94±0.07 0.84±0.09 0.87±0.06 0.77±0.13
D4T IBL,D4T IBR REM+NREM 0.04 2 0.93±0.02 0.93±0.03 0.93±0.04 0.80±0.06 0.85±0.08 0.71±0.11
ST IBL,ST IBR NREM 0.10 1 0.89±0.01 0.86±0.03 0.93±0.06 0.84±0.04 0.85±0.06 0.81±0.20
D1T IBL,D1T IBR NREM 0.02 2 0.87±0.03 0.92±0.01 0.80±0.06 0.82±0.04 0.88±0.05 0.71±0.08
D2T IBL,D2T IBR NREM 0.09 1 0.92±0.05 0.93±0.05 0.93±0.05 0.82±0.03 0.89±0.07 0.70±0.13
D3T IBL,D3T IBR NREM 0.08 6 0.88±0.03 0.93±0.03 0.78±0.02 0.82±0.04 0.90±0.03 0.68±0.06
D4T IBL,D4T IBR NREM 0.10 6 0.89±0.04 0.92±0.08 0.83±0.04 0.78±0.01 0.84±0.05 0.70±0.12

Table 4.1: Values of training and validation accuracy (ACC), sensitivity (SENS) and specificity
(SPEC) for the classification of HC and PLMD groups expressed as mean and standard deviation
across the 5 external folds and G HC subgroups. For each couple of signals, the pair (Dth,p) leading
to the highest validation accuracy is shown.

4.3.3 Discussion

This work proposes a data-driven method to identify MA. The method consists on building a
probabilistic model of atonia from EMG signals recorded during REM sleep of HCs. From this, MA
is identified as EMG areas having low likelihood of being atonia. The proposed method was used to
identify MA in tibialis muscles of PLMD patients and the results show that PLMD patients could
be successfully distinguished from HC, based on features describing the coverage of MA in REM
and NREM sleep. Therefore, these results prove the feasibility and effectiveness of the proposed
data-driven method for MA detection.

The best performances were obtained when the decomposition level D1 was considered. However,
only slightly lower performances were obtained when the pre-processed signals (i.e. STIBL and
STIBR) were used. This suggests that the initial wavelet decomposition could be avoided to reduce
computational load.
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The proposed approach is characterized by two innovative aspects. First, the definition of MA
is not biased by human definition, but it is defined via a semi-supervised approach. In fact, the
only assumption that is used is that HCs show atonia during REM sleep. Second, a machine
learning approach was used to tune the definition of MA to distinguish with the highest possible
performances PLMD patients from HCs.

This method does not aim to reproduce the scoring of LMs as defined by AASM [13], but proposes
an alternative data-driven definition of MA. The proposed method is also easily interpretable, as it
provides an easy visualization of the detected MA (Fig. 4.9) and on the total coverage of MA (Fig.
4.10).

Limitations

This study has a number of limitations. First, only 3-s mini-epochs were investigated as time
window for MA detection; future studies should investigate whether better detection could be
achieved with other window sizes and with overlap between windows. Second, no post-processing
on the detected MA was performed, which could lead to increased performances. Third, only SVM
with RBF kernel was used as classifier, but it cannot be excluded that other classifiers would have
led to different classification performances. Fourth, the online kernel density estimator was used to
build probabilistic models of atonia, because of its speed and proved robustness [124]; in the future,
other probabilistic estimators could be tested to evaluate whether they could perform better in this
context.

4.4 Conclusive remarks

The work and the results presented in Paper II [115] answer the research question and address
the objective presented at the beginning of this Chapter. Below, the research question is reported
again, together with the research output achieved in this Chapter:

• Chapter research question 4.1 : Can an easily interpretable data-driven method auto-
matically identify limb MA in PLMD patients?
Chapter research output 4.1 : A new data-driven method to achieve this goal was devel-
oped. The new method automatically classifies each 3-s mini-epoch of tibialis muscle signals
as having or not MA. Thanks to this, the proposed method is easily interpretable in a clinical
environment. Moreover, the method does not achieve MA identification via implementation
of human-based rules, but a two step data-driven approach was implemented. This consists
on a first definition of a probabilistic model of atonia, followed by the refinement of MA
detection with a machine learning approach. The achieved classification performances confirm
the feasibility of the proposed approach for MA detection.

As the proposed approach for defining MA has proven its feasibility in distinguishing PLMD
patients from HCs, it was employed (in a modified and expanded version) to identify patients with
RBD. This topic will be discussed in the next Chapter.
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Chapter 5

Development and validation of a data-driven

method for RBD detection

Chapter main objectives: The previous chapter presented the proof of concept that the
proposed data-driven method can successfully identify muscular activity.

This chapter aims to develop and validate on different cohorts a robust and generalized data-
driven method for identification and characterization of patients with RBD.

This chapter is based upon Paper III [132] and Paper IV [133] and addresses thesis objective 2.

5.1 Research background

This chapter focuses on the development of a data-driven method for RBD detection and the
methodology here presented is the expansion of the one described in the previous Chapter. To
develop an automated method which is more robust and generalized than the ones described and
compared in Chapter 3, some initial considerations were made.

First, among all the previously developed methods, only KEI was developed on a cohort including
iRBD patients, HCs and patients with PLMD [24, 25]. All the other methods have been developed
in cohorts including only HCs and iRBD patients [18, 19, 20, 21, 26, 23]. In the development of
a robust method for identification of RBD patients, it is important to include also patients that
might play a confounder, such as PLMD patients. In fact, these patients have increased limb motor
activity, which is however not related to any neurodegenerative process.

The second consideration was about muscular activity (MA) during NREM sleep. Some studies
have shown that patients with iRBD are characterized not just by RSWA, but also by abnormally
increased muscular tone in NREM sleep [134, 135, 136]. Until now, none of the automated methods
for RBD detection has analyzed NREM sleep and whether its inclusion could contribute to a better
detection of RBD.

Thirdly, MA related to apneas and arousals was considered. The results presented in Chapter 3
have shown that previously developed methods were not influenced by MA related to apneas and
arousals. However, in the development of a new method, this should be reconsidered.

The final consideration was that most of the previously developed methods for RBD identification
have been validated only on data recorded in the same clinic where the method was developed. Only
RAI has been validated in data recorded in several clinics [95, 96, 97, 101, 137, 138]. An automated
method developed and validated only on data recorded in one clinic might be biased towards
technical settings and equipment, environmental aspects, and how manual scoring is performed in
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that particular clinic. Therefore, the validation of a method in data recorded in different clinics is
fundamental to prove its robustness and generalization.

5.2 Research questions and objectives of this chapter

Based on this research background, the following research questions were formulated:

• Chapter research question 5.1: Can a new method based on a data-driven identification
of MA overcome in performances previously proposed algorithms for RBD detection?

• Chapter research question 5.2: Can RBD be identified better if MA in NREM sleep is
included?

• Chapter research question 5.3: Which is the influence of MA related to apneas and
arousals on the performances of the new method?

• Chapter research question 5.4: Is the new method generalized? Does it perform equally
well when applied on data that were recorded in a different clinic from the one where it was
developed? If differences exist, can this method be used to evaluate inter-clinical differences?

This research questions led to the definition of the following objectives:

• Chapter research objective 5.1: To develop an automated method that, based on a
data-driven approach, can overcome RAI, KEI and FRI in performances for RBD detection.
These three methods are used for comparison as they have been shown to be the three best
available methods for this purpose (Chapter 3).

• Chapter research objective 5.2: To investigate whether the inclusion of MA in NREM
sleep leads to higher performances for RBD detection.

• Chapter research objective 5.3: To investigate the influence of MA related to apneas and
arousals on the proposed method.

• Chapter research objective 5.4: To calculate the performances of the algorithm for RBD
detection on data recorded in another clinic and to analyze the influence of inter-clinical
differences on the proposed automated method.

5.3 Paper III: Validation of a new data-driven automated algorithm
for muscular activity detection in REM sleep behavior disorder

An overview of the methodology of Paper III [132] is presented in Fig. 5.1. The main idea
behind the proposed methodology is similar to the one presented in Chapter 4. Probabilistic models
of atonia were derived from the chin and tibialis muscles of HCs during REM sleep. When a
test subject (i.e. HC, iRBD or PLMD) was considered, a profile of MA probability (p(MA)) was
obtained and MA was identified as areas having high values of p(MA). The cases of including
or not MA related to apneas and arousals, as well as the inclusion of MA in NREM sleep were
considered. Features describing coverage and frequency of MA in REM (and NREM) sleep were
used as input to a machine learning model which could classify a participant as either HC, iRBD or
PLMD. The evaluation of classification performances of the different combinations (i.e. including
or not MA related to apneas and arousals, and including or not MA in NREM sleep) led to define
the best model for RBD identification.
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Figure 5.1: Overview of the methodology of Paper III [132]. Chin and tibialis EMG signals from
REM sleep of HCs were used to define probabilistic models of atonia. When EMG signals from
test HCs, iRBD patients and PLMD patients were given in input to such models, profiles of MA
probability (p(MA)) were obtained. From such profiles, MA was then identified. By considering
various scenarios of including or not MA related to apneas and arousals and including or not MA in
NREM sleep, a machine learning approach was used to differentiate between HCs, iRBD patients
and PLMD patients.

5.3.1 Methods: development and validation of the new data-driven
algorithm to identify RBD patients

The participants included in this study were the cohort of 27 HC, 29 iRBD and 36 PLMD
patients described in Table 3.3. The chin, tibialis left (TIBL) and right (TIBR) EMG signals were
pre-processed with the same technique described in Section 3.3.1.

Feature extraction and normalization

After pre-processing, each EMG signal was divided into 1-s windows with 50% overlap and for
each window the mean absolute amplitude value (MAAV ) [122] was calculated as:

MAAV = 1
N

N∑
i=1
|win(i)| (5.1)

where win(i) with i = {1, 2, ..., N} are the EMG samples in each window.
Compared to the feature extraction reported in Section 4.3.1, there are three differences. First,

the results presented in Section 4.3.2 showed that the application of the wavelet decomposition
is not strictly necessary. Therefore, to reduce the computational load of the algorithm, only the
pre-processed signal was used. Second, to further reduce the complexity of the algorithm, it was
decided to implement only one feature. In this way, the time for training the probabilistic models
of atonia could be significantly reduced. Finally, it was decided to calculate the features on 1-s
windows with 50% overlap, and that is why a different nomenclature has been used compared to
the previous Chapter. The window length of 1 s was chosen because it has been shown that phasic
activity can be successfully identified in 1-s intervals [113], and because short bursts of phasic
activity could be visually identified better with 1-s windows than with longer windows. Finally,
50% overlap of the windows ensured that short MA located at the edge of the windows was not
smoothed down.

Feature normalization was performed to make the method robust to inter- and intra-subject
variability. In particular, for each window n, the feature MAAVn was normalized with respect to

59



CHAPTER 5. DEVELOPMENT AND VALIDATION OF A DATA-DRIVEN METHOD FOR
RBD DETECTION

the previous and following 900 windows (i.e. 7.5 minutes of recording), according to:

MAAV ′n = MAAVn
min{MAAVn−900,MAAVn−899, ...,MAAVn+899,MAAVn+900}+ ε

(5.2)

where ε = 10−5µV to ensure MAAV ′n <∞ [24]. The normalization of the features for the windows
located at the beginning and end of recording was allowed by repeating 900 times the first and
last window features in the two extremities of the feature vector. Fig. 5.2 shows an example of
pre-processed EMG signal, MAAV features and their normalized values.

Figure 5.2: Example of pre-processed EMG signal, MAAV features calculated for 1-s windows
with 50% overlap (red) and respective normalized features (green).

Training of the probabilistic models of atonia

As in the previous study, the assumption that HCs are characterized by atonia during REM sleep
was used to build probabilistic models of atonia. To make a more generalized method, the 27 HCs
were divided into G = 3 random subgroups of 9 participants each. For each pre-processed signal
(here referred as s ∈ {CHIN, TIBL, TIBR}) and for each subgroup g ∈ {1, 2, 3}, a probabilistic
density was fit to the MAAV ′ values in REM sleep by applying the online kernel density estimator
introduced in Section 4.3.1. The levels of compression Dth ranged in Dth ∈ {0.01, 0.02, ..., 0.05}.
Compared to Section 4.3.1, a smaller range of compression levels was used to have more compressed
models (i.e. less Gaussian components). In this way, a total of 45 models of atonia M̂g,Dth,s (i.e.
15 for each muscle) were obtained, as shown schematically in Fig. 5.3. An example of an atonia
model is shown in Fig. 5.4.

Muscular activity probability estimation

The aim of this step was to calculate the probability of MA (p(MA)) for each 1-s windows
in the EMG signals of the test participants (i.e. the ones not included in the training phase of
the probabilistic model of atonia). This is schematically explained in Fig. 5.5 for the chin signal,
but the same approach was used also for the two tibialis EMG signals. More specifically, the
training data used to build the model M̂g,Dth,CHIN were given as input to the model itself. A
vector of likelihood Ag,Dth,CHIN was therefore obtained, where the elements were the likelihood of
the training data of being atonia. From this, ten values of threshold Tg,Dth,CHIN,p were derived
as the pth percentiles of the likelihood vector Ag,Dth,CHIN , with p ∈ {1, 2, ..., 10}. For each
test participant, all the MAAV ′ values derived from the chin signal were given as input to the
model M̂g,Dth,CHIN , thus obtaining a likelihood vector Lg,Dth,CHIN . For each sample i of the
likelihood vector (lig,Dth,CHIN ∈ Lg,Dth,CHIN ), and for each p, the probability of muscular activity
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Figure 5.3: Schematic overview of how a total of 45 models of atonia were trained. For each training
subgroup g, MAAV ′ values in REM sleep of HCs were considered (red boxes). For each muscle,
five models of atonia were then trained corresponding to five values of Dth (blue boxes).

Figure 5.4: Example of trained probabilistic model of atonia from MAAV ′ values obtained from
REM sleep of HCs. The overall model (red) consists of a mixture of Gaussian distributions (black).

pi(MA)g,Dth,CHIN,p was calculated as:

pi(MA)g,Dth,CHIN,p =


0 if (Tg,Dth,CHIN,p − lig,Dth,CHIN ) < 0

100 ·
Tg,Dth,CHIN,p − lig,Dth,CHIN

Tg,Dth,CHIN,p
otherwise

(5.3)
Based on the trained model of atonia of Fig. 5.4, Fig. 5.6 shows the values of p(MA) for nine
MAAV ′ test values. When MAAV ′ test values are located in areas with high probability density,
p(MA) values are low and vice-versa. Fig. 5.7 shows a profile of probability of MA, corresponding
to values of p(MA) calculated for each 1-s window.

In summary, for each iRBD and PLMD patient, a total of 150 profiles of MA probability
p(MA)g,Dth,CHIN,p were obtained for the chin muscle, which were generated from the 15 models
M̂g,Dth,CHIN and the ten values p. For the HCs, only 100 profiles were available, as each HC was
used once in the training of 5 atonia models. Similar considerations apply for the two tibialis
muscles.

Muscular activity identification and feature extraction

From each of the obtained profiles of MA probability p(MA)g,Dth,CHIN,p, three scenarios were
considered to identify MA. These are illustrated in Fig. 5.8. MA was identified if values of p(MA)
were above H, with H ∈ {30%, 60%, 90%}. Clusters of MA closer than 1 s were merged as previously
done in literature [21].
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Figure 5.5: Schematic overview of how the probability of muscular activity was calculated for the
test participants for the chin muscle. For each trained model of atonia M̂g,Dth,CHIN (see Fig. 5.4, a
likelihood vector Lg,Dth,CHIN was obtained by giving in input the training data of the model itself.
The pth percentile of such vector was used to define a threshold Tg,Dth,CHIN,p (green boxes). When
MAAV ′ values of a test subject were given in input to the atonia model M̂g,Dth,CHIN , a profile
of probability of muscular activity p(MA)g,Dth,CHIN,p was obtained for each value of threshold
Tg,Dth,CHIN,p (green boxes). The same was done for the two tibialis muscles.

Figure 5.6: Illustration of nine MAAV ′ and their muscular activity probability values (p(MA))
computed using the trained model of Fig. 5.4 (red curve).

Figure 5.7: Example of an EMG signal (blue) and correspondent profile of MA probability (p(MA)
in red), spanning in the range 0-100%.
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(a) H = 90%

(b) H = 60%

(c) H = 30%

Figure 5.8: Identification of MA by applying different thresholds H. MA was identified when
p(MA) was exceeding the threshold and clusters of muscular activity closer than 1 s were merged.

After identification of MA, the following MA features (MAFs) were calculated (the same applies
also to the two tibialis muscles):

• The percentage of 1-s windows during REM sleep containing MA (%g,Dth,CHIN,p,H,REM );

• The percentage of 1-s windows during NREM sleep containing MA (%g,Dth,CHIN,p,H,NREM );

• The median distance between onsets of MA during REM sleep (Dg,Dth,CHIN,p,H,REM , mea-
sured in seconds);

• The median distance between onsets of MA during NREM sleep (Dg,Dth,CHIN,p,H,NREM ,
measured in seconds).

Overall, for each iRBD and PLMD patient and for each combination of the parameters Dth,
p and H, three final values of each MAF were obtained, corresponding to the G = 3 training
subgroups. These values were averaged, so that a final value for each MAF was obtained in
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correspondence to each combination of Dth, p and H. This is shown in Fig. 5.9 and the same
applies also for the two tibialis muscles. For the HCs, a similar approach was used for extracting
the final values of MAFs, but only two values were averaged for each combination of Dth, p and H,
because each subject was used once for training of atonia models.
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Figure 5.9: Schematic overview of the steps implemented for calculating the final MAF values for
each combination of the parameters Dth, p and H and for the chin muscle, as the average values
across the G = 3 training subgroups. This applies to iRBD and PLMD patients. For HCs, only
two values were averaged for each combination of Dth, p and H, as each HC was used once in a
training subgroup. The same approach was used also for the tibialis muscles.

Classification

In summary, for each combination of Dth, p and H, 12 final MAFs were obtained for each par-
ticipant: %Dth,CHIN,p,H,REM , %Dth,CHIN,p,H,NREM , DDth,CHIN,p,H,REM , DDth,CHIN,p,H,NREM ,
%Dth,T IBL,p,H,REM , %Dth,T IBL,p,H,NREM , DDth,T IBL,p,H,REM , DDth,T IBL,p,H,NREM ,
%Dth,T IBR,p,H,REM , %Dth,T IBR,p,H,NREM , DDth,T IBR,p,H,REM and DDth,T IBR,p,H,NREM . Fig.
5.10 shows how these features were used to build a machine learning system aiming to differentiate
HC, iRBD and PLMD groups. For each combination of Dth, p and H, a 5-fold cross-validation
(CV) scheme was applied for two different classifications: one where REM and NREM features were
employed, and the second where only REM features were used. In both scenarios, each training
fold was used to train one support vector machine (SVM) with linear kernel, one SVM with radial
basis function (RBF) kernel and one random forest (RF) classifier. For the validation fold, the
three trained classifiers were merged with Dempster-Shafer (DS) fusion method, thus obtaining a
final classification. Before giving more details on the classification, an overview of the classifiers
and the DS method is provided.

Multiclass SVM SVM is a binary classifier and to make SVM solve multi-class classification
problems a number of SVMs needs to be combined. In this work, the combination was implemented
with a one vs one approach. With this approach, if C classes are available, a total of Q = C(C−1)/2
SVM classifiers are trained, where in each of them one class is positive, another one is negative and
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Figure 5.10: Schematic overview of the classification methodology adopted. For each combination
of Dth, p and H, two classifications were performed, consisting in using only REM features and
both REM and NREM features. In each of these two cases, 5-fold CV was employed. For each
fold, three classifiers were trained using the training set and then applied to the validation set. The
outputs from the classifiers prediction in the validation set were merged with DS technique, thus
obtaining a final classification.

the rest is ignored. Considering C = 3 classes, the coding design CD is defined as

CD =

 1 1 0
−1 0 1
0 −1 −1


where the rows represent the three classes (c1, c2 and c3) and the columns are Q = 3 SVMs. This
means that the first SVM (first column) is trained with positive class c1 and negative class c2 etc.
The class ĉ that is chosen is obtained as:

ĉ = arg min
i

∑Q
q=1 |CDiq|ĝ(CDiq, scoreq)∑Q

q=1 |CDiq|
(5.4)

where CDiq are the elements of the matrix CD (with i representing the ith class and q the trained
SVM), scoreq is the classification score of the qth classifier (Eq. 4.15, mapped in the range [-1,1]
with sigmoid function, Eq. 3.1) and ĝ(θ0, θ1) is the quadratic binary loss, defined as:

ĝ(θ0, θ1) = 1− θ0(2θ1 − 1)2

2 (5.5)

In this way, the trained SVMs are combined and the final prediction is obtained [139].

Random forest Random forest (RF) is a supervised machine learning ensemble method that
is based on decision trees (DTs) [140]. The basic idea of DTs is to partition the feature space by
recursively applying decision rules on the features. In particular, in the training phase of a DT,
all the samples are considered in the root node of the tree, which is then split into sub-nodes by
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applying a decision rule. This division is repeated until a node is pure (i.e. contains only one class),
or when a specific stopping criterion is met. Such a node is called leaf node. A criterion that is
often used is the purity gain ∆, defined as [141]:

∆ = Ω(root)−
B∑
b=1

#(b)
#(root)Ω(b) (5.6)

where Ω(root) is the impurity at the root node, Ω(b) is the impurity at the branch b (with
b = {1, 2, ..., B} and B representing the total number of branches), #(root) is the number of
samples at the root and #(b) the number of samples at the branch b. Different impurity functions
Ω(b) have been defined and a popular one is the Gini index, defined as:

Gini(b) = 1−
C∑
i=1

p(ci|b)2 (5.7)

where ci with i = 1, ..., C are the classes and p(ci|b) is the relative size of the class ci at the branch
b.

The purity gain is also used to identify the best split when growing a DT. This recursive way of
growing a DT is known as Hunt’s algorithm [142] and described in Algorithm 2.

Algorithm 2: Hunt’s algorithm
Data: All samples contained in the root node
if stop criterion is met then

Add a leaf node to the tree;
else

Try different splits on the current branch and choose the split with the highest purity gain;
Call the method recursively on the other branches;

end

RF is an ensemble method. This means that multiple DTs are built and their outputs are used
to make a prediction. Because of this, ensemble methods are known to have increased performances
compared to single classifiers [143]. In the context of RF, the final output is decided based on
majority voting (i.e. the class that has been selected by most of the DTs is the final prediction)
[141].

Another concept at the basis of RF is bagging. Bagging consists in considering a dataset D of size
N , and then randomly select V new datasets D1, ...,DV of size N ′ ≤ N by randomly subsampling
D with replacement. This means that the same datapoint may occur multiple times in each Dv
and that some other datapoints might be omitted (known also as bootstrap) [141].

In RF, bagging is applied to multiple DTs. Bagging produces V datasets and on each of them a
DT is built, from which the final classification is obtained by majority voting. However, when this
is done, a problem that may occur is that the DTs will often select the same splits, thus creating
very correlated trees. This problem is overcome by considering only m of the M features available
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(m < M) to find the best decision rule to split a node [141]. This is also explained in Algorithm 3.

Algorithm 3: RF algorithm for classification [144].
Data: Dataset D of size N
for v = 1 : V do

1. Take a sub-sampled data-strap Dv of D of size N ′ < N ;
2. Grow a tree on Dv

Iteratively go through the following steps until a stopping criterion is met
(a) Select m features randomly of the M features available
(b) Find the best split with the highest purity gain among m features
(c) Split the node into two daughter nodes

end
Take the majority vote of the ensemble of trees grown to make a prediction

An important property of RF is that it can provide a measure of the relevance of each feature
in a trained model. This concept is known as feature importance. Gini feature importance is a
popular method to calculate it [141]. For each node in a DT, the importance of node j for the
feature i (FIij) is calculated as the difference between the decrease in impurity [145]:

FIij = wjΩj − (wleft(j)Ωleft(j) + wright(j)Ωright(j)) (5.8)

where wj is the weighted number of samples reaching node j, left(j) and right(j) are the the
left and right child nodes coming from node j respectively, and Ω is the Gini impurity index (Eq.
5.7). From this, the importance of each feature i (FIi) in a decision tree is calculated by summing
FIij for each node j. Such a measure is then normalized to have the sum of the importance of
all features equal to 1. This normalized value is then averaged through all the DTs of a RF, thus
obtaining a final value of feature importance for each feature i.

As all classifiers, several hyperparameters should be optimized when training a RF. These
include the number of trees, their depth, and how many features are selected randomly. Bayesian
optimization (Section 4.3.1) can be used for choosing their optimal combination. In general, it
is seen that by increasing the number of trees, the classification error stabilizes. However, a too
high number of trees only increases the computational load. Additionally, when few features are
randomly selected, the correlation between DTs is reduced and the performances of the RF usually
increase. However, a too small number of features should not be chosen because of the risk of
randomly selecting only irrelevant features, thus worsening the performances. Finally, too deep
trees usually tend to overfit [144].

After training, a RF can predict the class of unseen data and can also return the posterior
probability of each class. For each tree, the posterior probability of a class is calculated as the
fraction of the observations of that class in the tree leafs. The final posterior probabilities are
obtained by averaging these values over all the DTs [146].

In general, RF is a powerful classification method that is robust to outliers and noise, and it
has shown good performances in literature [144].

Dempster-Shafer fusion method Dempster-Shafer (DS) method consists on a fusion of the
outputs of different classifiers, to obtain a final prediction [143]. In the previous descriptions of
SVM (Section 4.3.1) and RF, it has been pointed out that both classifiers, given in input a data
sample for which the prediction is sought, can give in output the posterior probabilities of each
class. In particular, given C classes and Q classifiers, the so-called decision profile for a feature
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vector φ can be derived as:

DP (φ) =


p11(φ) · · · p1C(φ)

...
. . .

...
pQ1(φ) · · · pQC(φ)

 (5.9)

where pqj(φ) is the posterior probability of the classifier q for the class cj for the input feature
vector φ.

When the training data are considered, it is possible to calculate a decision profile for each
training sample and to obtain a decision template for each class ci, defined as:

DTci = 1
Nci

∑
φtrain∈ci

DP (φtrain) (5.10)

This means that the decision template is simply is the average decision profile over the Nci training
samples belonging to class ci.

When a validation/test feature vector φtest is considered, its decision template DP (φtest) can
be calculated. Let now DT qci be the qth row of the decision template DTci and DPq(φtest) the
qth row of the decision profile DP (φtest). From this, it is possible to calculate the proximity
PRci,q(φtest) of DT qci to DPq(φ):

PRci,q(φtest) =
(
1 + ||DT qci −DPq(φtest)||

2)−1∑C
j=1

(
1 + ||DT qcj −DPq(φtest)||2

)−1 (5.11)

From this, it is possible to compute the belief that the qth classifier is correctly identifying φtest as
belonging to class ci:

belci(DPq(φtest)) =
PRci,q(φtest)

∏
j 6=i(1− PRcj ,q(φtest))

1− PRci,q(φtest)
[
1−

∏
j 6=i(1− PRcj ,q(φtest))

] (5.12)

After the belief values are calculated for each classifier q, they can be combined through Dempster’s
rule of combination:

ηci(φtest) =
Q∏
q=1

belci(DPq(φtest)) (5.13)

This value is then normalized to ensure that the total support across the classes (i.e. final
classification probability) is 1. The final prediction corresponds to the class ci with higher value of
ηci [143].

Application of the classifiers and Dempster-Shafer method As previously specified, clas-
sification was performed with a 5-fold CV scheme (Figs. 3.4 and 5.10). For each training fold,
one linear SVM, one SVM with RBF kernel and one RF were trained and their hyperparameters
optimized with Bayesian optimization (Section 4.3.1) in an inner 5-fold cross-validation loop (Fig.
4.8). For the linear SVM, the box constraint was the hyperparameter to be optimized and the
search range consisted in positive values log-scaled in the range [1e− 3, 1e3]. For the SVM with
RBF kernel, the hyperparameters optimized were the box constraint and the standard deviation of
the kernel (positive values log-scaled in the range [1e− 3, 1e3]). For the RF, the hyperparameters
optimized were the number of trees (search range being the positive integers, log-scaled in the
range [10, 500]), and their depth (which consisted in the optimization of the maximum number
of splits and the minimum leaf size, which were searched among the integers log-scaled in the
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range [1,max(2, N − 1)] and [1,max(2, bN/2c))], respectively, with N being the number of training
samples). For RF, the number of features to draw randomly was set to the square root of the total
number of features. Moreover, for the two SVMs, the training features were standardized in the
range 0-1. The parameters for standardization were employed in the validation set.

During validation, after standardizing the features, the trained classifiers were employed and
merged with DS technique. From this, a final classification probability mixture for each participant
was obtained (i.e. p(HC), p(iRBD) and p(PLMD), corresponding to the probability of being HC,
iRBD and PLMD patient respectively). A participant was classified according to the class with the
highest probability. For each fold, the overall validation accuracy was computed as:

ACCoverall = Pc
Ntot

(5.14)

where Pc is the number of correctly classified participants and Ntot the total number of participants
in the validation fold. Moreover, for each class i with i = {HC, iRBD,PLMD}, the validation
accuracy, sensitivity and specificity were calculated as:

ACCi = TPi + TNi
TPi + TNi + FPi + FNi

SENSi = TPi
TPi + FNi

SPECi = TNi
TNi + FPi

(5.15)

where TPi, TNi, FPi and FNi are the number of true positives, true negatives, false positives and
false negatives for each class i.

For each of the two classifications shown in Fig. 5.10, the combination of Dth, p and H leading
to the highest average overall validation accuracy across the folds was selected as the optimal one.

Evaluation of the influence of apneas and arousals

To evaluate the influence of MA related to apneas and arousals, it was decided to train
again probabilistic models of atonia and perform classification (as previously explained) after
having removed MA related to manually labeled apneas and arousals. In particular, the segments
removed were from 5s before to 5s after an apnea and from 3s before to 12s after an arousal onset,
corresponding to configuration 5 in Section 3.3.1 (Fig. 3.2).

Comparison with other automated methods

To prove the robustness of the proposed method, its classification performances were compared
to the ones achieved by RAI, FRI and KEI (which were found to be the automated indices achieving
the highest performances for identifying RBD, as shown in Chapter 3). For each participant, the
values of RAI, FRI and KEI were computed as described in Table 3.2. For each of these three
indices, the same method as in Fig. 5.10 was applied, where the index values were features. The
same was repeated after removing MA related to apneas and arousals.

5.3.2 Results

Table 5.1 shows the optimal combinations of Dth, p and H leading to the highest overall
validation accuracy across the 5 folds in the 4 configurations here investigated:

1. Considering all MA during REM and NREM sleep;

2. Considering all MA during REM sleep;

3. Considering MA during REM and NREM sleep, after removal of MA related to apneas and
arousals;
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Sleep stages Muscular activity Optimal Dth Optimal p Optimal H

REM+NREM All MA 0.01 3 90
REM All MA 0.01 8 60
REM+NREM Removed apnea and

arousal-related MA
0.03 1 30

REM Removed apnea and
arousal-related MA

0.03 8 30

Table 5.1: Combination of the parameters Dth, p and H leading to the highest average validation
overall accuracy across the 5 folds used in the 4 combinations analyzed.

4. Considering MA during REM sleep, after removal of MA related to apneas and arousals.

Fig. 5.11 shows the distribution across HC, iRBD and PLMD groups of the 12 extracted MAFs
obtained for Dth = 0.01, p = 3 and H = 90 when all MA was included (i.e. first row of Table
5.1). The corresponding values are shown also in Table 5.2. As the median inter-muscular activity
distance can be interpreted as the inverse of MA frequency, the values of Fig. 5.11 and Table
5.2 show that: i) iRBD patients have increased and more frequent MA in the chin and tibialis
muscles than HC in REM sleep; ii) PLMD patients have increased and more frequent MA in NREM
sleep in the tibialis muscles than HCs; iii) iRBD differ from PLMD patients because of the MA
in chin during REM sleep. Similar feature distributions were obtained also for the other optimal
combinations of Dth, p and H as shown in the Supplemental Material in Appendix C.

Figure 5.11: Distribution of the 12 MAFs obtained for Dth = 0.01, p = 3 and H = 90 when all
MA was included. Each feature value from a subject is represented as a dot, together with bars
representing the average group values and whiskers representing one standard deviation value for
each group. Kruskal-Wallis tests were used to analyze group differences. In case of p-value<0.05,
Wilcoxon rank sum tests were used for pairwise comparisons and corrected with Tukey-Kramer
procedure. *: p-value<0.05; **: p-value<0.01; ***: p-value<0.001.

Table 5.3 presents the distributions of RAI, FRI and KEI across the three participant groups
in the two cases of including or not MA related to apneas and arousals. The values of RAI and
FRI showed significantly increased muscular tone in iRBD patients compared to HCs and PLMD
patients. KEI showed significant increment in tone of iRBD and PLMD in comparison to HCs,
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Feature HC iRBD PLMD Group HC vs
iRBD

HC vs
PLMD

iRBD
vs
PLMD

%REM,CHIN 1.12±1.25 3.75±3.14 2.04±2.23 <0.001 <0.001 0.20 0.03
%REM,T IBL 1.68±1.69 10.61±13.03 7.21±9.59 <0.001 <0.001 <0.01 0.31
%REM,T IBR 1.93±4.15 8.53±10.91 3.66±3.39 <0.001 <0.001 <0.01 0.24
%NREM,CHIN 1.48±2.06 1.50±1.27 2.47±3.17 0.37 - - -
%NREM,T IBL 1.29±1.03 6.17±10.41 5.42±6.56 <0.01 0.08 <0.001 0.30
%NREM,T IBR 1.02±0.90 5.76±11.19 4.19±3.09 <0.001 0.06 <0.001 0.19
DREM,CHIN [s] 180.06±280.53 45.59±32.96 61.65±60.08 0.01 0.01 0.08 0.69
DREM,T IBL [s] 113.67±96.52 32.27±36.21 48.61±43.10 <0.001 <0.001 <0.01 0.05
DREM,T IBR [s] 124.66±117.90 36.17±35.71 45.98±30.87 <0.01 <0.01 0.02 0.71
DNREM,CHIN [s] 85.30±133.83 44.52±32.94 50.34±45.14 0.65 - - -
DNREM,T IBL [s] 64.79±48.75 44.38±35.74 31.05±14.74 0.04 0.17 0.03 0.81
DNREM,T IBR [s] 88.19±100.09 36.74±33.76 28.85±13.15 <0.01 <0.01 <0.01 0.99

Table 5.2: Values of the MAFs obtained for Dth = 0.01, p = 3 and H = 90 considering all MA
activity. The values are shown as mean and standard deviation. Kruskal-Wallis tests were used to
analyze group difference. In case of p-value<0.05, Wilcoxon rank sum test were used for pairwise
comparisons and corrected with Tukey-Kramer procedure. Significant p-values are highlighted in
bold.

MA Index HC iRBD PLMD Group HC vs
iRBD

HC vs
PLMD

iRBD vs
PLMD

All MA
RAI [%] 87.39±21.04 54.12±37.26 83.76±24.95 <0.001 <0.001 0.84 <0.001
FRI [%] 8.96±6.75 28.69±16.93 17.09±13.64 <0.001 <0.001 0.06 0.01
KEI [%] 12.54±11.05 42.94±28.02 30.23±24.09 <0.001 <0.001 <0.01 0.12

No all MA
RAI [%] 89.27±19.39 55.99±38.12 83.79±27.52 <0.001 <0.001 0.97 <0.001
FRI [%] 6.86±6.48 22.62±16.72 12.07±9.33 <0.001 <0.001 0.09 0.02
KEI [%] 28.65±20.61 54.78±26.93 41.32±23.31 <0.001 <0.001 0.06 0.17

Table 5.3: Values of RAI, FRI and KEI shown as mean and standard deviation in the two cases
of including all MA and removing MA related to apneas and arousals. Statistical analyses were
performed as in Table 5.2.

when all MA was included, and only significantly increased tone in iRBD patients compared to
HCs when apnea and arousal-related movements were removed.

Tables 5.4 and 5.5 show the classification performances of the proposed method, RAI, FRI and
KEI (in both cases of including and excluding NREM features) in the two scenarios of considering all
MA (Table 5.4) and removing apnea and arousal-related MA (Table 5.5). Generally, the proposed
method achieved either similar or better performances than previously published methods in all the
four combinations. The inclusion of NREM features led to generally similar or higher performances
than in the case of their exclusion (Tables 5.4 and 5.5). Moreover, when comparing Tables 5.4 and
5.5, it can be seen that the inclusion of all MA generally led to increased performances when both
REM and NREM sleep features were used. On the other hand, when only REM sleep features were
used, the performances did not differ much, with the only exception of the sensitivity for RBD,
which showed a drop of around 10% in the case where apnea and arousal-related MA was excluded.

For completeness of the results, Supplementary Tables in Appendix C show the average and
standard deviation of all the performances across the 5 folds during training and validation of each
single classifier and the final validation results obtained by applying DS method.
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Performance Proposed
method
(REM+NREM)

Proposed
method
(REM)

RAI FRI KEI

ACCoverall [%] 70.76±7.75 61.93±10.45 46.67±8.63 45.61±7.00 48.95±10.49
ACCHC [%] 81.52±8.20 79.18±12.12 69.42±8.90 65.09±12.75 77.29±24.81
SENSHC [%] 69.43±20.40 78.29±34.85 40.43±27.01 75.71±34.11 77.29±24.81
SPECHC [%] 85.64±8.57 79.44±9.80 81.49±17.83 62.54±13.86 75.89±14.11
ACCiRBD [%] 80.58±8.61 77.25±7.78 69.65±7.68 72.92±5.99 65.38±10.36
SENSiRBD [%] 73.38±10.16 69.86±18.41 72.90±4.95 66.52±11.97 47.95±24.11
SPECiRBD [%] 84.04±13.37 81.18±17.45 68.56±9.53 76.43±12.82 73.77±24.98
ACCP LMD [%] 79.42±8.67 67.43±11.59 54.27±9.66 53.22±10.08 55.44±10.56
SENSP LMD [%] 72.06±16.67 46.76±15.01 30.03±36.10 14.22±26.04 29.75±16.69
SPECP LMD [%] 85.60±9.82 81.91±18.08 70.31±12.33 81.92±16.83 73.93±19.40

Table 5.4: Classification performances of the proposed method and RAI, FRI and KEI when all
MA was considered. For the proposed method, the results are shown in both cases of including and
excluding NREM sleep features (with the optimal combinations of parameters shown in the first
two rows of Table 5.1).

Performance Proposed
method
(REM+NREM)

Proposed
method
(REM)

RAI FRI KEI

ACCoverall [%] 64.21±13.47 59.82±7.95 41.17±14.95 35.85±8.23 39.12±4.36
ACCHC [%] 76.08±9.26 78.13±10.33 56.37±11.39 62.87±9.76 67.19±11.60
SENSHC [%] 72.43±31.86 82.29±26.68 30.43±23.24 57.38±30.51 51.43±7.76
SPECHC [%] 76.49±14.54 76.23±10.43 66.23±16.26 65.82±21.27 73.56±17.26
ACCiRBD [%] 78.42±13.58 75.09±5.69 68.59±9.77 67.54±7.74 63.22±13.48
SENSiRBD [%] 61.33±28.08 59.19±16.51 66.29±20.82 46.62±23.75 45.10±21.22
SPECiRBD [%] 87.44±16.02 83.11±11.70 68.47±11.99 77.98±14.42 72.92±13.03
ACCP LMD [%] 73.92±9.56 66.43±8.28 57.37±14.80 41.28±12.03 47.84±9.57
SENSP LMD [%] 61.87±11.78 43.87±8.70 25.11±18.39 17.08±24.84 29.27±10.94
SPECP LMD [%] 82.51±11.51 80.93±11.21 76.59±21.72 61.73±24.89 61.52±20.85

Table 5.5: Classification performances of the proposed method and RAI, FRI and KEI when apnea
and arousal-related MA was removed. For the proposed method, the results are shown in both cases
of including and excluding NREM sleep features (with the optimal combinations of parameters
shown in the second last two rows of Table 5.1).

Finally, since RAI, FRI and KEI were developed with the main aim of identifying RBD, it
is particularly relevant to notice that the proposed method (in all the four combinations here
presented) achieved sensitivity for iRBD identification in the same range of the previous methods
and overcame them in accuracy and specificity. These performances were especially higher when
all MA and NREM features were included.

5.3.3 Discussion

The proposed new data-driven method could estimate MA probability in sleep chin and tibialis
EMG signals. From such probabilities, MA was defined and features describing the coverage and
frequency of MA in REM and NREM sleep were extracted and used to successfully distinguish
HCs, iRBD and PLMD patients. Three are the main outcomes of this study: i) the proposed
data-driven method achieved higher performances in the overall classification accuracy of HC, iRBD
and PLMD groups compared to previously proposed methods and in particular it overcame them
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in the accuracy and specificity for iRBD detection; ii) the inclusion of features describing coverage
and frequency of MA in NREM sleep led to increased classification performances when compared
to considering only MA in REM sleep; and iii) the proposed method performed best when MA
related to apneas and arousals during REM and NREM sleep was included in the analysis.

Comparison with other previously developed automated methods

Compared to RAI, FRI and KEI, the proposed method has some important methodological
novelties. First, compared to RAI and FRI, the method is based on machine learning and not on
traditional programming techniques, based on human-defined rules. Thanks to this, the proposed
method identifies automatically patterns that contribute best to the differentiation of the participant
groups. Second, compared again to RAI and FRI, the proposed method included in the analysis also
tibialis muscles. This was done because limb muscular activity can lead to increased performances
in RBD detection [100], and because tibialis muscles are expected to help in the distinction of
HC from PLMD patients. Third, KEI, as the proposed method, uses a data-driven approach to
identify atonia. However, the method used by KEI is computationally expensive and its output
consists only in one index from the two tibialis and chin muscles (Table 3.2). Because of this, its
clinical interpretation is difficult. The proposed method overcomes this drawback by highlighting
areas of the EMG signals where MA is identified (Fig. 4.10). Finally, an important methodological
innovation of the proposed method is that it provides a MA probability profile for each EMG signal.
A MA probability profile is more informative than just a MA detector, as it is potentially possible
to distinguish between major and minor MA.

Concerning classification performances, a fair comparison of the proposed method with RAI,
KEI and FRI can be carried out by considering the accuracy, sensitivity and specificity for iRBD
identification when only REM sleep was considered, as these three methods were developed for
RBD detection based on RSWA levels. The proposed method achieved always higher average
specificity and accuracy, and sensitivity in the same range as the other methods. The only exception
is RAI, which achieved average sensitivity about 7% higher when apnea and arousal-related MA
was excluded. However, the proposed method is generally as sensitive as previous methods for
iRBD identification, but it is more accurate and specific.

Classification method

Concerning the classification method, three different classifiers with expected complementary
information were used and combined with DS technique. This approach was implemented for two
reasons. First, if only one of the three classifiers was used, it could not be guaranteed that such a
classifier could perform well for RAI, FRI and KEI, and it could therefore introduce a bias beneficial
only for the proposed method. Second, the combination of the three classifiers generally increased
the overall performance of the classification (Supplemental Material in Appendix C). However, it
cannot be excluded that using another classification technique would have led to different results
from the ones here presented.

Muscular activity during NREM sleep

The accuracy, sensitivity and specificity for identifying iRBD patients were higher when MAFs
extracted during NREM sleep were included (Tables 5.4 and 5.5). This means that, even if some of
the single features were not statistically different (Table 5.2), the MA patterns in NREM sleep
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contributed to better identify iRBD patients. Previous studies showed that iRBD patients have
abnormal muscular activity in NREM sleep [21, 135, 134], and these results are in line with them.
Moreover, a recent study has shown that RBD analysis can be successfully made by using actigraphy
[147]. As no distinction between REM and NREM sleep can be made from actigraphy, it can be
concluded that MA abnormalities in NREM sleep are present in iRBD patients.

These findings, taken all together, may lead to revise the definition of RBD and the guidelines
for its diagnosis.

Influence of apnea and arousal-related muscular activity

In Chapter 3, it was found that the performances of RAI, FRI and KEI were not changing
significantly when MA related to apneas and arousals were included or excluded. Some changes in
the performances (due to the different classification technique used) can be seen in Tables 5.4 and
5.5. However, as a statistical analysis is not comprehensive here and based on previous findings, it
can be concluded that these changes are not significant.

Tables 5.4 and 5.5 show that the proposed method performed best when MA related to apneas
and arousals were not excluded. Therefore MA, traditionally considered as noise, indeed hold
information that could help in distinguishing the groups when using data-driven methods.

Limitations

This study has some limitations. First, other window lengths for calculating MAAV were not
investigated. Second, artifacts such as snoring and ECG interference were not removed from the
EMG signals. Third, the proposed method is not fully automated as the manual annotations of
REM and NREM sleep are still required. However, making a good REM sleep detector working in
iRBD patients is a challenging task [148, 149] and further research is needed for developing a robust
fully automated system. Fourth, no participants with severe sleep apnea were included, therefore
these results should be considered valid only for patients with up to moderate sleep apnea. Finally,
EMG from arm muscles were not included. The SINBAR group has shown that their inclusion
leads to higher performances [100], therefore a future development of this method should include
them.

5.4 Paper IV: External validation of a data-driven algorithm for
muscular activity identification during sleep

As stated at the beginning of this Chapter, most of the methods previously proposed in literature
for identifying RBD have been developed and validated only on data recorded in the same clinic.
The work presented in this Section aims to validate the new data-driven method on sleep data
recorded in another clinic, namely Paracelsus-Elena Klinik in Kassel, Germany. The methodology
of this work is schematically shown in Fig. 5.12. A similar cohort to the one used in Section 5.3 was
included, consisting of: i) participants without RBD and with PLMS index lower than 15 PLMS
per hour of sleep (RBD(-)PLMS(-), analogous to the HC group in Section 5.3), ii) participants with
RBD (RBD(+), analogous to the iRBD group in Section 5.3), and iii) participants without RBD
but with PLMS index higher than 15 PLMS per hour of sleep (RBD(-)PLMS(+), analogous to the
PLMD group in Section 5.3). Each participant was given in input to the proposed data-driven
method and the classification performances obtained in the German cohort were compared to the
ones achieved in the Danish cohort presented in Section 5.3.2.
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Figure 5.12: Schematic overview of the methodology of Paper IV [133]. The German participants
were divided into three groups: RBD(-)PLMS(-) (similar to the the Danish HC group), RBD(+)
(similar to the Danish iRBD group) and RBD(-)PLMS(+) (similar to the Danish PLMD group).
The algorithm discussed in Section 5.3 was applied to them and the classification performances
obtained in the German cohort were compared to the ones obtained in the original Danish cohort.

5.4.1 Methods: Validation of the new data-driven method on data recorded
in another clinic and evaluation of inter-clinical differences

Subjects and recordings

A total of 240 elderly participants, part of the baseline evaluation of the "DeNoPa" cohort
[14, 56, 150], were included in this study. The cohort included de novo PD patients, iRBD patients
and sex-, age- and education-matched neurologically HCs. The study was approved by the local
ethical committee (Landesärztekammer Hessen, Germany) in accordance with the Declaration of
Helsinki and all participants signed informed consent for the scientific use of their data.

Two full-night v-PSGs were performed for each participant at Paracelsus-Elena Klinik, Kassel,
Germany, and the second night was considered for analysis. In the rare cases of absence of recording
or technical problems in the second night, the first one was considered for evaluation. Sleep experts
manually scored sleep stages, respiratory events, RSWA and PLMS according to international
standards [100, 151]. Sleep diagnoses were made according to the ICSD-2 international criteria
[152]. All participants were drug-naïve for PD and RBD medications at the time of the PSG
recording. The participants were grouped according to PD diagnosis (with PD [PD(+)] or without
PD [PD(-)]), RBD diagnosis ([RBD(+)] or [RBD(-)]) and PLMS index ([PLMS(+)] for PLMS index
≥15 PLMS/hsleep and [PLMS(-)] for PLMS index <15 PLMS/hsleep). Using this grouping, a
participant with no diagnosis of PD, no diagnosis of RBD and with PLMS index <15 PLMS/hsleep
was thereby allocated to the group PD(-)RBD(-)PLMS(-). Table 5.6 shows the demographic and
sleep information of the participants included in this study.

The PSG montage was set up according to standards [151] and included chin, TIBL and TIBR
EMG signals, which were analyzed at a sampling frequency of 256 Hz. Because of different hardware
used in this cohort compared to the one in Section 5.3, the strategy for detection of artifacts due
to electrode pop-ups and detachments was modified. For each EMG signal, these artifacts were
identified as areas where the EMG signal was above 1e4 µV or constantly 0 µV for at least 10
samples. After that, the same band-pass filters (with cut-offs at 10 and 70 Hz) were applied to the
EMG signals as in Section 3.3.1.

Application of the data-driven method and group classification

The method developed in Section 5.3 was applied to each participant of the German cohort
according to Fig. 5.13. The method was applied without removing any MA related to apneas
and arousals and including both REM and NREM MAFs, as this was found to be the optimal
configuration (Section 5.3.2). More specifically, MAAV ′ values were extracted in 1-s windows
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p - value

Count 49 45 14 17 48 37 9 21 -
Gender (M/F) 21/28 36/9 9/5 12/5 27/21 26/11 5/4 15/6 0.02
Age (years, µ± σ) 65.24 ± 7.00 67.96 ± 6.56 66.00 ± 7.39 64.65 ± 13.56 63.33 ± 9.02 66.86 ± 10.79 63.67 ± 9.31 68.86 ± 7.07 0.14
PLMS index (#
PLMS/hsleep, µ± σ)

4.37 ± 4.47 51.61 ± 28.82 6.23 ± 5.40 49.81 ± 34.97 3.32 ± 4.06 50.70 ± 34.13 7.54 ± 5.13 67.69 ± 45.03 <0.001

AHI (# apneas/hsleep, µ±σ) 3.13 ± 5.98 2.3 ± 3.04 0.69 ± 1.84 2.06 ± 2.12 2.57 ± 4.71 5.18 ± 7.2 0.71 ± 0.7 2.01 ± 2.87 0.02
W (% TIB, µ± σ) 23.46 ± 11.01 25.15 ± 10.66 21.66 ± 7.00 25.94 ± 12.06 23.18 ± 10.19 24.5 ± 11.41 23.44 ± 8.35 25.39 ± 9.47 0.91
REM (% TST, µ± σ) 17.28 ± 5.82 17.46 ± 6.17 25.83 ± 5.63 21.65 ± 7.73 19.36 ± 6.63 19.23 ± 7.34 19.47 ± 5.75 20.00 ± 6.91 <0.01
N1 (% TST, µ± σ) 25.97 ± 12.65 28.33 ± 9.86 20.74 ± 8.09 23.60 ± 7.10 22.22 ± 7.77 22.92 ± 11.41 25.41 ± 6.60 24.32 ± 8.38 0.04
N2 (% TST, µ± σ) 47.56 ± 11.06 47.61 ± 11.04 44.49 ± 11.10 48.70 ± 11.39 48.80 ± 9.83 50.33 ± 9.62 44.83 ± 7.19 50.02 ± 10.1 0.65
N3 (% TST, µ± σ) 9.19 ± 6.56 6.60 ± 7.23 8.94 ± 9.96 6.05 ± 5.96 9.62 ± 9.00 7.51 ± 7.27 10.29 ± 10.86 5.66 ± 7.01 0.29

Table 5.6: Demographics and sleep information of the DeNoPa cohort. Statistical analyses for group comparisons of continuous variables were performed with
Kruskal-Wallis tests and for gender distribution with chi-squared test. p < 0.05 was considered significant and is shown in bold font. TIB: time in bed; TST:
total sleep time; AHI: apnea/hypopnea index.
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with 50% overlap according to Eqs. 5.1 and 5.2 from chin and tibialis muscles. For each muscle,
such values were given in input to their three respective models of atonia (with optimal parameter
Dth=0.01), and by using the thresholds defined for p = 3, three MA probability profiles were
obtained (p(MA)). By applying the threshold H = 90%, MA was identified from each MA
probability profiles. From the identified MA, the MAFs %REM , %NREM , DREM and DNREM were
finally derived. Such features were averaged across the three atonia models, thus obtaining four
final MAFs from each muscle. In Section 5.3, a 5-fold CV technique was used, meaning that five
optimal machine learning systems were available (each of them composed by the DS combination
of one linear SVM, one SVM with RBF kernel and one RF). The 12 final MAFs were used as input
for each of the five trained machine learning systems and each of them returned in output three
probabilities (summing to 1):

• p[RBD(−)PLMS(−)]: the probability that the input participant showed neither RBD-like
muscular activity nor increased PLMS index. This corresponds to the probability of being
HC (p(HC)) in Section 5.3.1, as Danish HCs had neither RBD nor increased PLMS index;

• p[RBD(+)]: the probability that the input participant had RBD-like muscular activity. This
corresponds to the probability of being an iRBD patient (p(iRBD)) in Section 5.3.1, without
any further specification on PLMS index, as 12 out of the 29 Danish iRBD patients had
increased PLMS index (Table 3.3).

• p[RBD(−)][PLMS(+)]: the probability that the input participant had increased PLMS
index, but no RBD-like MA. This corresponds to the probability of being a PLMD patient
(p(PLMD)) in Section 5.3.1, as Danish PLMD patients had increased PLMS index but not
RBD.

This interpretation of the output probabilities did not include any consideration on PD, as it was
assumed that the proposed algorithm could identify RBD and increased PLMS index without RBD
independently from PD diagnosis. Lastly, the final output probability values P [RBD(−)PLMS(−)],
P [RBD(+)] and P [RBD(−)PLMS(+)] were calculated as the median across the five classifiers’
outputs.

Statistical analysis of the features

From each participant, 12 final MAFs were extracted: %REM , %NREM , DREM and DNREM

from chin, TIBL and TIBR EMG signals. For the following statistical analysis, MAFs values coming
from the two tibialis muscles were averaged, to have a global overview of the limb activity. For
each of the so-obtained eight MAFs, a multivariate linear regression analysis was performed, where
the feature was the variable and the following were the factors: the presence of PD (categorical
factor), the presence of RBD (categorical factor) and increased PLMS index (categorical factor,
set to positive when the PLMS index was above 15). To fulfill the normality assumption, a
log-transformation was applied to all the features, after adding 0.1 to the percentages of MA and
1 to the median distances to avoid infinite variable values. A correction for age and gender was
performed, and no interaction effect was considered. Multiple comparison correction was performed
with Bonferroni-Holm procedure [104] and a visual check of the residuals ensured that the normality
assumption was met.
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Figure 5.13: Schematic visualization of how the proposed data-driven method was applied to each
participant of the German cohort. From each muscle, MAAV ′ values were calculated and given in
input to three atonia models which returned profiles of probability of MA (p(MA)). From these,
MA was defined and MAFs derived. MAFs were then averaged across the three atonia model for
each muscle, thus obtaining the final set of 12 MAFs. The final features were given as input to
the five trained machine learning (ML) systems of the 5-fold CV implemented in Section 5.3.1.
Their output probabilities were averaged to obtain the final probabilities, which were used for final
classification.

Comparison of the classification performances in the Danish and German cohorts

The aim of this study was to analyze the capability of the proposed data-driven method
in distinguishing German groups and to compare the performances achieved in the German
cohort to the ones in the Danish cohort (Section 5.3). For this purpose, the following German
groups were selected: (a) RBD(-)PLMS(-), analogous to the Danish HCs because of the absence
of RBD diagnosis and normal PLMS index; (b) RBD(+), including both RBD(+)PLMS(-) and
RBD(+)PLMS(+), similar to the Danish iRBD patient group; and (c) RBD(-)PLMS(+), comparable
to the Danish PLMD group for the increased PLMS index. In the three groups both participants
with and without PD were included, as it was assumed that RBD diagnosis and identification of
increased PLMS index were independent from PD diagnosis. Each participant was automatically
classified as either RBD(-)PLMS(-) or RBD(+) or RBD(-)PLMS(+) based on the highest value
between P ([RBD(−)PLMS(−)]), P ([RBD(+)]) and P ([RBD(−)PLMS(+)]) (Fig. 5.13). The
classification performances were evaluated by means of overall accuracy (Eq. 5.14) and class-specific
accuracy, sensitivity and specificity (Eq. 5.15).

To understand whether inter-clinical variability affected the classification performance, the
same classification was performed after normalizing each MAF ϕ of each participant (with
ϕ ∈ {%REM,CHIN , %NREM,CHIN , DREM,CHIN , DNREM,CHIN , %REM,TIBL, ..., DNREM,TIBL,

%REM,TIBR, ..., DNREM,TIBR}) by multiplying it by the normalizing factor Nϕ defined as:

Nϕ = ϕ̄HC
ϕ̄PD(−)RBD(−)PLMS(−)

(5.16)

where ϕ̄HC is the average value of the MAF ϕ across the Danish HCs, and ϕ̄PD(−)RBD(−)PLMS(−)

the average value of ϕ across the German group PD(-)RBD(-)PLMS(-). The normalizing factors
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were designed to make the German group PD(-)RBD(-)PLMS(-) have similar MAF values to the
Danish HCs, to overcome possible inter-clinical differences in the way in which these analogous
control groups were identified in the two centres.

To compare the classification performances obtained in the German cohort of RBD(-)PLMS(-),
RBD(+) and RBD(-)PLMS(+) to the ones obtained in the Danish cohort of HCs, iRBD and PLMD,
it was evaluated whether the former were in the range of one standard deviation from the average
performances obtained in the 5-fold CV achieved for the Danish cohort (Table 5.4, first column).

Figure 5.14: Distribution of the percentage of 1-s windows with detected MA in the chin muscle
during REM sleep (%REM,CHIN ) across the participant groups. Bar heights represent average
values in the groups, whiskers represent one standard deviation, and dots represent singular
participant values.

5.4.2 Results

Statistical analysis of the extracted features

Fig. 5.14 shows the distribution of the feature %REM,CHIN as an example of MAF distribution
across the groups (the remaining ones are shown in the Supplemental Material in Appendix D).
Table 5.10 reports the values of all eight MAFs across the groups and Table 5.7 shows the results of
the multiple linear regression analysis. RBD was related to a significant increase in the percentage
of MA in chin and tibialis muscles, not only during REM sleep but also during NREM sleep, thus
confirming the finding of abnormal MA in NREM sleep. Moreover, a significant effect of RBD
was also seen in DREM,CHIN , meaning that MA in chin during REM sleep is not just increased in
percentage coverage, but is also more frequent. An increased PLMS index was found to be related
to significantly increased and more frequent muscular activity during NREM sleep and increased
tone in REM sleep in the tibialis muscles. The presence of PD did not have any significant influence
on the analyzed MA features.

Comparison of the classification performances in Danish and German cohorts

The classification performances obtained in the Danish cohorts of HCs, iRBD and PLMD groups
and the ones obtained in the German cohort of RBD(-)PLMS(-), RBD(+) and RBD(-)PLMS(+)
are shown in Figure 5.15. For the German participants, the results are shown for normalized (Fig.
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MA feature
PD RBD PLMS
t-stat p-value t-stat p-value t-stat p-value

%REM,CHIN 0.638 0.524 13.344 <0.001 -0.525 0.600
%NREM,CHIN -1.902 0.058 3.451 <0.001 0.449 0.654
DREM,CHIN 0.424 0.672 -6.392 <0.001 0.073 0.942
DNREM,CHIN 1.837 0.068 -0.011 0.992 -0.368 0.714
%REM,T IB -0.477 0.634 8.150 <0.001 4.621 <0.001
%NREM,T IB -1.894 0.060 4.56 <0.001 13.83 <0.001
DREM,T IB -0.113 0.910 -1.675 0.096 -2.459 0.015
DNREM,T IB -1.871 0.063 -0.960 0.339 -9.607 <0.001

Table 5.7: Results of the multivariate regression statistical analyses. For each analysis, the Student’s
t-test statistic (t-stat) and corresponding p-value are shown for each factor. p-values that remained
significant after Bonferroni-Holm correction are in bold font.

Predicted
RBD(-)PLMS(-) RBD(+) RBD(-)PLMS(-)

Actual
RBD(-)PLMS(-) 87 (46/41) 6 (1/5) 4 (2/2)
RBD(+) 5 (3/2) 36 (16/20) 20 (12/8)
RBD(-)PLMS(+) 46 (25/21) 7 (2/5) 29 (18/11)

Table 5.8: Confusion matrix for classifying RBD(-)PLMS(-), RBD(+) and RBD(-)PLMS(+)
participants when not normalized MA features were used. Results are shown for all participants
and for PD(-)/PD(+) participants in parentheses.

Predicted
RBD(-)PLMS(-) RBD(+) RBD(-)PLMS(-)

Actual
RBD(-)PLMS(-) 71 (39/32) 16 (4/12) 10 (6/4)
RBD(+) 2 (0/2) 43 (21/22) 16 (10/6))
RBD(-)PLMS(+) 15 (6/9) 8 (2/6) 59 (37/22)

Table 5.9: Confusion matrix for classifying RBD(-)PLMS(-), RBD(+) and RBD(-)PLMS(+)
participants when normalized MA features were used. Results are shown for all participants and
for PD(-)/PD(+) participants in parentheses.

5.15b) and not normalized (Fig. 5.15a) MAFs, and including all participants (black dots) and
considering only the ones with and without PD (red and blue dots, respectively). The numeric
values of the classification performances are shown in Table 5.11. Tables 5.8 and 5.9 show the
confusion matrices in the cases of using not normalized and normalized MAFs, respectively. Table
5.12 reports the normalizing factors Nϕ.

The overall accuracies in the German cohort were always in the range of the ones obtained for
the Danish cohort, with the only exception being the one achieved with not-normalized MAFs for
PD(+) participants. When not-normalized features were used, the algorithm performed in the
same range as in the Danish cohort for RBD(-)PLMS(-) accuracy, RBD(+) accuracy and specificity,
and RBD(-)PLMS(+) specificity. Most of the errors were caused by RBD(-)PLMS(+) participants,
which were misclassified as RBD(-)PLMS(-). When normalized features were used, the classification
performances were always in the ranges obtained for the Danish cohort or even higher. Finally, the
algorithm generally performed worse for PD(+) compared to PD(-) participants.
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(a) Not normalized MA features.

(b) Normalized MA features.

Figure 5.15: Comparison between the classification performances obtained for the Danish cohort
(HCs, iRBD and PLMD patients) and the ones achieved in the German cohort (RBD(-)PLMS(-),
RBD(+) and RBD(-)PLMS(+)) in the case of using (a) not normalized and (b) normalized MAFs.

5.4.3 Discussion

The proposed data-driven method for RBD detection, originally developed on a Danish cohort,
can successfully identify patients with RBD in PSG data recorded in another clinic. Three are
the main outocomes of this study: i) when the algorithm was applied without normalizing MAFs,
patients with RBD could be identified with the same performances as in the Danish database, but
a tendency to misclassify patients with increased PLMS index without RBD was observed; ii) when
the algorithm was applied with normalized features, the classification performances were similar to
the ones achieved in the Danish database; and iii) the classification performances were lower for
patients suffering from PD than for participants without PD.

Comparison with other automated methods

When considering other automated methods for RBD detection, only the automated SINBAR
has been applied to a big dataset including PSGs recorded in several clinics. However, a formal
validation of this method in different clinics is lacking [55]. Only RAI has been extensively validated
on PSG data recorded in different clinics [95, 96, 97, 101, 137, 138]. When validated on similar
cohorts to the one here investigated, RAI could distinguish iRBD patients from HCs with 82.6%
accuracy, 84% sensitivity and 81% specificity [97], and RBD could be identified in PD patients
with 85.5% accuracy, 96.6% sensitivity and 72.0% specificity [96]. The proposed method could
identify RBD with accuracy comparable to RAI (Table 5.11 with not normalized MAFs for PD(-)
and PD(+)), but with higher specificity and lower sensitivity, meaning that the proposed algorithm
identified relatively fewer patients with RBD, but with a higher certainty than RAI.

81



MA feature
RBD(-)PLMS(-) RBD(-)PLMS(+) RBD(+)PLMS(-) RBD(+)PLMS(+)
PD(-) PD(+) PD(-) PD(+) PD(-) PD(+) PD(-) PD(+)

%REM,CHIN [%] 0.68±0.69 1.70±3.91 0.70±0.69 1.41±2.82 8.62±9.79 4.44±2.69 5.92±4.48 6.26±7.75
%NREM,CHIN [%] 1.37±1.21 1.84±2.48 1.60±1.84 1.87±2.72 2.69±2.61 3.03±4.30 4.45±3.78 1.70±1.97
DREM,CHIN [s] 124.34±165.35 100.03±91.38 125.88±139.02 180.70±251.17 41.23±41.69 37.83±26.60 32.27±37.30 38.83±37.91
DNREM,CHIN [s] 49.77±49.55 98.18±166.11 53.03±91.19 107.84±145.41 44.38±24.11 42.35±37.44 31.72±16.11 76.94±86.94
%REM,T IB [%] 0.78±0.79 0.87±1.31 1.38±1.31 1.86±2.95 2.96±3.96 1.27±1.24 4.23±3.91 4.61±4.24
%NREM,T IB [%] 0.54±0.66 0.52±0.67 2.49±1.84 2.44±2.05 2.27±2.63 0.45±0.31 5.00±3.73 3.48±3.55
DREM,T IB [s] 70.04±82.96 87.22±56.08 62.18±40.31 66.25±50.03 63.20±26.55 92.18±67.16 60.77±56.99 38.95±22.62
DNREM,T IB [s] 110.57±103.77 123.14±130.16 35.84±17.47 37.19±18.02 105.50±67.86 177.93±166.68 32.08±11.26 54.00±58.27

Table 5.10: Distribution of the 8 MAFs used for statistical analysis across the participants as mean and one standard deviation.

HC/RBD(-)PLMS(-) iRBD/RBD(+) PLMD/RBD(-)PLMS(+)
ACCoverall [%] ACC [%] SENS [%] SPEC [%] ACC [%] SENS [%] SPEC [%] ACC [%] SENS [%] SPEC [%]

Danish cohort
µ 70.76 81.52 69.43 85.64 80.58 73.38 84.04 79.42 72.06 85.60
µ− σ 63.01 73.32 49.03 80.07 71.97 63.22 70.67 70.75 55.39 75.78
µ+ σ 78.51 89.72 89.83 91.21 89.19 83.54 97.41 88.09 88.73 95.42

German cohort (1)
All 63.33 74.58 89.69 64.33 84.17 59.02 92.73 67.92 35.37 84.81
PD(-) 64.00 75.20 93.88 63.16 85.60 51.61 96.81 67.20 40.00 82.50
PD(+) 62.61 73.91 85.42 65.67 82.61 66.67 88.24 68.70 29.73 87.18

German cohort (2)
All 72.08 82.08 73.20 88.11 82.50 70.49 86.59 79.58 71.95 83.54
PD(-) 77.60 87.20 79.59 92.11 87.20 67.74 93.62 80.80 82.22 80.00
PD(+) 66.09 76.52 66.67 83.58 77.39 73.33 78.82 78.26 59.46 87.18

Table 5.11: Classification performances in the Danish and German cohorts, with (1) not normalized MAFs and (2) with normalized MAFs. The performances
in the Danish cohort are shown as average value (µ) and in the range of one standard deviation ([µ− σ, µ+ σ]) across the 5-fold CV scheme (Section 5.3).
Performances achieved in the German cohort that lay in the range of the Danish ones are shown in bold font.
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Table 5.12: Normalizing factors (N) calculated for all the MAFs.
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Inter-clinical variability

While the proposed algorithm without MAF normalization achieved acceptable classification
performances for RBD detection, it tended to misclassify RBD(-)PLMS(+) as RBD(-)PLMS(-) (Fig.
5.15a, Tables 5.8 and 5.11). However, when feature normalization was applied, the classification
performances in the German data improved and became similar to the ones achieved in the Danish
data (Fig. 5.15b, Tables 5.9 and 5.11).

This might be caused by the differences in how the control groups (i.e. the German PD(-)RBD(-
)PLMS(-) group and the Danish HCs) were defined. The normalizing factors (Table 5.12) can help to
understand such differences. The normalizing factors for %REM,TIBL, %REM,TIBR, %NREM,TIBL

and %NREM,TIBR were higher than 2. This indicates that Danish HCs showed on average increased
limb muscular tone in REM and NREM sleep compared with the German PD(-)RBD(-)PLMS(-)
participants. The normalizing factors for %REM,CHIN , %NREM,CHIN ,DREM,CHIN , DREM,TIBL,
DREM,TIBR and DNREM,CHIN were all in the range 1.08-1.71, indicating similar values for the
two control groups. The normalizing factors for DNREM,TIBL and DNREM,TIBR were lower than
1. This suggests that the Danish HC group had on average more frequent muscular activity during
NREM in the tibialis muscles compared to the German PD(-)RBD(-)PLMS(-) group.

From this, it can be concluded that the participants manually categorized as controls in Denmark
showed (on average) increased and more frequent muscular tone in the tibialis muscles compared
to the German control group. This difference cannot be attributed to respiratory events, as AHI
distributions were similar in the two groups (Tables 3.3 and 5.6 and no statistical difference between
the distributions). This dissimilarity might, however, be caused by inter-clinical differences in the
way in which limb movements were scored (under-scored in Denmark or over-scored in Germany)
and/or in the way in which controls were defined based on the scored muscular events. In the
future, the use of an objective automated method has the potential to overcome such differences
and make scoring and diagnosis more uniform across clinics worldwide.

Influence of PD diagnosis on the classification performances

Despite the presence of PD not showing a significant influence on MAFs (Table 5.7), the
classification performances in Fig. 5.15 and Table 5.11 were generally lower for PD(+) participants
compared to PD(-) ones. This means that, in a multivariate approach, the presence of PD led to
more uncertainty in discriminating groups. It is interesting to notice, however, that RBD could
be identified with higher sensitivity in PD(+) participants compared to the PD(-) ones, but with
lower specificity. This might have been caused by the high number of PD(+) participants with
REM behavior events (RBEs, Section 2.3.4) [56]. Therefore, RBEs might play as confounder for
the automated method, as MA related to RBEs could increase the probability of RBD. At the same
time, the algorithm made more errors in distinguishing RBD(-)PLMS(-) from RBD(-)PLMS(+)
in PD(+) compared to PD(-) participants. This could be caused by the variety of abnormal MA
during sleep, such as excessive fragmentary myoclonus, which is frequently seen in PD patients
[153].

Limitations

The main limitation of this study is that it has not been investigated how many controls are
needed to make the normalization efficient. Nevertheless, the proposed method still achieved
acceptable performances when identifying patients with RBD also without normalization.
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5.5 Conclusive remarks

The results presented in Paper III [132] and Paper IV [133] answer the research questions and
address the research objectives outlined at the beginning of this Chapter. Below, the research
questions are reported again, together with the research outputs achieved in this Chapter:

• Chapter research question 5.1 : Can a new method based on a data-driven identification
of MA overcome in performances previously proposed algorithms for RBD detection?
Chapter research output 5.1: The results presented in Paper III [132] show that the pro-
posed data-driven method overcomes previously developed automated methods in identifying
patients with iRBD in a cohort including also HCs and PLMD patients.

• Chapter research question 5.2: Can RBD be identified better if MA in NREM sleep is
included?
Chapter research output 5.2: The inclusion of features describing the coverage and
frequency of MA in NREM sleep led to increased performances for correct identification of
patients with RBD in Paper III [132]. Moreover, a significant influence of MA in NREM
sleep in connection to RBD has been shown in Paper IV [133]. This further confirms the
hypothesis that RBD is not a disease related to alterations during REM sleep only.

• Chapter research question 5.3: Which is the influence of MA related to apneas and
arousals on the performances of the new method?
Chapter research output 5.3: The results presented in Paper III [132] further confirm
the findings of Paper I [94]. More specifically, it has been found that the proposed method
achieved higher performances when MA related to apneas and arousals was included. This
means that MA traditionally considered as noise can actually improve the classification
performances. It has to be further remarked that these results can be considered valid for
participants showing up to moderate sleep apnea and that they should be further validated
for patients with severe sleep apnea.

• Chapter research question 5.4: Is the new method generalized? Does it perform equally
well when applied on data that were recorded in a different clinic from the one where it was
developed? If differences exist, can this method be used to evaluate inter-clinical differences?
Chapter research output 5.4: When the proposed method was applied to data recorded
in another clinic, it could identify patients with RBD with similar classification performances
as the ones achieved in the cohort where it was developed. This proves that it is generalized
for RBD detection. However, the application of the method to a second cohort revealed also
inter-clinical differences in the detection of limb movements and/or how healthy controls are
defined. Such differences could be overcome with a normalization technique.

Chapters 3, 4 and this Chapter focused on currently available methods and a new data-driven
automated method for identifying RBD based on EMG signals. All these methods are actually
semi-automated, as they still require manual identification of REM sleep. The next Chapter will
propose a fully automated method aiming to identify RBD and prodromal RBD. Because of the
known absence of abnormality in EMG signals in prodromal RBD patients, the method will use
only EEG and EOG signal.
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Chapter 6

Detection and characterization of RBD and

prodromal RBD in Parkinson’s disease

Chapter main objectives: Recent findings have shown that, in PD patients, development of
RBD is a continuous process and that definite RBD might be preceded by a prodromal phase. It is
hypothesized that the same development might occur also in absence of PD. The identification
and electrophysiological characterization of prodromal RBD is therefore of utmost importance to
intercept the ongoing neurodegeneration in its early stages.

This Chapter aims to present the development and validation of a fully automated method that
can identify RBD and prodromal RBD in PD patients.

This Chapter is built on Paper V [154] and Paper VI [155] and addresses thesis objective 3.

6.1 Research background

Recent studies have found that, in PD patients, RBD is not a disease with a clear and definite
starting point, but it might be preceded by a prior stage known as prodromal RBD [14]. Prodromal
RBD is identified when at least two REM behavioral events (RBEs, defined as vocalization or
behaviors with purposeful components in REM sleep) occur in one night sleep, without presence
of REM sleep without atonia (RSWA) (Section 2.3.4). Despite the evolution from prodromal to
definite RBD has been shown in PD patients only, a similar pattern is also expected in subjects
without overt PD. The identification of prodromal RBD has therefore the potential to intercept
neurodegeneration in its very early stages (Fig. 2.12).

As prodromal RBD is not characterized by RSWA, an automated method for its detection should
use different modalities from EMG. In Section 2.3.3 a series of sleep EEG and EOG alterations
in iRBD patients have been described and they have been interpreted as biomarkers of early
neurodegeneration [64]. From this, it can be hypothesized that prodromal RBD patients, despite
not having RSWA, might present some of these sleep electrophysiological abnormalities. Currently,
data on prodromal RBD are available only for PD patients. Therefore, this Chapter focuses on the
development of a fully automated method, based only on EEG and EOG signals, for prodromal
RBD identification in patients with PD. Such a method is developed with the perspective of
applying it to prodromal RBD patients without PD, when data will be available.

To develop such a method, the starting point was a literature search on the known differences
between PD patients with and without RBD. About 33-46% of PD patients have RBD [57, 56]
and, besides the known presence of RSWA, PD patients with RBD are characterized by more
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severe motor and clinical features when compared to PD patients without RBD and the same
disease duration [156]. In PD patients with RBD, more pronounced morphological changes in
brain imaging (including more severe nigrostriatal dopaminergic impairment at caudate level [157],
reduced thalamic volume [158], extensive cortical abnormalities and reduced volume in the putamen
[40]) have been also found when compared to PD patients without RBD. These findings support
the idea that PD patients with RBD have a more severe neurodegeneration. Few studies have
investigated other electrophysiological changes in PD patients with RBD compared to PD patients
without RBD, besides RSWA. No differences in sleep spindle density [74] or sleep macro-structure
have been found [88]. Only one study based on PSG recordings has found EEG slowing during
wakefulness in PD patients with RBD when compared to PD patients without RBD [159].

From this overview, it is therefore clear that more investigations are needed to evaluate
electrophysiological abnormalities related to RBD in PD patients and to understand whether such
abnormalities also characterize prodromal RBD.

6.2 Research questions and objectives of this chapter

From this background overview, the following research questions were defined:

• Chapter research question 6.1: Which electrophysiological changes, besides RSWA,
characterize RBD in PD? Can a fully automated method use them to correctly identify RBD
in PD patients?

• Chapter research question 6.2: Do PD patients with prodromal RBD have the same
electrophysiological changes as PD patients with RBD? Can PD patients with prodromal
RBD be identified with the same automated methods developed for identification of PD
patients with RBD?

These research questions led to the definition of the following objectives for this Chapter:

• Chapter research objective 6.1: To develop a fully automated system that, based on sleep
EEG and EOG signals, performs i) sleep staging, ii) feature extraction, and iii) classification
to identify RBD in PD patients. Such a system should highlight the electrophysiological
abnormalities related to RBD making the classification possible.

• Chapter research objective 6.2: To apply the developed system to evaluate whether it
can identify PD patients with prodromal RBD. This will make it clear whether PD patients
with prodromal RBD have similar electrophysiological abnormalities as PD patients with
definite RBD.

6.3 Paper V: A clinically applicable interactive micro and macro-sleep
staging algorithm for elderly and patients with neurodegeneration

With the aim of developing a fully automated system, the first objective was the development
of a sleep staging algorithm working efficiently in patients with neurodegeneration. In literature,
several sleep staging algorithms have been proposed [160], which use either single or multi-channel
recordings in combination with traditional machine learning or new deep learning techniques
[161, 162, 163, 164, 165]. However, most of them have been trained and validated only on small
databases including only young healthy controls [162, 163, 164], or have not been tested in patients
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with neurodegeneration [165]. Sleep staging algorithms developed and tested only on young healthy
controls encounter problems when applied to elderly due to the electrophysiological changes that
are connected with the aging process (Section 2.2.3). Sleep staging is even more challenging in
patients with neurodegeneration due to the profound electrophysiological changes affecting them
(Section 2.3.3). These scoring difficulties are reflected in a low inter-rater reliability, which has a
median Cohen’s kappa of 0.8 in HC [166], and only 0.6 in PD patients [167]. Few algorithms have
tried to face sleep staging in patients with neurodegenerative diseases [149, 168, 169]. However,
these algorithms either showed moderate performances [149, 169] or were tested on very small
cohorts [168]. Therefore, there is the need of developing a new and efficient automated sleep staging
algorithm for elderly and patients with neurodegeneration.

In the process of developing a new sleep staging algorithm, few preliminary considerations were
made. First, AASM fixed the length of sleep epochs to 30 s [13]. This approach oversimplifies
the sleep structure and such an epoch length is not explained by any physiological process [170].
To capture with more precision the physiological transitions between stages, a new sleep staging
algorithm should be able to perform sleep staging not just in 30-s epochs (macro-sleep staging),
but also at a smaller scale (micro-sleep staging). Secondly, almost all previously developed sleep
staging algorithms have been developed as black boxes, from which the clinicians do not receive any
feedback. The new algorithm should therefore be interactive, by indicating areas where the sleep
stage predictions have been made with high and low confidence. In this way, clinicians could visually
inspect the ones predicted with low confidence by the automated algorithm. Finally, it has been
recently shown that scoring of the three NREM sleep stages is highly unreliable in clinical practice
[171]. Therefore, the new sleep staging algorithm should perform only staging of wakefulness (W),
REM and NREM sleep.

The methodology of the proposed sleep staging algorithm is shown in Fig. 6.1. Briefly, one EEG
and two EOG channels are given as input to the system. After pre-processing, continuous wavelet
transform is applied to the signals, and each signal is divided into 5-s mini-epochs. A convolutional
neural network returns the sleep stage predictions for both 5-s mini-epochs, from which the sleep
stage predictions in 30-s epochs are derived. The predictions for the 30-s epoch are further labeled
as certain or uncertain, depending on the level of confidence of the prediction itself.
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Figure 6.1: Overview of the methodology of Paper V [154]. One EEG and two EOG channels were
the input of the algorithm. After pre-processing, the signals were divided into 5-s mini-epochs and
given in input to a convolutional neural network, which returned the sleep stage predictions for
5-s mini-epochs (micro-sleep staging). From such predictions, the predictions in 30-s epochs were
obtained (macro-sleep staging). Moreover, each epoch was labeled as either certain or uncertain
based on the level of confidence of the macro-sleep prediction.
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6.3.1 Methods: Development and validation of a convolutional neural
network for macro- and micro-sleep staging

Subjects and recordings

The cohort included for the development of the new sleep staging algorithm consisted in the
"DeNoPa" cohort at the baseline evaluation (Section 5.4.1). In this context, the groups were
defined according to their neurological and RBD diagnosis, without taking into account the PLMS
index. The groups therefore included 94 healthy controls (HCs), 85 PD patients without RBD
(PDnonRBD), 30 PD patients with RBD (PDnonRBD) and 31 iRBD patients. In the development
of the sleep staging algorithm, it was decided to exclude 13 HCs and 28 PDnonRBD patients, as
they had RBEs, but not RSWA. Sleep experts manually scored each 30-s sleep epoch of the PSGs
according to international criteria [151].

Sleep staging algorithm

As in the baseline study of the "DeNoPa cohort" only central EEG derivations were available,
the C4-A1 EEG and LOC-A2 and ROC-A1 EOG channels were considered for developing the sleep
staging algorithm, which is described in details below.

Pre-processing Saturation and pop-ups artifacts were identified in the three signals with the
same methodology described in Section 5.4.1. Thirty-second sleep epochs containing such artifacts
were removed from the analysis.

An adaptive filter was used to remove ECG and EOG interference from the EEG signal, and to
remove ECG interference from the EOG signals [172]. Fig. 6.2 presents a schematic overview of
the adaptive filter applied to C4-A1 signal. The input is the EEG signal α(n) which is modelled
as a mixture of the true EEG signal β(n) and a noise component γ(n) (i.e. α(n) = β(n) + γ(n)).
The signals rEOG(n) and rECG(n) are the two reference inputs, corresponding to the ROC-A1 and
ECG signal, and it is assumed that they are correlated (in some unknown way) to the noise γ(n).
Finally, θEOG(m) and θECG(m) are the finite impulse response (FIR) filters of length M (which
can be different in the two filters). The desired output e(n) is obtained as:

e(n) = α(n)− r̂EOG(n)− r̂ECG(n) = β(n) + [γ(n)− r̂EOG(n)− r̂ECG(n)] (6.1)

where

r̂i(n) =
M∑
m=1

θi(m)ri(n+ 1−m) (6.2)

is the filtered referenced signal, with i ∈ {EOG,ECG}. By assuming that β(n) is a zero-mean
stationary random signal uncorrelated with γ(n), rEOG and rECG, the expected value of e2(n) is
calculated as:

E[e2(n)] = E[(β(n) + γ(n)− r̂EOG(n)− r̂ECG(n))2] =
E[β2(n)] + E[(γ(n)− r̂EOG(n)− r̂ECG(n))2]

(6.3)

The goal is to make the signal e(n) as close as possible to the true signal β(n), by adjusting
the filter coefficients. Since E[β(n)2] is not affected by these coefficients, the minimization of
E[(γ(n)− r̂EOG(n)− r̂ECG(n))2] is equivalent to the minimization of E[e2(n)]. This minimization
problem can be solved with a recursive-least-square algorithm (further details can be found in
[172]). The algorithm works also with one reference signal.
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The adaptive filtering was applied to C4-A1, LOC-A2 and ROC-A1 signals with the parameters
M = 3 and forgetting factor set to 0.995 as suggested in [172].

After the adaptive filtering, the EEG and EOG signals were filtered with a 4th order zero-phase
band-pass Butterworth filter with cutoffs at 0.5 and 35 Hz. For computation reasons, each signal
was downsampled to 100 Hz with an anti-aliasing FIR low-pass filter.
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Figure 6.2: Schematic overview of the adaptive filtering applied to the C4-A1 signal to remove the
interference from ROC-A1 EOG and ECG signals. Adapted from [172].

Scalogram computation Continuous wavelet transform (CWT, Eq. 4.1) was used to transform
the signals into images. Compared to the discrete wavelet transform introduced in Section 4.3.1,
CWT is not implemented by discretizing the scale and translation on a dyadic scale, but by allowing
them to change for any integer value [173]. By varying scale and translation parameters, the output
of the CWT is a 2D time-frequency representation of the signal analysed [174].

The Morse mother wavelet with time-bandwidth product P = 60, the symmetry parameter
γ = 3 and 6 voices per octave [175] was used for calculating the CWT of the EEG and the two
EOG signals. The absolute value was then calculated, thus obtaining a final scalogram (i.e. an
image).

Due to the parameters used for implementing the CWT, the frequency band in the range 0-50
Hz was divided into 111 bins (with higher resolution at lower frequencies and lower resolution
at higher frequencies). Therefore, from each signal of length L seconds, the final scalogram had
dimensions of 111×(100·L pixels). Because of the band-pass filtration, only the frequencies 0.5-40
Hz were included and the scalogram was resampled in time to 4 Hz, thus reducing its size to 39
× (4·L) pixels. Finally, each scalogram was divided into 5-s mini-epochs with 50% overlap, thus
obtaining final images of size 39 × 20 pixels, which were normalized in the range 0-1 (Fig. 6.3).

Classification algorithm To perform sleep staging, a simple convolutional neural network
(CNN) was built. An explanation of artificial neural networks, CNNs and the structure of the
implemented CNN is provided here below.

Artificial neural networks In Fig. 6.4 the structure of a basic artificial neural network is
shown. Given the input x1, ..., xD̂, M linear combinations of the input can be obtained as:

âj =
D̂∑
i=1

w
(1)
ji xi + w

(1)
j0 (6.4)
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Figure 6.3: Final image obtained from the scalogram computed from C4-A1 signal for a 5-s
mini-epoch. The normalized magnitude is shown by color. The area with pixels in yellow indicates
that, between 3 and 4 s, the EEG signal has strong components in the range 10-25 Hz.

where j = 1, ...,M and the superscript (1) indicates the parameters in the first layer of the network.
Usually, the parameters w(1)

ji are referred as weights and the parameters w(1)
j0 as biases. The values

âj are known as activations and each of them is the input of a nonlinear activation function ĥ. The
ouput is:

ẑj = ĥ(âj) (6.5)

These quantities are known as hidden units. Such values are again combined, thus obtaining:

âk =
M∑
j=1

w
(2)
kj ẑj + w

(2)
k0 (6.6)

where k = 1, ..., K̂ and K̂ is the total number of outputs. These activations are then given as
input of an appropriate activation function to get the final output: yk = ĥ(âk). Usually, the final
activation function is the sigmoid function for binary class problems (Eq. 3.1) and the softmax
function multiclass problems for t = 1, ..., C (where C is the total number of classes):

softmax(x)t = ext∑C
k=1 e

xk
(6.7)

During training, it is sought to minimize the cross-entropy error function E(w) (Eq. 3.4, where
w is the vector containing weights and biases) and such a minimization is obtained by finding a
good combination of weights and biases. These parameters can be optimized iteratively by applying
different methods. A simple one is the stochastic gradient descent optimization, defined as:

w(τ+1) = w(τ) − η̂∇E(w(τ)) (6.8)

where η̂ is the learning rate and ∇E(w(τ)) is the gradient of the error function evaluated at
the iteration τ . In neural networks, the gradient of the error function is estimated with the
backpropagation algorithm. This algorithm consists simply in first propagating the input through
the network, calculating the error and propagating it backwards to update the weights (additional
details can be found in [102]). The weights are optimized with Eq. 6.8 until convergence or until a
stopping criterion is met.

From both theoretical and practical points of view, artificial neural networks are particularly
interesting as the universal approximator theorem applies to them. This means that an artificial
neural network, with appropriate activation functions, can approximate any function [176].
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A deep neural network is defined as an artificial neural network with multiple layers between
the input and the output layers.
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Figure 6.4: Schematic representation of a two-layer neural network, where the input, hidden, and
output variables are represented by nodes, and the weights as links between the nodes. Adapted
from [102].

Convolutional neural networks CNNs are simply neural networks where the matrix multi-
plications (e.g. in Eq. 6.4) are substituted with convolutions in at least one layer. Fig. 6.5 shows
the convolution of an image of dimensions 3× 4 with a 2-dimensional kernel of dimensions 2× 2.
When using a convolutional layer, the dimensions of the kernel can be chosen, as well as the number
of the kernels, the stride (i.e. the step size for traversing the input vertically and horizontally) and
whether the input should be padded and how.
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Figure 6.5: Example of 2-D convolution between an image and a kernel. No padding and stride
(1,1) were used. Adapted from [177].

Structure of the implemented CNN The architecture of the CNN implemented to achieve
sleep staging prediction is shown in Fig. 6.6. The input 3D matrix consisted of the stacked 5-s
mini-epoch scalograms of C4-A1, ROC-A1 and LOC-A2. The input dimension was therefore
39× 20× 3.

The input was connected with the first convolutional layer having 24 filters (i.e. kernels), each
of them with dimensions 39× 1. Because of the filters dimensions, this convolutional layer could
be interpreted as a filter-bank performing filtering in the frequency domain. The obtained output
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had dimensions 1× 20× 24 and was followed by a rectified linear unit (ReLU) activation function,
with expression ReLU(x) = max(0, x). A second convolutional layer (96 filters of dimensions 1× 4)
followed, and its output was a matrix with dimensions 1 × 17 × 96. Again, a ReLU activation
function was used after it. Because of the filters dimensions, the second convolutional layer could
be interpreted as a time-domain filter bank. The outputs after the second activation function were
the input to a fully connected layer of dimensions 1× 1× 64. This means that all the values in
output from the second activation function were connected to all 64 nodes of this layer. This was
followed again by a ReLU activation function and a second fully connected layer with dimensions
1× 1× 3. Finally, the output of the second fully connected layer were given as input to a softmax
activation function (Eq. 6.7). The final output consisted of three probability values (summing to
1), corresponding to the probabilities that the input mini-epoch was wakefulness (pME(W )), REM
sleep (pME(REM)) and NREM sleep (pME(NREM)).

Figure 6.6: Schematic view of the implemented CNN. The type and size of each layer and the
activation functions are specified.

Training and validation The CNN was trained and validated on 30 and 10 randomly selected
HCs, respectively. To let the algorithm learn a clean and true representation of W, REM and
NREM sleep, the training data included only 5-s mini-epochs contained in 30-s epochs not located
at sleep stage transitions. Because of absence of manual scoring in 5-s mini-epochs, the sleep stage
assigned to each 5-s mini-epoch was the manual sleep stage of the 30-s epoch where the mini-epoch
was located. For each of the 30 HCs used for training, the amount of mini-epochs of the three sleep
stages were balanced by randomly under-sampling the two most represented classes to the number
of mini-epochs of the least represented one.

When training CNNs (or in general deep learning architectures), not all training data is used
at once. The training data is instead divided into mini-batches, which consist of portions of the
training data. In each iteration of network optimization, a different mini-batch is used to make
the network robust and generalized. Once all the mini-batches have been used, a training epoch is
completed. To increase the network performances, usually several training epochs are repeated.

The final structure of the CNN previously described was obtained by trial and error based on
the evaluation and comparison of the cross-entropy error in the training and validation datasets, to
obtain high performances and avoid overfitting. The parameters optimized with trial and error
procedure were the number of layers, the dimensions of the filters, the learning rate, the number
of training epochs and the mini-batch size. The final network was trained with mini-batches of
128 samples and with 30 training epochs. Moreover, instead of the traditional stochastic gradient
descent optimization (Eq. 6.8), the Adam optimizer [178] was used. Compared to stochastic
gradient, the main difference is that Adam optimizer computes individual adaptive learning rates
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for different parameters from estimates of first and second moments of the gradients [178]. Moreover,
it has been shown to be faster and generally superior to stochastic gradient descent [178].

Evaluation of the classification performances After training, the algorithm was applied to
the remaining test set, consisting of 41 HCs, 31 iRBD, 57 PDnonRBD and 30 PD+RBD patients.
For each 5-s mini-epoch, the trained algorithm returned the mixture of probabilities pME(W ),
pME(REM) and pME(NREM) (Fig. 6.7a). As only manual annotations for 30-s epochs were
available, it was decided to evaluate the classification performances only at macro-scale level. The
following steps were applied to obtain the macro-scale sleep staging predictions:

• Smoothing: The probability values obtained in the mini-epochs were first smoothed with a
Blackman window of length 38. An example of smoothed probabilities in mini-epochs (i.e.
pME,S(W ), pME,S(REM) and pME,S(NREM)) is shown in Fig. 6.7b.

• Averaging: For each 30-s epoch, the probabilities of W, REM and NREM sleep (i.e. pE,S(W ),
pE,S(REM) and pE,S(NREM), in Fig. 6.7c) were obtained by averaging the values
pME,S(W ), pME,S(REM) and pME,S(NREM) across the mini-epochs included in that
specific 30-s sleep epoch;

• Prediction: For each 30-s sleep epoch, the predicted sleep stage was the one with the highest
probability between pE,S(W ), pE,S(REM) and pE,S(NREM).

Sleep stage prediction in 30-s sleep epochs were obtained for the training, validation and test
datasets. By comparing the predicted sleep stages with the manual annotations, it was possible to
calculate the overall accuracy (Eq. 5.14) and the overall Cohen’s kappa defined as [179]:

κ = po − pe
1− pe

(6.9)

where po is the overall accuracy and pe is the hypothetical probability of chance of agreement. In
particular, pe is calculated as [179]:

pe = 1
N2

C∑
k=1

nck,manualnck,automatic (6.10)

where C is the number of classes, N the total number of observations and ncki the number of
times that the "scorer" (i.e. manual or automatic) predicted the class ck [179]. Moreover, the
stage-specific accuracy, sensitivity and specificity (Eq. 5.15) were calculated for training, validation
and test datasets.

The length of the Blackman window for the smoothing procedure was chosen as the one in the
range [1, 2, ..., 150] achieving the highest training overall accuracy.

Identification of uncertain epochs

To make the proposed sleep staging interactive, each macro-sleep prediction was labeled as
either certain or uncertain. The labeling was done to propose a framework where sleep technicians
could manually check the epochs labeled as uncertain only and keep the automatic predictions for
the certain ones.

The labeling was made on the test dataset only and the following steps were performed. The 30-s
sleep epochs where manual and automatic scoring agreed in scoring wakefulness were labeled as ĀW ,
and the ones manually scored as wakefulness but automatically scored otherwise were labeled as
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D̄W . For these epochs, their pE,S(W ) values were considered. In a 10-fold cross-validation, receiver
operating characteristic analysis was used to identify the threshold thW (varying in the range
[0.01, 0.02, ..., 1.00]) for pE,S(W ) that was maximizing the area under the curve in distinguishing
the epochs ĀW from D̄W in the training fold. In the validation fold, the epochs classified as W
with pES (W ) < thW were labeled as uncertain and as certain otherwise. The same was repeated
also for REM and NREM sleep.

(a) Probabilities in mini-epochs. (b) Smoothed probabilities in mini-epochs.

(c) Probabilities in epochs. (d) Predictions and uncertain epochs.

Figure 6.7: Output probabilities of the CNN and their post-processing. (a) Output probabilities
of the trained CNN for a sleep segment of a test healthy control. For each mini-epoch the
probabilities of W, REM and NREM sleep (pME(W ), pME(REM) and pME(NREM)) were
obtained; (b) smoothed mini-epoch probabilities with a Blackman window of length 38 (pME,S(W ),
pME,S(REM) and pME,S(NREM)); (c) probabilities estimated for each epoch by averaging the
smoothed probabilities across the mini-epochs included in the respective 30-s epochs (pE,S(W ),
pE,S(REM) and pE,S(NREM)); (d) final prediction and labeling of uncertain epochs in yellow.

6.3.2 Results

The classification performances on 30-s sleep epochs are shown in Tables 6.2 and 6.3 in the
two cases of including all sleep epochs and only the certain ones, respectively. The percentages of
epochs classified as uncertain were 9.95±4.15% in HC, 11.13±7.86% in PDnonRBD, 18.39±7.38%
in iRBD and 18.90±8.00% in PD+RBD. In all 10 folds, the thresholds selected for labeling epochs
as uncertain were thW = 0.73, thREM = 0.46 and thNREM = 0.48.

The classification performances of the proposed CNN were compared to the ones obtained by
previously developed methods [149, 169] in Table 6.1. These methods were trained and tested in
different databases from the one used here and they aimed to also classify the three NREM sleep
stages. The performances of Table 6.1 were obtained by adapting the original 5-class confusion
matrices [149, 169] to a 3-class problem and by pulling all the subjects of the studied cohort
together. The proposed method achieved performances that were superior or comparable to
previously developed automated macro-sleep staging algorithms.
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HC iRBD PD(+RBD)
[149] All

epochs
Certain
epochs

[149] All
epochs

Certain
epochs

[169] All
epochs

Certain
epochs

Subjects 53 41 41 53 31 31 77 (42%
+RBD)

87 (34%
+RBD)

87 (34%
+RBD)

ACC [-] 0.92 0.88 0.91 0.82 0.76 0.85 0.81 0.83 0.90
κ [-] 0.84 0.78 0.83 0.63 0.60 0.75 0.64 0.70 0.81

Table 6.1: Comparison of the performances achieved by the proposed algorithm (when all epochs
and only the certain ones were included) to the performances achieved by previous studies in similar
cohorts.

6.3.3 Discussion

The proposed algorithm scores wakefulness, REM and NREM sleep in elderly and patients
with neurodegeneration both at micro and macro-scale level with good performances. Two are the
main innovations of the proposed method. First, it performs not only the traditional staging at
a macro-scale level (i.e. 30-s epochs), but also at a micro-scale level (i.e. 5-s mini-epochs), with
the objective of giving a better understanding of the sleep physiology and evolution. This is in
line with recent studies showing the importance of overcoming the 30-s epoch AASM convention
[165, 170]. Second, it is interactive, meaning that the 30-s epochs where a clear sleep pattern is not
recognized are identified as uncertain and left to a sleep technician for manual revision.

The proposed CNN was trained on 5-s sleep mini-epochs of HC not located at sleep stage
transitions. Moreover, the CNN did not contain layers introducing temporal dependency between
mini-epochs (such as long short-term memory cells), making each 5-s mini-epoch prediction
independent from each other. In this way, the algorithm could learn typical and clear time-
frequency representation of wakefulness, REM and NREM sleep in 5-s mini-epochs in elderly
HCs. Sleep epochs with unclear patterns could be present in transitional periods as well as
in pathologies, and this is why it was decided to implement a strategy for identifying certain
and uncertain epochs in macro-sleep staging. The higher number of uncertain epochs seen in
patients with neurodegeneration reflect their altered sleep structure, which challenges both human
scoring [171, 167] as well as the proposed system. It should be noticed that, even in patients with
neurodegeneration, less than 20% of the sleep epochs (in average) were classified as uncertain. This
means that, compared to traditional manual sleep staging, the proposed algorithm can still be
considered an important tool for saving time in clinics.

The performances shown in Tables 6.2 and 6.3 are generally high. However, the main limitation
is the low sensitivity for REM sleep in the presence of RBD. This was expected, as scoring REM
sleep in iRBD and PD+RBD patients is challenging and often requires a close video analysis.
However, the specificity for REM sleep is high, thus ensuring that the lower amount of epochs that
were scored as REM sleep by the algorithm were actually true REM sleep.

A limitation of the proposed method is that manual annotations of sleep stages in 5-s mini-
epochs were not available, therefore a validation of the algorithm on the micro-scale level could
not be performed. However, as the macro-scale sleep stage predictions were obtained based on the
micro-scale ones, the performances shown in Tables 6.2 and 6.3 can be used as a proof that also
the micro-scale predictions are reliable.
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Group
Overall W NREM REM
ACC [-] κ [-] ACC [-] SENS [-] SPEC [-] ACC [-] SENS [-] SPEC [-] ACC [-] SENS [-] SPEC [-]

Train HC 0.86±0.04 0.75±0.08 0.94±0.03 0.85±0.09 0.96±0.03 0.88±0.04 0.85±0.07 0.95±0.05 0.91±0.05 0.95±0.08 0.90±0.06
Validation
HC

0.88±0.04 0.77±0.07 0.94±0.03 0.82±0.11 0.96±0.03 0.90±0.04 0.87±0.06 0.93±0.05 0.92±0.04 0.91±0.09 0.92±0.05

Test HC 0.87±0.05 0.77±0.10 0.93±0.04 0.85±0.11 0.95±0.06 0.89±0.05 0.87±0.08 0.94±0.06 0.92±0.04 0.91±0.12 0.92±0.05
Test
PDnonRBD

0.86±0.10 0.74±0.16 0.93±0.07 0.89±0.12 0.93±0.10 0.88±0.08 0.85±0.12 0.92±0.13 0.92±0.07 0.84±0.26 0.93±0.07

Test iRBD 0.76±0.10 0.60±0.15 0.84±0.10 0.91±0.10 0.81±0.15 0.82±0.08 0.76±0.15 0.90±0.13 0.86±0.08 0.56±0.32 0.93±0.09
Test
PD+RBD

0.77±0.10 0.60±0.16 0.82±0.11 0.95±0.08 0.78±0.16 0.82±0.10 0.77±0.15 0.88±0.14 0.90±0.05 0.47±0.30 0.98±0.03

Table 6.2: Classification performances achieved by the proposed algorithm when all epochs (i.e. certain and uncertain) were included. The values are shown as
mean and standard deviation across the participants in each group.

Group
Overall W NREM REM
ACC [-] κ [-] ACC [-] SENS [-] SPEC [-] ACC [-] SENS [-] SPEC [-] ACC [-] SENS [-] SPEC [-]

Test HC 0.91±0.05 0.81±0.10 0.96±0.03 0.83±0.15 0.98±0.03 0.92±0.04 0.91±0.07 0.94±0.07 0.93±0.05 0.95±0.08 0.93±0.06
Test
PDnonRBD

0.90±0.08 0.80±0.17 0.97±0.04 0.88±0.16 0.98±0.05 0.91±0.07 0.91±0.09 0.92±0.15 0.93±0.07 0.86±0.24 0.93±0.08

Test iRBD 0.85±0.09 0.73±0.15 0.93±0.07 0.91±0.13 0.93±0.11 0.88±0.07 0.87±0.11 0.89±0.16 0.89±0.08 0.66±0.35 0.93±0.10
Test
PD+RBD

0.88±0.08 0.76±0.16 0.93±0.07 0.95±0.10 0.90±0.12 0.90±0.07 0.89±0.10 0.88±0.17 0.94±0.05 0.59±0.35 0.98±0.02

Table 6.3: Classification performances achieved by the proposed algorithm when only certain epochs were included. The values are shown as mean and
standard deviation across the participants in each group.
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6.4 Paper VI: A data-driven system to identify REM sleep behavior
disorder and to predict its progression from the prodromal stage
in Parkinson’s disease

This Section presents a new method to identify RBD and prodromal RBD in PD patients. For
this purpose, the following strategy was adopted. First, a fully automated data-driven system for
identifying RBD in PD patients was developed. The developed system used features extracted from
sleep micro-structure, EEG and EOG signals. In this way, it was possible to evaluate whether PD
patients with RBD presented sleep electrophysiological abnormalities compared to PD patients
without RBD, besides RSWA. Then, the developed system was used to evaluate whether PD
patients with prodromal RBD had similar electrophysiological abnormalities to PD patients with
RBD and whether they could be automatically identified.

The methodology of the proposed new system is shown in Fig. 6.8. The system used C4-A1,
ROC-A1 and LOC-A2 signals to perform micro and macro-scale sleep staging (Section 6.3). After
that, the epochs labeled as certain were considered and features describing micro-sleep structure,
EEG spectral content, EEG coherence between left and right central derivations, EEG complexity,
and EOG energy were extracted. These features were used to train a machine learning system based
on random forest, aiming to identify RBD. The system returned as outputs the complementary
probabilities that the given input PD patient had RBD (P (RBD)) or not (P (nonRBD)). The
system was validated on a cohort of PD patients with and without RBD, and finally applied to
evaluate whether it could identify PD patients with prodromal RBD.

DTU Date Title 29 

Certain sleep epochs 

EEG C4-A1 

EOG ROC-A1 

EOG LOC-A2 

Automated macro-and micro-

sleep staging (W, REM, NREM) 

Selection of certain 

sleep epochs 

EEG C4-A1 

EOG ROC-A1 

EEG C3-A2 

Automatically 

scored sleep 

mini-epochs 

Micro-sleep structure 

features 

EEG spectral features 

EEG coherence features 

EEG complexity features 

EOG energy features 

Machine-learning 

system based on 

random forest 

P(RBD) 

P(nonRBD) 

Figure 6.8: Schematic view of the methodology of Paper VI [155]. Macro- and micro-sleep staging
was performed according to Section 6.3. In the certain epochs, features describing micro-sleep
structure, EEG spectral content, EEG coherence, EEG complexity and EOG energy in the time-
frequency domain were extracted. The features were used as input of a machine learning system
returning the probability that a given PD patient had RBD or not (P (RBD) and P (nonRBD)
respectively).
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Parameter PDnonRBD PD+RBE PD+RBD p-value

Count 54 27 26 -
M/F 31/23 20/7 17/9 0.33
Age [years] 62.13±10.05 63.19±10.39 64.85±7.90 0.48
Sleep efficiency [% of TIB] 76.71±11.17 75.41±9.88 76.03±8.83 0.69
N1 [% of TST] 21.71±9.81 24.76±9.07 23.58±7.74 0.07
N2 [% of TST] 50.56±9.44 46.77±9.58 48.75±9.68 0.33
N3 [% of TST] 9.53±7.87 6.35±8.86 7.33±8.60 0.07
REM [% of TST] 18.20±6.82 22.11±5.18 20.33±6.72 0.10
AHI [h-1] 3.86±6.14 2.23±3.28 1.51±2.40 0.35
PLMS index [h-1] 25.2±32.18 22.93±35.19 44.46±43.68 0.02
RSWA [% REM] 6.70±8.58 6.61±4.05 37.03±21.97 <0.001
Awakening index [h-1] 4.74±2.62 5.29±3.97 3.74±1.88 0.13

Table 6.4: Demographic information of the cohort for identification of RBD and prodromal RBD
in PD patients. Values are reported as mean and one standard deviation. Statistical analyses
were performed with Kruskal-Wallis tests and chi-square test for gender. Significant p-values are
highlighted in bold font. TIB: time in bed; TST: total sleep time; AHI: apnea/hypopnea index.

6.4.1 Methods: Development and validation of an EEG and EOG-based
data driven system for RBD and prodromal RBD identification in PD
patients

Subjects and recordings

The cohort here investigated included the baseline v-PSG of 107 PD patients, which were part
of the "DeNoPa" cohort [14, 56, 150]. With respect to the PD patients shown in Table 5.6, 8 PD
patients were excluded due to technical problems in applying the proposed system to them. More
specifically, the cohort included 54 PD patients without RBD (PDnonRBD), 26 PD patient with
RBD (PD+RBD) and 27 PD patients with RBEs (PD+RBE). This last group was defined as PD
patients who showed at least two RBEs during the considered night, but who did not reach the
RSWA cut-off criteria for definite RBD diagnosis [56]. Demographics and sleep information of these
groups are shown in Table 6.4.

As part of the "DeNoPa" study, the patients were re-evaluated with v-PSG in a 2-year follow-up
(FU). During the FU study, it was again evaluated whether the patients had normal REM sleep,
had RBD or RBEs by applying the same criteria as in the baseline evaluation (Section 6.3.1). The
only difference was that EMG signals from the flexor digitorum superficialis muscle (Fig. 2.3e)
were also recorded at this time and used for making RBD diagnosis, according to the SINBAR
method [100]. The diagnoses given at FU evaluation are shown in Table 6.5. The 9 PD+RBE
patients at baseline who developed RBD at FU were considered the PD patients with prodromal
RBD to identify. Only the group classification shown in Table 6.5 was available as information
from FU and no v-PSG data from the FU evaluation was analyzed in this study.

Machine learning system development and evaluation

A compact overview of the machine learning system developed in this study is shown in Fig.
6.8. The full process is described below in details.
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Baseline
Follow-up

PDnonRBD PD+RBE PD+RBD No REM sleep

PDnonRBD (54) 31 11 9 3
PD+RBE (27) 8 8 9 2
PD+RBD (26) 0 0 23 3

Table 6.5: Group classification at FU evaluation for the cohort studied.

Automated macro- and micro-sleep staging algorithm The macro and micro-sleep staging
algorithm described in Section 6.3 was applied to the participants included in this study. The
algorithm classified each 5-s mini-epoch and each 30-s epoch as either W, REM or NREM sleep and
additionally labeled each 30-s sleep epoch as either certain or uncertain. To further confirm the
validity of the automated sleep staging classifier in this cohort, the macro-sleep staging predictions
were compared to the manual sleep stages on the certain epochs and the overall accuracy (Eq.
5.14), overall Cohen’s kappa (Eq. 6.9), and stage-specific accuracies, sensitivities, and specificities
(Eq. 3.9) were calculated.

Feature extraction Feature extraction was performed by considering certain epochs only for all
parameters. The extracted features could be divided into 5 categories, which are described below.

Features describing micro-sleep structure These features were obtained from the stage
probabilities and predicted stages at a micro-scale level and were derived under the hypothesis
that PD patients with RBD have altered sleep micro-structure compared to the ones without RBD.
These features included:

• Wake-sleep transition index:

W − StransIndex = (#W → S) + (#S →W )
TST

(6.11)

calculated as the number of transitions between wakefulness (W) and sleep (S) and vice-versa
per hour of total sleep time (TST). The TST was calculated by summing the amount of
mini-epochs classified as either REM or NREM sleep.

• REM-NREM transition index:

REM −NREMtransIndex = (#REM → NREM) + (#NREM → REM)
TST

(6.12)

calculated as the number of transitions between REM and NREM sleep and vice-versa per
TST.

• Percentages of W, REM and NREM sleep:

%W = hW

TIB
%NREM = hNREM

TST
%REM = hREM

TST
(6.13)

where hW , hNREM and hREM are the hours of wakefulness, NREM and REM sleep. TIB
is the time in bed.

• W, REM and NREM stability indices:

WstabilityIndex = #W →W

hW
(6.14)

calculated as the number of transitions from W to W per hour of W. Similar equations hold
for REMstabilityIndex and NREMstabilityIndex.
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• NREM and REM fragmentation indices:

NREMfragIndex = #NREM → (W or REM)
hNREM

(6.15)

calculated as the number of transitions from NREM sleep to another stage per hour of NREM
sleep. A similar equation holds for REMfragIndex.

• Global certainty [87]:

GlobCert = 1
N

N∑
i=1

1pi
ME

(k)≥th (6.16)

This feature calculates the number of mini-epochs having at least one of the three probabilities
piME(k) with k ∈ {W,REM,NREM} higher than a threshold th, with i representing the ith

of the N mini-epochs. Ten values of th were used (th ∈ {0.50, 0.55, ..., 0.95}), thus obtaining
10 sets of global certainty features in total.

• W, REM and NREM certainty:

WCert = 1
NW

NW∑
i=1

1pi
ME

(W )≥th (6.17)

This feature represents the percentage of mini-epochs classified as W with probability of W
higher than the threshold th. NW is the amount of mini-epochs classified as W. The values of
th used were th ∈ {0.50, 0.55, ..., 0.95}, thus obtaining 10 sets of features. Similar equations
hold for NREM and REM sleep.

• Global stability [87]:

GlobStab = 1
S̄

S̄∑
i=1

L̄i L̄i = l̄i −min{l̄1, l̄2, ..., l̄S̄}
max{l̄1, l̄2, ..., l̄S̄} −min{l̄1, l̄2, ..., l̄S̄}

(6.18)

In this feature, l̄i is the length of the ith mini-epoch segment where the sleep stage predicted
was the same. S̄ is the total number of mini-epoch segments with the same sleep stage
prediction. Such lengths were normalized (L̄i) for each participant with respect to the
minimum and maximum lengths of segments.

• W, REM and NREM stabilities:

WStab = 1
S̄W

S̄W∑
i=1

L̄W,i L̄W,i =
l̄W,i −min{l̄W,1, l̄W,2, ..., l̄W,S̄W }

max{l̄W,1, l̄W,2, ..., l̄W,S̄W } −min{l̄W,1, l̄W,2, ..., l̄W,S̄W }
(6.19)

This feature is similar to the global stability, but only the wake segments were included.
Analogous equations hold for NREM and REM stabilities.

• Amount of W, REM and NREM [87]:

Wamount = 1
N

N∑
i=1

1pi
ME

(W )≥th (6.20)

This feature represents the amount of mini-epochs having probabilities of W higher then the
threshold th. A total of 10 values for th were used (th ∈ {0.50, 0.55, ..., 0.95}). N is the total
number of mini-epochs. Similar equations hold for the amount of NREM and REM sleep.
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• Features based on Markov matrix probability [180]. A Markov transition matrix was built
based on the number of stage transitions at micro-scale level:

TM =

 #W →W #W → NREM #W → REM

#NREM →W #NREM → NREM #NREM → REM

#REM →W #REM → NREM #REM → REM

 (6.21)

The matrix was normalized for each row by calculating probability of transitions between
stages, after setting to 0 the values in the diagonal:

¯TM =

 0 p(W → NREM) p(W → REM)
p(NREM →W ) 0 p(NREM → REM)
p(REM →W ) p(REM → NREM) 0

 (6.22)

Due to complementary values in each row, the features used were p(W → REM), p(NREM →
W ), and p(REM → W ). Moreover, the zero-memory Markov model entropy rate was
calculated for each stage and used as feature:

H0W = −[p(W −NREM) · log(p(W −NREM))+
p(W −REM) · log(p(W −REM))]

H0NREM = −[p(NREM −W ) · log(p(NREM −W ))+
p(NREM −REM) · log(p(NREM −REM))]

H0REM = −[p(REM −W ) · log(p(REM −W ))+
p(REM −NREM) · log(p(REM −NREM))]

(6.23)

EEG spectral features These features describe the EEG frequency content and were derived
based on the hypothesis of more pronounced EEG slowing in PD patients with RBD compared to
the ones without RBD [159].

The C4-A1 signal was considered for computing such features. The signal was pre-processed by
applying the adaptive filtering described in Section 6.3.1 to remove EOG and ECG interference.
Moreover, the algorithm proposed by Brunner et al. [181] was used to identify areas of the
C4-A1 signal with EMG artifacts. Briefly, the EEG signal was divided into non-overlapping 4-s
windows and for each window the spectral power density in the frequency range 26.25-32.0 Hz was
calculated with fast Fourier transform [182]. For each 4-s window, the median of the 45 values in
the surrounding symmetric 3-min window was chosen to estimate the local level of high frequency
activity. A 4-s window was considered containing muscular activity artifact if its high frequency
content was higher than 4 times the local level of high frequency.

After the described pre-processing, the 30-s certain sleep epochs classified as REM or NREM
sleep were considered, and the ones located at a sleep stage transitions were removed for having
more stable spectral estimation [183]. The remaining epochs were divided into 50% overlapping 2-s
windows and the ones containing EMG artifacts removed from analysis. For each 2-s window, the
spectral density was estimated with the auto/cross-covariance matrix technique [184]. This consists
in the following process. An EEG matrix X with N samples and M channels can be represented as

X =


x11 · · · x1M
...

. . .
...

xN1 · · · xNM

 (6.24)
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From this, the auto-covariance (γ̂11(s)) of the EEG signal x1 = {x11, x21, ..., xN1} can be estimated
as

γ̂1,1(s) =


1

N − s

N−s−1∑
n=0

(
xn+s,1 −

1
N

N−1∑
i=0

xi,1

)
·

(
xn,1 −

1
N

N−1∑
i=0

xi,1

)
s ≥ 0

γ̂11(−s) s < 0
(6.25)

The cross-covariance can be calculated similarly, by considering two different EEG channels. The
auto/cross-coveriance matrix is then defined as:

Γ̂(s) =


γ̂1,1(s) · · · γ̂1,M (s)

...
. . .

...
γ̂M,1(s) · · · γ̂M,M (s)

 (6.26)

In other words, the auto/cross-covariance describes the similarity between EEG samples at different
time points as a function of the time lag s between them. From this, it is possible to estimate the
spectral density S(f) at the (normalized) frequency f as:

S(f) = 1
2π
∑
u

ŵ(u)Γ̂(u)e−ifu =


S1,1(f) · · · S1,M (f)

...
. . .

...
SM,1(f) · · · SM,M (f)

 (6.27)

where ŵ(u) is the Parzen window (of length 255 in this case) [185]. This means that the diagonal
(i, i) elements represent the auto-spectral density of the ith channel and the off-diagonal (i, j)
elements represent the cross-spectral density between the ith and jth channel.

As only the C4-A1 channel was used, its auto-spectral density was available for each 2-s window.
Each auto-spectral density was cut in the frequency band [0-35] Hz and normalized to have unitary
area. The average spectral density in REM and NREM sleep (ŜREMC4A1,C4A1(f) and ŜNREMC4A1,C4A1(f))
were finally obtained by averaging the spectral densities of the 2-s windows included in the analysis.
The following features were then extracted from ŜiC4A1,C4A1(f) with i ∈ {REM,NREM}:

• Relative spectral power in specific frequency bands, calculated as the ratio between the area
under the spectral density in a specific frequency band and the area of the spectral density
in the range 0.5-35 Hz. The following frequency bands were considered: δ ([0.5-4) Hz), δ1
([0.5-2) Hz), δ2 ([2-4) Hz), θ ([4-8) Hz), θ1 ([4-6) Hz), θ2 ([6-8) Hz), α ([8-12) Hz), α1 ([8-10)
Hz), α2 ([10-12) Hz), σ ([12-16) Hz), σ1 ([12-14) Hz), σ2 ([14-16) Hz), β ([16-35) Hz), β1

([16-25) Hz), β2 ([25-35) Hz).

• Central frequency, defined as:

CF =
∑N
t=1 Ŝ

i
C4A1,C4A1(ft) · ft∑N

t=1 Ŝ
i
C4A1,C4A1(ft)

(6.28)

where ft is the tth frequency sample and N is the total number of frequency samples.

• Normalized spectral entropy, defined as:

SpecEnt =
−
∑N
t=1 p(t) · log2 p(t)

log2N
with p(t) =

ŜiC4A1,C4A1(ft)∑N
r=1 Ŝ

i
C4A1,C4A1(fr)

(6.29)

where ft is the tth frequency sample and N is the total number of frequency samples.
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• Maximum peak of the average spectral density in the δ band.

• Slow-to fast ratio defined as the ratio between the log-transformed relative power in δ1 and
β1 bands.

An additional analysis was performed for REM sleep [107]. Each spectral density in a 2-s window
in REM sleep was standardized with respect to ŜNREMC4A1,C4A1(f). The so obtained standardized
spectral densities were then averaged, thus obtaining a final average REM sleep standardized
spectral density (S̃REMC4A1,C4A1(f)). From this, the following features were calculated:

• Average values of S̃REMC4A1,C4A1(f) in δ, δ1, δ2, θ, θ1, θ2, α, α1, α2, σ, σ1, σ2, β, β1, and β2

bands.

EEG coherence features These features were extracted to investigate functional connectivity,
with the hypothesis that PD patients with RBD have lower connectivity than the ones without
RBD. To calculate that, the auto and cross-spectral density for C4-A1 and C3-A2 EEG signals
were calculated according to Eqs. 6.25, 6.26 and 6.27 for 2-s windows. Only the 2-s windows that
were included for calculating EEG spectral features were considered. For each of these windows,
the coherence was calculated as:

Coh(f) = |SC3A2,C4A1(f)|2

SC4A1,C4A1(f) · SC3A2,C3A2(f) (6.30)

The average coherence curves in NREM and REM sleep were calculated and from these the following
features computed for both curves:

• Median coherence value in δ, δ1, δ2, θ, θ1, θ2, α, α1, α2, σ, σ1, σ2, β, β1, and β2 bands.

• Area under the coherence curve.

EEG complexity features A number of features describing EEG complexity were also derived,
under the hypothesis that PD patients with RBD have lower EEG complexity than the ones without
RBD. Several measures of complexity were calculated, which are described below.

EEG entropy: Entropy was calculated for C4-A1 EEG signal and the same 2-s windows used
for computing EEG spectral features were used. For each window, the EEG values were divided
into a histogram with d

√
Ne bins, where N is the number of EEG samples in a 2-s window. From

the histogram, the probabilities for each bin were computed, thus obtaining a probability vector
p = {p(bin1), p(bin2), ..., p(bind√Ne)}. The vector was used to compute the entropy as:

Ent =
−
∑d√Ne
i=1 p(bini) · log2 p(bini)

log2d
√
Ne

(6.31)

From this, the following features were calculated:

• Average entropies in REM and NREM sleep, obtained by averaging the entropy values in 2-s
windows during REM and NREM sleep, respectively.

• Standard deviation of REM and NREM entropies, calculated by considering the entropy
values in 2-s windows during REM and NREM sleep, respectively.

Multiscale sample entropy: Multiscale sample entropy was calculated for each of the 2-s windows
of C4-A1 EEG used also for computing EEG spectral features. From each EEG window x =
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[x1, x2, ..., xN ], template vectors with scale δ̄ were obtained as xm,δ̄(i) = [xi, xi+δ̄, xi+2·δ̄, ..., xi+(m−1)·δ̄].
The sample entropy at scale δ̄ was calculated as:

SampEn = − log Aδ̄
Bδ̄

(6.32)

where Aδ̄ is the number of template vectors with d̄[xm+1,δ̄(i),xm+1,δ̄(j)] < r̄ and Bδ̄ is the number
of template vectors with d̄[xm,δ̄(i),xm,δ̄(j)] < r̄ (where d̄[·, ·] was defined as the Chebychev distance)
[186, 187]. The sample entropy was computed for m = 2, r̄ = 0.15 and δ̄ varying in the range
[1,2,...,20], thus obtaining the multiscale sample entropy for each 2-s EEG window. The following
features were calculated:

• The average multiscale sample entropy values in REM and NREM sleep, as average over the
multiscale sample entropy over the 2-s windows in REM and NREM sleep respectively.

Mutual information: Given two signals signals x and y, their cross-mutual information is defined
as:

MI(x,y) =
∑
x,y

px,y(x,y) log px,y(x,y)
px(x) · py(y) (6.33)

where px,y(x,y) is the joint probability distribution between the signals x and y, and px(x) and
py(y) are the marginal probability distributions. These probability distributions were estimated
in the same way as for entropy. The auto-mutual information for the signal x is obtained by
considering the signal y equal to x. For each 2-s window selected also for EEG spectral frequency
calculation, the auto-mutual information for C4-A1 and the cross-mutual information between
C4-A1 and C3-A2 channels were calculated. The cross-mutual information between C4-A1 and
C3-A2 was computed by using a shifted version of C3-A2 up to 34 samples. The same was done for
the auto-mutual information for the signal C4-A1. The following features were then extracted:

• The average auto-mutual and cross-mutual information values in REM and NREM sleep for
lags spanning from 0 to 34 samples.

EOG energy features Based on previous studies showing alterations of EOG related to
neurodegeneration [79, 81], EOG features were extracted. The sleep epochs classified as certain
by the sleep staging algorithm were considered and, to make the analysis more stable, the ones
located at sleep stage transitions removed. For the remaining epochs, the ROC-A1 EOG signal was
divided into 50% overlapping windows of 10 s. For each window, the discrete wavelet transform
(DWT) with Daubechies 4 mother wavelet (Section 4.3.1) was calculated up to the 8th level, thus
obtaining detail coefficients d1, d2, ..., d8 and approximation coefficients a8. From these coefficients,
the total energy was calculated as:

Etot =
8∑
i=1

Ni∑
j=1

di(j)2 +
N8∑
j=1

a8(j)2 (6.34)

where Ni is the length of the coefficient vectors i = {1, ..., 8}. Moreover, the energies for each detail
band di (with i = {1, ..., 8}) and for the approximation band were calculated as:

Edi =
Ni∑
j=1

di(j)2 Ea8 =
N8∑
j=1

a8(j)2 (6.35)

The relative energies in each detail and approximation bands were obtained as the ration of the
energies in the bands and the total energy. The following features were calculated:
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• Average relative energy in each detail and approximation band during NREM and REM sleep.

• Standard deviation of the relative energy in each detail and approximation band during
NREM and REM sleep.

In total, 396 features were extracted from each participant.

Construction of the machine learning system The features were used to build a machine
learning system giving as outputs the probabilities that a given participant had RBD (P (RBD)) or
not (P (nonRBD)) (Fig. 6.8). Random forest (RF) was the classifier used in this system because
of its good performances, robustness to overfitting, and the useful property of ranking features
(Section 5.3.1). To build a robust model capturing the electrophysiological characteristics of RBD
in PD patients, PDnonRBD and PD+RBD patients that were classified in the same groups at both
baseline and FU evaluations were considered for training and validation (Table 6.5). Therefore, the
training and validation cohort included a total of 31 PDnonRBD and 23 PD+RBD patients. Due to
the relative small number of patients, R=10 runs of K=5 fold cross-validation were implemented to
make the system more generalizable. By doing so, a total of 50 training and 50 validation datasets
were available.

Preliminary feature reduction A preliminary feature reduction was performed to make the
machine learning training faster. For simplicity of explanation, the global certainty feature (Eq.
6.16) is now considered. This feature was calculated for 10 values of threshold tht: th1 = 0.50,
th2 = 0.55,...,th10 = 0.95. The objective of the feature reduction was to keep only the global
certainty in correspondence of the threshold value that could best distinguish PD+RBD from
PDnonRBD patients.

To do so, for each value of tht and for each of the r, kth training sets (with r = {1, 2, ..., R} and
k = {1, 2, ...,K}), a receiver operating characteristic analysis discriminating between PDnonRBD
and PD+RBD was performed, and the corresponding area under the curve (AUCr,k,t) calculated.
The average AUCt was calculated across the 50 training sets and TH was identified as the threshold
tht corresponding to the highest AUCt value. Only the global certainty values calculated for TH
were kept for further analysis. This process is illustrated in Fig. 6.9.

The same procedure was repeated for W/NREM/REM certainty (Eq. 6.17), W/NREM/REM
amount (Eq. 6.20), multiscale entropy in NREM/REM (Eq. 6.32, where the best scale value was
selected among the 20 computed), auto-mutual and cross-mutual information in NREM/REM
(Eq. 6.33, where the best lag was chosen among the 35 computed). By doing so, the features were
reduced from 396 to a subset of 159 features, which still contained features from all categories
described above.

Structure, training and validation of the system The strategy adopted to train and
validate the machine learning system is depicted in Fig. 6.10. In each r, kth run of the cross-
validation, a total of 10 RF models were trained on the training set by using all 159 features. The
159 features were then ranked according to their average feature importance across the 10 trained
RF models. From the ranked features, the 50 most important ones were considered and used to
train, on the same training set, J=50 RF models: the first one (j=1) included the most important
feature, the second one (j=2) the two most important features, etc.

As this procedure was repeated for each r, kth run of the cross-validation, a total of 2500 RF
models were available (M̄r,k,j with r = {1, 2, ..., R}, k = {1, 2, ...,K} and j = {1, 2, ..., J}), of which
50 were trained with one feature (M̄r,k,1), 50 with two features (M̄r,k,2), etc. Each of these models
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DTU Date Title 1
3 

Training set 1,1 

Global certainty 

for th1=0.50 

Global certainty 

for th2=0.55 

Global certainty 

for th10=0.95 

… 

AUC1,1,1

AUC1,1,2

AUC1,1,10

Training set r,k 

Global certainty 

for th1=0.50 

Global certainty 

for th2=0.55 

Global certainty 

for th10=0.95 

AUCr,k,1

AUCr,k,2

AUCr,k,10

Training set 10,5 

Global certainty 

for th1=0.50 

Global certainty 

for th2=0.55 

Global certainty 

for th10=0.95 

AUC10,5,1

AUC10,5,2

AUC10,5,10

AUC1 = 

mean(AUC1,1,1,…,AUC10,5,1)

AUC2 = 

mean(AUC1,1,2,…,AUC10,5,2)

AUC10 = 

mean(AUC1,1,10,…,AUC10,5,10)

… … … … … 

… … 

… 

TH = tht corresponding to the highest AUCt

Keep the set of global certainty features calculated for the 

threshold TH

Figure 6.9: Schematic overview of the preliminary feature reduction applied to the global certainty
feature to select the optimal threshold. For each of the r, kth training sets and for each set of
global certainty features corresponding to the ten threshold values tht, ROC to distinguish between
PDnonRBD and PD+RBD were calculated. The respective area under the curve (AUCr,k,t) values
were computed and the average value across the r, k training sets computed. The threshold TH
corresponding to the highest AUCt value was selected.

returned the probabilities (summing to 1) of having RBD (p(RBD)) or not (p(nonRBD)) for the
respective training and validation sets.

During the training of each RF model, the following hyperparameters were optimized with a
Bayesian optimization approach (Section 4.3.1) in an inner 5-fold cross validation (Fig. 4.8): the
number of trees (positive integers, log-scaled in the range [10, 500]), their depth (which consisted in
the optimization of the maximum number of splits and the minimum leaf size, which were searched
among the integers log-scaled in the range [1,max(2, N − 1)] and [1,max(2, bN/2c))], with N being
the number of training samples) and the number of features selected randomly (integers in the
range [1,max(2, Nfeat)], where Nfeat is the number of features).

Selection of the optimal set of RF models The optimal set of RF models was selected
as the set of 50 models trained with Nopt features (i.e. M̄r,k,Nopt). The value Nopt was identified
by following the procedure illustrated in Fig. 6.11. The 50 RF models trained with one feature
(M̄r,k,1) were first considered. Because of the 10 runs of 5-fold cross-validation, each participant was
included 40 times in a training set and 10 times in a validation set. For each participant, it was then
possible to calculate the final training and validation probabilities of having RBD or not (P (RBD)
and P (nonRBD) respectively) as the average of the 40 training and 10 validation probabilities
respectively. A participant was automatically classified as PD+RBD if P (RBD) ≥ P (nonRBD)
(i.e. P (RBD) ≥ 0.5), and as PDnonRBD otherwise. By comparing the predictions with the true
groups for all participants, the training and validation accuracy, sensitivity and specificity for RBD
identification were computed (Eq. 3.8). This procedure was repeated for the set of 50 RF models
trained with 2 features (M̄r,k,2), for the set of 50 RF models trained with 3 features (M̄i,k,3), etc.
Nopt was set equal to the value of j corresponding to the set of 50 RF models achieving the highest
validation accuracy.

Feature relevance To evaluate the relevance of each feature, it was counted in how many of
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DTU Date Title 

Repeat for each  r={1,2,..10} run 

31 PDnonRBD 

23 PD+RBD 

Repeat for each k= {1,2,…5} fold 

Training 

set 

(4 folds) 

Train 10 RF 

models with 

159 features 

Features ranked 

according to average 

importance over the 

10 RF models 

Repeat for each j={1,2,…50} 

Select the most j important 

features 

Train RF 

model 
𝑀 𝑟,𝑘,𝑗 

Random 

K=5 

folds 

Validation set 

(1 fold) 

𝑀 𝑟,𝑘,𝑗

p(RBD) 

p(nonRBD) 

p(RBD) 

p(nonRBD) 

Figure 6.10: Structure of training and validation of the proposed system. For each training set, 10
RF models were trained based on all 159 features and the feature importance was calculated for each
model. The features were then ranked according to the average feature importance and J=50 RF
models were trained by considering the j most important features (with j = {1, 2, ..., 50}). Overall,
2500 models M̄r,k,j were obtained (with r = {1, 2, ..., R}, k = {1, 2, ...,K} and j = {1, 2, ..., J}).
Each trained model was applied to the respective training (blue line) and validation (orange line)
sets, obtaining training and validation probabilities of having RBD (p(RBD)) or not (p(nonRBD))
for each participant.

DTU Date Title 1
5 

Select the 50 models 𝑀 𝑟,𝑘,𝑗 with r={1,2,…10} and k = {1,2,…,5} and repeat for each j={1,2,…,50} 

For each participant of the 31PDnonRBD and 23 PD+RBD 

40 training values 

p(RBD) 

40 training values 

p(nonRBD) 

10 validation values 

p(RBD) 

10 validation values 

p(nonRBD) 

Final training 

P(RBD) 

Final training 

P(nonRBD) 

Final validation 

P(RBD) 

Final validation 

P(nonRBD) 

average 

average 

average 

average 

Classify as PD+RBD if 

P(RBD)>P(nonRBD) and 

as PDnonRBD otherwise 

Classify as PD+RBD if 

P(RBD)>P(nonRBD) and 

as PDnonRBD otherwise 

Calculate training accuracy, 

sensitivity and specificity 

Calculate validation accuracy, 

sensitivity and specificity 

Nopt = j corresponding to the 

highest validation accuracy

Figure 6.11: Schematic overview of the selection of the optimal set of 50 RF models, trained with
Nopt features. For each set of 50 M̄r,k,j RF models trained with j features, each participant was
included 40 times in a training set and 10 times in a validation set, therefore 40 values of training
p(RBD) and p(nonRBD) and 10 values of validation p(RBD) and p(nonRBD) were available.
The average values were calculated (P (RBD) and P (nonRBD)). These were used to classify the
participant as PD+RBE if P (RBD) ≥ P (nonRBD) and as PDnonRBD otherwise, and to compute
training and validation accuracy, sensitivity, and specificity. The parameter Nopt was set to the
value of j corresponding to the highest validation accuracy.
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the 50 optimal RF models (M̄r,k,Nopt) each feature ϕi (with i = {1, 2, ..., 159}) was included as:

relϕi =
∑
r

∑
k

1r,k (6.36)

where 1r,k was set equal to 1 if the ith feature was included in the model M̄r,k,Nopt and 0 otherwise.
From this, it was possible to calculate the relative relevance of each feature ϕi as:

RELϕi = relϕi
50 ·Nopt

(6.37)

Test of the optimal machine learning system and identification of prodromal RBD
The 50 optimal RF models trained with Nopt features were applied to the remaining test dataset of
23 PDnonRBD, 27 PD+RBE and 3 PD+RBD patients. For each patient, 50 values of p(RBD)
and p(nonRBD) were therefore obtained, which were averaged to obtain the final probabilities
P (RBD) and P (nonRBD).

For the 23 PDnonRBD and the 3 PD+RBD patients, each participant was automatically
classified as PD+RBD if P (RBD) ≥ P (nonRBD) (i.e. P (RBD) ≥ 0.5) and as PDnonRBD
otherwise. From this, the percentage of PDnonRBD correctly classified as not having RBD and the
percentage of PD+RBD correctly classified as having RBD were calculated.

Furthermore, it was evaluated whether the developed system was able to identify patients
with prodromal RBD. To do so, the 27 PD+RBE patients were divided into two subgroups: one
including the patients who showed normal REM sleep or RBEs at FU (16 participants), and
the other including the ones that developed definite RBD at FU (9 participants), as shown in
Table 6.5. The second sugroup includes the PD participants with prodromal RBD, as these
participants developed RBD after 2 years. A participant was classified as having prodromal RBD
if P (RBD) ≥ P (nonRBD) (i.e. P (RBD) ≥ 0.5). The accuracy, sensitivity and specificity for
prodromal RBD detection was calculated.

6.4.2 Results

In total, 88.78±8.01%, 86.94±6.88% and 81.80±7.60% of the sleep epochs were classified as
certain by the sleep staging algorithm in PDnonRBD, PD+RBE and PD+RBD groups, respectively.
Table 6.6 shows the performances of the sleep staging algorithm in certain epochs, when compared
to manual scoring. The overall agreement between manual and automatic sleep staging is good,
with the main limitation being the low sensitivity for REM sleep in PD+RBD patients.

Nopt was found to be 14 and Table 6.7 shows the performance of the system during training
and validation: PD+RBD patients could be successfully distinguished from PDnonRBD patients
with validation accuracy, sensitivity and specificity over 80%.

In Fig. 6.12 the distributions of the relative feature relevance (REL) across the five different
feature categories are shown. The features describing micro-sleep structure were the most important
in distinguishing PD+RBD from PDnonRBD, followed by EEG spectral features, EEG complexity
features, EOG energy features, and finally by EEG coherence features. Table 6.8 shows the
distributions of the features that were selected in at least half of 50 optimal RF models. From
the distributions, it can be seen that PD+RBD patients had significantly higher amount of wake-
sleep transitions, increased REM sleep instability, more pronounced EEG slowing in REM sleep,
decreased EEG complexity in REM sleep and altered EOG patterns in REM sleep when compared
to PDnonRBD patients.
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Parameter PDnonRBD PD+RBE PD+RBD

Overall
ACC [%] 90.45±7.80 90.70±7.68 89.30±7.63
κ [-] 0.81±0.15 0.83±0.13 0.79±0.15

W
ACC [%] 96.84±3.77 95.41±7.09 93.44±6.79
SENS [%] 89.06±13.75 87.75±16.39 95.66±8.77
SPEC [%] 98.09±5.02 96.28±9.10 92.15±9.69

NREM
ACC [%] 91.48±6.81 92.20±5.42 90.62±7.44
SENS [%] 90.19±9.34 91.29±8.91 90.39±9.48
SPEC [%] 94.31±6.53 93.34±6.12 89.05±13.98

REM
ACC [%] 92.57±7.54 93.80±5.44 94.54±4.53
SENS [%] 91.09±13.74 84.22±22.67 64.46±31.36
SPEC [%] 92.88±8.28 95.01±6.94 98.22±1.89

Table 6.6: Performances of the automated macro-sleep staging algorithm compared to manual sleep
annotations when only certain epochs were considered

Accuracy [%] Sensitivity [%] Specificity [%]

Training 83.33 77.42 91.30
Validation 81.48 80.65 82.61

Table 6.7: Performance of the proposed machine learning system in the training and validation
datasets.

In Fig. 6.13 the distribution of P (RBD) in the test dataset is shown. As expected, PDnonRBD
patients had low values of P (RBD) and 82.61% of them could be correctly classified as not having
RBD. Accordingly, PD+RBD patients had high values of P (RBD) and 2 out of 3 (66.67%) could
be correctly classified as having RBD. PD+RBE patients showed an intermediate distribution of
P (RBD). The distribution of P (RBD) in PD+RBE patients, divided in subgroups according
to their classification at FU, is shown in Fig. 6.14. PD+RBE patients who developed RBD at
FU could be differentiated by the ones that did not with accuracy of 80%, sensitivity of 66.67%
and specificity of 87.5%. These results suggest that PD patients with prodromal RBD already
show electrophysiological features similar to patients with definite RBD. Despite absence of RSWA,
prodromal RBD could be identified with high sensitivity in PD patients.

6.4.3 Discussion

The previous sections presented the development and validation of a fully automated data-
driven system that, based only on two EEG and two EOG signals recorded during sleep, is able to
i) perform macro- and micro-sleep staging; ii) extract features describing micro-sleep structure,
spectral EEG content, EEG coherence, EEG complexity, and EOG energy; iii) use these features
for estimating the probability of RBD for a given PD patient. The proposed system could identify
RBD in PD patients with over 80% accuracy, sensitivity, and specificity and prodromal RBD in PD
patients with accuracy and specificity over 80%. The analysis of features relevance revealed that
features describing micro-sleep structure were the most important for identifying patients with RBD
and it was found that PD+RBD had increased micro-sleep instability compared to PDnonRBD. It
was also found that PD+RBE patients who developed RBD after two years had already high values
of probability of RBD at baseline. This suggests that PD patients with prodromal RBD already
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Figure 6.12: Distribution of the relative relevance of features in the optimal set of 50 random forest
models. Features describing micro-sleep structure sum up to a relative importance of 63.7%, EEG
spectral features of 20.9%, EEG complexity features of 8.1%, EOG energy features of 6.7% and
EEG coherence of 0.6%.
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Figure 6.13: Distribution of P (RBD) in the test dataset of 23 PDnonRBD, 27 PD+RBE and 3
PD+RBD. The dashed black line represents the probability value of 0.5, which was used as cut-off
for classification.
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Figure 6.14: Distribution of P (RBD) in PD+RBE patients at baseline subgroupped according to
their classification FU. The dashed black line represents the probability value of 0.5, which was
used as cut-off for classification.
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Category Feature # models where
selected

PDnonRBD (A) PD+RBE (B) PD+RBD (C) p-value

Micro-sleep
structure features

W − StransIndex [h−1] 48 119.82±53.99 137.66±53.03 174.61±71.39 <0.001, A<C, B<C

REMstabilityIndex [h−1] 46 1154.31±107.01 1110.19±159.59 980.44±166.15 <0.001, A>C, B>C
REMfragIndex [h−1] 37 276.99±103.74 317.44±149.37 438.15±160.76 <0.001, A<C, B<C
REMCert (th = 0.50) [-] 46 0.94±0.03 0.92±0.06 0.89±0.05 <0.001, A>C, B>C
REMamount (th = 0.50) [-] 49 0.19±0.07 0.17±0.09 0.10±0.05 <0.001, A>C, B>C
p(NREM →W ) [-] 49 0.23±0.16 0.34±0.27 0.46±0.22 <0.001, A<C
p(REM →W ) [-] 43 0.24±0.13 0.33±0.16 0.37±0.16 <0.001, A<B, A<C
H0REM [-] 41 0.51±0.12 0.57±0.12 0.6±0.11 <0.001, A<B, A<C

EEG spectral
features

Relative power in δ1 (REM
sleep) [-]

36 0.27±0.03 0.27±0.03 0.30±0.04 <0.01, A<C, B<C

Maximum peak in δ band
(REM sleep) [-]

36 0.09±0.01 0.09±0.01 0.10±0.02 <0.01, A<C, B<C

EOG energy
features

Standard deviation of the
relative energy at d4 in REM
sleep [-]

32 0.04±0.01 0.04±0.01 0.03±0.01 <0.001, A>C, B>C

EEG complexity
features

Multi-scale entropy in REM
sleep (scale=8) [-]

27 2.13±0.05 2.14±0.05 2.10±0.08 <0.01, A>C, B>C

Table 6.8: Distribution of the features selected in at least half of the 50 optimal models. The distributions are shown as mean and standard deviation.
Kruskal-Wallis tests were performed to make multi-group comparisons and tailed Mann-Whitney tests with post-hoc Bonferroni correction were used to
analyze which pairs of groups were significantly different.
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have EEG, EOG and micro-sleep abnormalities typical of definite RBD. From this, it is possible to
speculate that micro-sleep instability might be a biomarker of progression from prodromal RBD to
definite RBD in PD patients.

Identification of RBD in PD patients

Despite no features describing RSWA were included in this study, RBD could be successfully
identified in PD patients by using only two EEG and two EOG signals. The obtained performances
are comparable to the results presented when only EMG signals were used (Section 5.4.2). This
suggests that EEG and EOG signals could be used as complementary electrophysiological signals
to EMG for identifying RBD in PD patients.

The final proposed system consists of an ensemble of RF models. This strategy has been used
to increase the generalization of the system and because ensemble methods generally have increased
performances compared to single classifiers [143].

Features describing micro-sleep structure had the highest impact to identify RBD in PD patients
and, among these, the wake-sleep transition index was found to have high importance for correct
discrimination of PD patients with and without RBD (Table 6.8). The increased wake-sleep
transitions might reflect the sleep fragmentation seen in neurodegenerative diseases [188], which
may be more severe in presence of RBD. PD patients with RBD report slightly higher amounts of
subjective sleep problems compared to those without RBD [189]; future studies could investigate
whether increased micro-sleep transitions in PD+RBD patients correlates with the subjective sleep
complaints. Interestingly, PD+RBD and PDnonRBD groups did not differ on manually quantified
macro-sleep scale measures such as sleep efficiency and awakening index (Table 6.4). Concerning
micro-sleep structure, PD+RBD patients also showed altered REM micro-sleep structure (i.e.
increased REM sleep fragmentation and lower REM sleep stability, Table 6.8). These micro-sleep
alterations might be caused by neurodegeneration in the brainstem and in the thalamus [9, 158, 190],
which are structures having a critical role for wake and sleep regulation (Section 2.2.2).

The micro-sleep instability seen in PD+RBD participants might also be caused by the automated
sleep staging method, which could classify some of the REM sleep segments containing abnormal
muscular activity as wakefulness. However, this should not be considered as a flaw, because the
algorithm simply classifies each 5-s mini-epoch by identifying which of the typical patterns of W,
REM or NREM sleep is dominant (Section 6.3.1). As there are no definite rules for scoring REM
sleep in RBD patients [191], the proposed data-driven approach can be also considered as a first
attempt to define them objectively.

The results also revealed more pronounced EEG slowing in REM sleep in PD+RBD patients
compared to PDnonRBD patients (Table 6.8). A previous study found more pronounced EEG
slowing in wakefulness but not in REM sleep in PD+RBD compared to PDnonRBD patients [159].
The different finding here reported might be caused by the difference in sleep staging (automatic
versus manual). However, the present results can be considered a confirmation of the EEG slowing
seen in PD+RBD patients compared to PDnonRBD patients.

A previous study found lower values of multi-scale entropy in PDnonRBD patients compared to
healthy controls during REM sleep [187]. The present study shows that PD+RBD patients have
lower values of multi-scale entropy compared to PDnonRBD patients (Table 6.8). This indicates
that PD+RBD patients exhibit a further decrease of complexity in the EEG structure during REM
sleep.
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Alterations in EOG have previously been suggested as a measure to distinguish healthy controls
from iRBD and PD patients [79, 81]. The present results substantiate this notion by revealing
a significantly lower standard deviation of the EOG energy during REM sleep in the 8-16 Hz
frequency range (i.e. 4th level of decomposition in the wavelet transform) in PD+RBD patients
compared to PDnonRBD (Table 6.8). This feature suggests a reduction of the variability in the
time-frequency structure of EOG signals in presence of RBD.

Overall, the micro-sleep, EEG, and EOG alterations which are relevant to distinguish PDnonRBD
from PD+RBD can be considered as further evidence that PD+RBD patients might have more
severe neurodegeneration compared to PDnonRBD patients, in agreement with studies focusing on
brain imaging [40, 157, 158] and clinical features [156].

Identification of prodromal RBD in PD patients

The results in Fig. 6.14 show that the proposed system could separate PD patients with RBEs
who developed definite RBD after two years from the ones that remained without RBD at 2-year FU
with accuracy and specificity over 80%. This finding supports the emerging concept of prodromal
RBD (Section 2.3.4, [14, 15]) and further confirms the hypothesis of RBD as a continuum in the
neurodegenerative process of alpha-synucleinopathies.

These results indicate that PD+RBE patients, who developed definite RBD after two years,
already show micro-sleep, EEG and EOG characteristics typical of definite RBD at baseline study.
These patients might also have more advanced neurodegeneration, which affects the sleep and REM
regulation system, but not yet the neurons controlling the REM atonia to such a degree that is
seen as in PD+RBD patients. This confirms the distinctive patterns of REM-on/off neurons and
REM-atonia neurons [49] (Section 2.2.2).

PDnonRBD patients who developed definite RBD at 2-year FU did not show increased values
of P (RBD) (see P (RBD) distribution for test PDnonRBD group in Fig. 6.13). It could be
hypothesized that conversion to definite RBD in PDnonRBD patients occur at a faster rate than in
PD+RBE patients and therefore the proposed system could not identify abnormalities in micro-sleep
structure, EEG and EOG signals. This means that the fully automated system can be used as
supportive tool to identify with high specificity and accuracy PD patients with RBEs who will
progress to definite RBD in a short time range.

Finally, these results support the progression from prodromal RBD to definite RBD in overt
PD patients. When data will be available, the developed system could be applied to subjects with
RBEs without PD or even to subjects with isolated RSWA [91, 92]. Due to the high specificity, this
system has the potential to be used to better predict the time of conversion to any Parkinsonian
syndrome and to better identify neurodegeneration in its very early stages.

Limitations

The main limitation of this study is the small cohort used and the small number of PD+RBE
who converted to definite RBD at 2-year follow-up. However, this is an emerging field of research
and more data will be available in the future. Moreover, only central EEG derivations were used
as they were available for all participants; future studies should investigate whether other EEG
derivations could be more powerful for the same purposes presented in this study. In addition,
the combination of muscular activity features with micro-sleep, EEG and EOG features was not
investigated. This combination may be useful for more objective diagnostic purposes.
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6.5 Conclusive remarks

The results presented in Paper V [154] and Paper VI [155] answer the research questions and
address the research objectives outlined at the beginning of this Chapter. Below, the research
questions are reported again, together with the research outputs achieved in this Chapter:

• Chapter research question 6.1: Which electrophysiological changes, besides RSWA,
characterize RBD in PD? Can a fully automated method use them to correctly identify RBD
in PD patients?
Chapter research output 6.1: A fully-automated data-driven method, based on two
EEG and two EOG channels, has been developed and it could identify with over 80%
accuracy, sensitivity and specificity RBD in PD patients. The results revealed that micro-
sleep alterations had a major role in correctly identifying RBD in PD patients. In addition,
it has been found that PD patients with RBD have more pronounced EEG slowing, reduced
EEG complexity and EOG alterations in REM sleep compared to PD patients without RBD.
Such results support the idea that PD patients with RBD have more severe neurodegeneration
compared to PD patients without RBD.

• Chapter research question 6.2: Do PD patients with prodromal RBD have the same
electrophysiological changes as PD patients with RBD? Can PD patients with prodromal
RBD be identified with the same automated methods developed for identification of PD
patients with RBD?
Chapter research output 6.2: When the developed system was applied to PD patients
with RBEs, it could distinguish with accuracy and specificity over 80% the ones that developed
definite RBD after two years from the ones that did not. These results indicate that PD+RBE
patients, who developed definite RBD after two years, already show micro-sleep, EEG and
EOG characteristics typical of definite RBD at baseline study. In this way, the developed
system could be used as a supportive tool for identification of progression from RBEs, as
prodromal RBD, to definite RBD in PD patients.
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Chapter 7

Conclusions

The main focus of this thesis was to propose new automatic algorithms for faster and objective
identification and characterization of subjects suffering from RBD or prodromal RBD, as they
represent early stages of neurodegeneration. The application of these algorithms has the potential
to identify a homogeneous patient group, which can be the future target for neuroprotective trials
aiming at slowing down or even stopping the ongoing neurodegeneration. This thesis addresses
three research questions, which are reported and answered below based on the findings presented
in the previous Chapters.

Thesis research question 1: Which one of the available automated methods is the
optimal one to identify patients with RBD?
Thesis research output 1: Chapter 3 presented a systematic comparison of five previously
developed automated methods for RBD identification [18, 19, 20, 21, 23, 24]. The different methods
were compared based on their capability of identifying RBD in a cohort including healthy controls,
PLMD patients, iRBD patients, PD patients without RBD, and PD patients with RBD. The
comparison showed that none of the automated methods can be elected as the optimal one to
identify patients with RBD. Three of the analyzed methods (the REM atonia index - RAI [18, 19],
Frandsen index - FRI [23] and Kempfner index - KEI [24]) were generally the most accurate
in identifying patients with RBD, with RAI being the one with the highest sensitivity. How-
ever, these automated methods presented varying performances when different participant groups
were considered. This suggests that a more robust and generalized algorithm should be implemented.

Thesis research question 2: Can a new automated method, based on machine learning
techniques applied to EMG signals, overcome the currently available ones to identify
RBD? Is such a method robust to inter-clinical variability?
Thesis research output 2: Chapters 4 and 5 presented the development and validation of a new
data-driven method, that, based on machine learning techniques, can recognize muscular activity
and identify RBD patients with accuracy and specificity over 80% (which are higher compared
to RAI, FRI and KEI), and with sensitivity around 70% (which is comparable to RAI, FRI and
KEI). The new proposed data-driven method is superior to the other methods based on traditional
programming techniques. This might be because data patterns hidden to the human eye are
automatically learned during the training of a machine learning model. The validation of the new
data-driven method also revealed that muscular activity occurring in NREM sleep contributed for a
better identification of patients with RBD and that the removal of muscular activity related to apneas
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and arousals is not required for identifying patients with RBD. Finally, the new method has been
applied to data from another clinic and it was found that it identified patients with RBD with simi-
lar performances as it did in the original cohort. This proves the robustness of the proposed method.

Thesis research question 3: Can an automated machine learning-based method, built
on EEG ad EOG signals, identify and characterize RBD and prodromal RBD in PD
patients?
Thesis research output 3: Chapter 6 presented the development and validation of a fully au-
tomated method that, based only on two EEG and two EOG channels, can identify RBD in
PD patients with accuracy, sensitivity and specificity over 80%. The results show that, in PD
patients, RBD is not just related to abnormal muscular activity in REM sleep, but also to increased
micro-sleep transitions, more pronounced EEG slowing in REM sleep, reduced EEG complexity
in REM sleep, and EOG alterations in REM sleep. These findings suggest that PD patients
with RBD might have more severe neurodegeneration than PD patients without RBD. Based
on these alterations, the proposed fully automated method recognized PD patients with RBEs
who developed definite RBD after two years (i.e. the PD patients with prodromal RBD) with
accuracy and specificity over 80%. This suggests that PD patients with prodromal RBD already
have micro-sleep, EEG and EOG abnormalities typical of definite RBD two years before diagnosis
of RBD. Therefore, the proposed algorithm can be used as a supportive tool to identify prodromal
RBD in PD patients. These results are promising with the perspective of identifying biomarkers of
prodromal RBD in subjects without overt PD.

Overall, the research presented in this thesis has revealed that data-driven methods based on
machine learning techniques can provide good, consistent, fast and objective identification of RBD
and prodromal RBD. In particular, the application of these algorithms requires an amount of time
significantly lower than the one needed for manual analysis. Moreover, the intrinsic objectiveness
of automatic algorithms allows identification of homogeneous patient groups, which can be the
target for future neuroprotective trials. At this stage, the developed methods could be used
as clinical supportive tools, with the aim of helping clinicians in making faster decisions and
diagnoses. After validation of the described algorithms in bigger cohorts, it is proposed that it will
be possible to use them as full diagnostic tools, thus significantly reducing the burden of manual
analysis of sleep data. Furthermore, the research here presented also revealed important insights
concerning characterization of early neurodegeneration, including the abnormal muscular activity
in RBD patients in NREM sleep and the increased micro-sleep instability as a biomarker of RBD
and prodromal RBD in de novo PD patients. In conclusion, the research presented here proves
the usefulness of applying data-driven methods in sleep research and contributes in the path of
overcoming traditional subjective and time-consuming analysis methods.
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Future work

Objective and fast identification of RBD and prodromal RBD has a great potential for early
identification of neurodegeneration. This thesis has proposed new methods which have the potential
to help researchers and clinicians with this purpose. However, this research field needs further
investigations which include the following aims:

• To integrate the developed method for RBD detection based on EMG signals with a sleep
staging algorithm, to obtain a fully automated system.

• To repeat a similar analysis as the one proposed in Chapter 6 in subjects without PD, to
evaluate whether it is possible to identify prodromal RBD prior to development of iRBD and
α-synucleinopathies.

• To combine EEG, EOG and EMG for better and more precise identification and characteriza-
tion of patients with RBD.

• To investigate whether EMG, EEG and EOG patterns identified with an automated data-
driven approach can predict time of conversion from prodromal RBD or iRBD to an overt
α-synucleinopathy.

• To further validate the proposed methods in data recorded in several clinics, or to re-train
the data-driven methods in a bigger multi-center cohort.

• To implement the proposed algorithms in clinical software.

• To test the proposed algorithms on a cohort representing a general as well as a clinical
population, to better evaluate the sensitivity and specificity of the proposed methods.

• To investigate whether recent deep learning techniques, not requiring any explicit feature
extraction, could lead to even better performances in the identification of patients with RBD
and prodromal RBD.

• To investigate new modalities such as video or actigraphy, which are less expensive and
invasive than PSG, for identification of RBD and prodromal RBD.
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