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Abstract—A risk-based distributionally robust real-time dispatch approach is proposed to strike a balance between the operational costs and risk as well as considering the nodal voltage security even when the distribution of uncertainties cannot be precisely estimated. To model uncertainties, a data-drive ambiguity set is developed based on the imprecise probability theory without any presumption on the probability distribution of uncertainties. The obtained ambiguity set is based on the confidence interval, which can be constructed according to actual needs by choosing the point-wise or family-wise confidence interval. Two strategies for wind farms to provide voltage support are incorporated in the proposed approach so that the nodal voltage security can be ensured. By incorporating the risk tractable estimation method and sequential convex optimization method, an efficient algorithm is developed to release the computational burden. Numerical results show that compared with the regular robust optimization, the proposed approach reduces the total operational cost to achieve statistically optimal dispatch decisions. The proposed approach also outperforms the stochastic programming in term of the operational risk reliability. Meanwhile, the nodal voltage security issues can be mitigated with the voltage support from wind farms. In conclusion, under the uncertainty of probability distributions, the proposed approach can efficiently strike a balance between the operational cost and risk while ensuring the nodal voltage security.

Index Terms—Confidence interval, distributionally robust optimization, real-time dispatch, risk, voltage security.

NOMENCLATURE

A. Sets and Indices:

- \( g \in \mathcal{G} \): Conventional thermal units.
- \( FSWT \): Fixed speed wind turbine.
- \( VSWT \): Variable speed wind turbine.
- \( w \in \mathcal{W} \): All wind farms, i.e., \( \mathcal{W}_1 \cup \mathcal{W}_2 = \mathcal{W} \).
- \( w_1 \in \mathcal{W}_1 \): FSWT-based wind farms.
- \( w_2 \in \mathcal{W}_2 \): VSWT-based wind farms.
- \( l_e \in \mathcal{L}_e \): Power transmission lines.
- \( \mathcal{R}, S, \mathcal{L} \): Reference bus, PV bus, and PQ bus sets.
- \( \mathcal{A} \): Ambiguity set.
- \( i, j \): Indices for power system buses.
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B. Vectors:

- \( P, Q \): Active and reactive power vectors.
- \( V, \theta \): Voltage and phase angle vectors.
- \( \overline{P}, \overline{Q} \): Active power capacity limit vectors.
- \( \overline{V}, \overline{\theta} \): Reactive power capacity limit vectors.
- \( \Delta \overline{P}, \Delta \overline{Q}, \Delta \overline{V} \): Voltage magnitude limit vectors.

C. Parameters:

- \( G_{ij}, B_{ij} \): The susceptance without shunt elements.
- \( c_g, c_{g 2} \): Prices of generators to provide energy.
- \( c_{g 1}, c_{g 2} \): Prices of generators to provide upward and downward reserve.
- \( \rho^l, \rho^u \): Prices of wind power curtailment and power shortage.
- \( \pi \): Installed capacity of wind farms.
- \( F_p(\mu)^{\star} \): CDF of the probability distribution \( \mu \).
- \( \max \{ x, 0 \} \): Expected output of Wind Farm and Load.
- \( p_i, q_i \): Nodal active and reactive power.
- \( Z^r \): Operational risk limitation.

D. Decision Variables:

- \( \alpha_g \): Participation factors of AGC units.
- \( \beta_{w2} \): Wind farm reactive power linear decision factor.
- \( \gamma_g \): Base point of generators.
- \( \Delta p_g, p_{w1}, p_{w2} \): Upward and downward reserve of generators.
- \( p_{w1}, p_{w2}, p_{w1}^u, p_{w2}^u \): Lower and upper output bound of wind farms.
- \( \Delta p_{w1}, \Delta p_{w2} \): Deviation of FSWT-based and VSWT-based wind farms, satisfying \( \Delta p_w = \Delta p_{w1} + \Delta p_{w2} \).
- \( v_j, \theta_j \): Nodal voltage magnitude and phase angle.

E. Random Variables:

- \( \bar{p}_w \): Actual output of wind farms.
- \( \bar{p}_w \): Actual output of FSWT-based wind farms.
- \( \bar{p}_w \): Actual output of VSWT-based wind farms.

I. INTRODUCTION

Real-time power dispatch is one of the crucial parts in the operation dispatch of power systems, which targets at balancing the fluctuating supply and demand resulted from load and renewable energy (RE) at a time-scale of minutes [1], [2]. With large-scale RE penetration, great benefits have
been brought to environment, yet the existence of challenges is undeniable [3]. Real-time power dispatch methods should be improved to account for the challenges brought by RE, such as uncertainties due to the intermittent nature of RE [4].

Robust optimization (RO) and stochastic programming (SP) are two widely used methods to account for uncertainties in power dispatch. In SP, uncertainties are generally assumed to follow known probability distributions (PDs) and then the deterministic problems can be obtained based on the assumed PDs [5], [6]. However, the assumed PD may not be the true one, because in practice the true PD is hard to be exactly estimated due to insufficient historical sample data. Therefore, SP may obtain incorrect decisions. In contrast, RO uses an uncertainty set to model the uncertainty, which does not require the PD information, and thus the modeling can be simplified [7]. RO can guarantee the operational feasibility for every possible scenario in the prescribed uncertainty set, leading to more reliable decisions than SP [8], [9]. Meanwhile, in general, RO is more efficient than SP, and is especially suitable for the time-sensitive applications [9]. RO, however, may increase conservativeness of decisions in return. To address the problem, the budget of uncertainty technique is proposed to compromise the robustness and conservativeness by adding different kinds of constraints to uncertainty sets [10]–[13]. For example, the total allowed number of wind power output cases can be varied [12]; the linear coefficients of the polyhedral sets are varied [13]. However, in the aforementioned RO-based approaches, the PD information of uncertainties is not well regarded in the optimization, which may cause sub-optimal decisions. To overcome the shortage, some literatures, e.g., [14], [15], try to incorporate PD information into RO. However, they all share the similar drawback with SP.

To overcome the disadvantages of SP and RO, distributionally robust optimization (DRO) is developed [16]–[18]. It utilizes the PD information without assumption on the exact PD, and thus statistically optimal solutions can be obtained. DRO also has the data-exploiting ability, leading to less conservative solutions. Recently, DRO has been successfully applied to power system operation problems [19]–[26]. In [19]–[21], a moment based-DRO model is established for the reserve schedule or optimal power flow (OPF) problem, where the moment of uncertainties is used to construct the ambiguity set. Therefore, only the moment information is utilized in the above moment-based DRO, whereas much more information can be extracted from historical data. Meanwhile, the moment-based models are usually cast into semidefinite programmings, which are very computationally intensive. To address the shortcoming, distance-based DRO methods are proposed, such as the KL-based DRO [22] and Wasserstein-based DRO (W-DRO) [23]–[25]. However, KL-based ambiguity sets cannot be applied to stochastic optimization models with heavy tail random functions because the worst-case expectation will be infinite. And the out-of-sample performances cannot be guaranteed. For the W-DRO, [23] tackles the reserve and energy joint dispatch problem considering wind power uncertainties based on the W-DRO. A W-DRO model for OPF problems is established in [24], which considers dynamic line rating and line overload risk. [25] studies a W-DRO-based optimal gas-power flow problem with uncertain wind generation. Though the above W-DRO-based studies make a great contribution to the power system dispatch problems under uncertainties, on one hand, to obtain trackable models, relaxation transformation is usually used, which may lead to a infeasible solution. And the computational burden grows heavily with the number of employed data [27]. On the other hand, they all apply the DC power flow, ignoring the voltage security. In that case, the obtained operation strategy may result in voltage issues at some critical buses. Based on [28], [26] provides a possible way to consider the voltage security in the DRO-based OPF. However, in [26], only conventional units is utilized to ensure voltage security, ignoring the reactive power support from wind farms, which may lead to reactive power reserve shortage. On the other hand, the effect of voltage security constraints on the admissible range of wind power (ARWP) is also ignored, which influences not only the power dispatch strategy but also the solvability of the problem, especially when there is no sufficient reactive power reserve in the system. When high-level wind power is integrated into a grid and there is no sufficient reactive power reserve to ensure the voltage security when accommodating the wind power entirely, the problem established in [26] will be infeasible.

In this paper, a novel risk-based DR real-time dispatch (R-DRTD) model is proposed for transmission networks. It is distinguished by the strategies to ensure voltage security and the ambiguity set. We also direct attention to decreasing the computational burden for application to large-scale systems. The main advantages of the proposed approach are as follows:

1) According to the imprecise probability theory, a novel ambiguity set is developed to model the uncertainties of wind power PDs. On the one hand, based on the novel ambiguity set, the R-DRTD model is proposed to strike a balance between the operational cost and risk, considering the uncertainties of wind power PDs. On the other hand, the constructed ambiguity set is data-driven, which makes no reference to the exact PD of uncertainties, and has the data-exploiting ability. Besides, using the proposed ambiguity set, the computational efficiency is irrelevant to the amount of data, leading to a highly scalable approach.

2) The nodal voltage security is considered in DRO-based transmission network real-time dispatch problems. To ensure the voltage security, on the one hand, two reactive power compensation strategies for VSWT-based wind farms are incorporated into the proposed DRO-based transmission network dispatch model. On the other hand, the admissible region of wind power can also be optimized to further ensure the voltage security. To the best of our knowledge, we are the first to consider the above two issues in the DRO-based transmission network real-time dispatch problems, which can improve the operational economy and security of transmission networks under uncertainties.

3) An efficient algorithm is also developed to transform the proposed R-DRTD model into a tractable mixed integer linear programming (MILP) problem. By using the proposed algorithm, not only a global optimal approximate solution can be obtained, but also the computational burden can be
significantly reduced, which makes the proposed approach suitable for large-scale power system applications.

II. MATHEMATICAL FORMULATION

A. Deterministic Real-time Dispatch

The mathematical formulation of the deterministic transmission network real-time dispatch problem is given as below:

\[
Z' = \min \sum_{g \in G} c_g p_g \\
\text{s.t.} \quad \sum_{g \in G} p_g + \sum_{w \in W} p_w = \sum_{l \in L} p_l, \quad (2) \\
\underline{P}_g \leq \bar{P}_g \leq \overline{P}_g, \quad (3) \\
\underline{P}_c \leq \bar{P}_c \leq \overline{P}_c, \quad (4)
\]

The objective function (1) is the total generation cost. (2) ensures the active power balance at the base case where wind power exactly matches the forecasted value. (3) denotes the generator capacity limits. (4) denotes line MW flow limits.

B. Active and Reactive Power Compensation Strategy

In the real-time dispatch, the automatic generation control (AGC) is usually applied to maintain the real-time active power balance, where the total imbalance is distributed to AGC units according to the following affine function [29]:

\[
\tilde{p}_g = p_g + \Delta \tilde{p}_g = p_g - \alpha_i e^T \Delta \tilde{p}_W \\
\]

where \( \Delta \tilde{p}_W \) is active power imbalance vector. When \( p_g \) and \( \alpha_i \) are determined, this affine mechanism can be used to estimate the system status with respect to any realization of the wind power. Therefore, in this paper, the AGC of conventional units is applied as the active power compensation strategy.

Active power fluctuations are usually accompanied by reactive power fluctuations. For example, in FSWTs with advantages of low costs and simple structures, any fluctuation in active power generation results in similar behavior in reactive power absorption [30]. The reactive consumption of the turbines is generally offset using capacitor banks to achieve a constant power factor [31]. The relationship between the reactive consumption and active power output of FSWT-based wind farms can be expressed as

\[
\cos \theta_{w1} = \tilde{p}_{w1}/\sqrt{(\tilde{p}_{w1})^2 + (\tilde{q}_{w1})^2} \\
\]

where \( \cos \theta_{w1} \) denotes the constant power factor, which is a given parameter in this paper; \( \tilde{q}_{w1} \) and \( \tilde{p}_{w1} \) are the reactive power consumption and active power output of FSWT-based wind farms, respectively. Both of active and reactive power fluctuations result in voltage fluctuations. To ensure voltage security, the automatic voltage control (AVC) strategy and the linear decision rule [32] are applied in this paper. The AVC is to keep nodal voltage magnitudes at the set values by reactive power compensation. And in the linear decision rule, the reactive power compensation is a linear function of the total reactive power consumption, as shown below

\[
\tilde{q}_{com} = -\beta_{com} e^T \tilde{q}_c \\
\]

where \( \tilde{q}_{com} \) and \( \tilde{q}_c \) are the reactive power support and the reactive power consumption vector, respectively; \( \beta_{com} \) is the reactive power compensation linear factor; \( e \) is all one vector.

Note, in the real-time power dispatch, except for thermal units, RE generators, e.g., VSWTs, can also provide voltage support. VSWTs achieve fast and flexible decoupling control of active and reactive power, suitable for applications in the real-time power dispatch. Therefore, in this paper, both thermal units and VSWT-based wind farms are assumed to provide voltage support. Specifically, conventional units apply the AVC and VSWT-based wind farms apply the AVC or linear decision rule as the reactive compensation strategy. When the linear decision rule is applied, the reactive power output \( \tilde{q}_{w2} \) of VSWT-based wind farms is computed according to the following linear function

\[
\tilde{q}_{w2} = -\beta_{w2} e^T \tilde{q}_{W1} \\
\]

where \( \tilde{q}_{W1} \) is the reactive power consumption vector.

C. Linear Power Flow Model

Reference [28] proposes a decoupled linearized power flow model with respect to voltage magnitude and phase angle. The linear power flow model is as follows:

\[
\begin{bmatrix}
\Delta \theta_{S,U} \\
\Delta \theta_{S,L} \\
\Delta V_L \\
\Delta Q_{RUS}
\end{bmatrix} =
\begin{bmatrix}
\Delta P_S \\
\Delta P_L \\
\Delta Q_L \\
\Delta Q_{RUS}
\end{bmatrix} =
A 
\begin{bmatrix}
\Delta P_S \\
\Delta P_L \\
\Delta Q_L \\
\Delta Q_{RUS}
\end{bmatrix} +
B 
\begin{bmatrix}
\Delta \theta_R \\
\Delta V_R \\
\Delta V_S \\
\Delta Q_{RUS}
\end{bmatrix} \\
\]

With the aid of the known information of reference bus, PV buses, and PQ buses, the following incremental matrix can be obtained from Eq. (9). More details can be found in [28].

\[
\begin{bmatrix}
\Delta \theta_{S,U} \\
\Delta \theta_{S,L} \\
\Delta V_L \\
\Delta Q_{RUS}
\end{bmatrix} =
C_1 
\begin{bmatrix}
-\alpha_S e^T (\Delta P_{W1} + \Delta P_{W2}) \\
\Delta P_{W1} \\
\Delta P_{W2} \\
\sin \theta / \cos \theta \Delta P_{W1}
\end{bmatrix} \\
\]

\[
\begin{bmatrix}
\Delta \theta_{S,U} \\
\Delta \theta_{S,L} \\
\Delta V_L \\
\Delta Q_{RUS}
\end{bmatrix} =
C_2 
\begin{bmatrix}
-\alpha_S e^T (\Delta P_{W1} + \Delta P_{W2}) \\
\Delta P_{W1} + \Delta P_{W2} \\
\sin \theta / \cos \theta \Delta P_{W1} + \Delta P_{W2} \\
-\alpha_k e^T \Delta P_{W1} \beta_{W2}
\end{bmatrix} \\
\]

where (12a) and (12b) are obtained by applying the AVC and linear decision rule, respectively; \( C_1 \) and \( C_2 \) are constant matrices obtained from Eq. (6)-(9) and (11); \( (\Delta P_{W1}, \Delta P_{W2}) \)
are wind power uncertainty vectors; \((\alpha_S, \beta_{W2})\) are decision variable vectors. According to Eq. (10), (12a) and (12b), the changes in line MW flow can also be represented as follows:
\[
\Delta P_L = (e^T(D_1^T \alpha_S) + e^T(D_2^T \beta_{W2}) + D_3^T) \Delta P_{W1} + (e^T(D_4^T \alpha_S) + D_5^T) \Delta P_{W2}
\]
where \(D_i, i = 1, 2, 3, 4, 5\) are all constant matrices that can be obtained from Eq. (10), (12a) and (12b).

\section*{D. Risk-Based Distributionally Robust Optimization Model}

In practice, there are uncertainties resulting from RE and thus reserves should be committed. Because of limited system reserve capacity, RE may not be entirely accommodated in extreme conditions, resulting in according operational risk. In this paper, the expected operational risk is penalized in the objective function [33]. The proposed R-DRTD model aims to strike a balance between the operational costs and risk, considering the PD uncertainty and the nodal voltage security:
\[
Z = \min \left\{ c_g p_g + c_u^p u_p \Delta p_{up} + c_d^p d_p \Delta p_{dn} + \sum_{w \in \mathcal{W}} Z^r_w \right\}
\]
\begin{align*}
\text{s.t. } & p_i = \sum_{j=1}^{N} G_{ij} v_j - \sum_{j=1}^{N} B_{ij} \theta_j, \forall i, \\
& q_i = -\sum_{j=1}^{N} B_{ij} v_j - \sum_{j=1}^{N} G_{ij} \theta_j, \forall i, \\
& Z^r \leq \text{Risk}_{db}, \\
& V \leq V_{SULC} \leq \overline{V}, \\
& \Delta P_{g} \geq e^T(P_{W} - P_{W}^d) \alpha_G, \\
& \Delta P_{d} \geq e^T(P_{W}^u - P_{W}) \alpha_G, \\
& e^T \alpha_G = 1, \\
& P_{g} + \Delta P_{g} \leq \bar{P}_g - \Delta P_{g}, \\
& V \leq V_{L} + \Delta V_L \leq \overline{V}, \\
& Q_{RLUS} \leq Q_{RLUS} \leq \overline{Q}_{RLUS}, \\
& P_{L,b} \leq P_{L,b} + \Delta P_{L,b} \leq \overline{P}_{L,b}.
\end{align*}

In the objective function (14), the first term is the operational cost, including the generation cost and reserve capacity cost, and the second term \(Z^r\) is the worst-case expectation operational risk cost. (15) and (16) ensure the active and reactive power balance at the base case where wind power exactly matches the expected value. (17) is the operational risk limit. (18) and (23) are voltage limits for all buses under the base case and disturbance cases, respectively. (19) and (20) denote the reserve capacity constraints. (21) ensures that wind power uncertainties in the ambiguity set are fully mitigated. (22) denotes the generator capacity limits. (24) denotes reactive capacity limits of wind farms and conventional units. (25) denotes line MW flow limits under disturbance cases.

The objective function (14) and constraints (12a)-(13), (15)-(25) form the proposed R-DRTD model, which is a nonlinear optimization problem with uncertain variables.

\textbf{Remark 1:} In this paper, we take the condition that the linear decision rule is applied to control reactive outputs of VSWT-based wind farms, for example to formulate the proposed R-DRTD model and develop the corresponding algorithm.

\section*{E. Imprecise Dirichlet Model}

Imprecise probability theory that bloomed in the 1990s, is a generalization of the classical probability theory allowing partial probability specifications [34]. Typically, it quantifies the uncertainties of a random event by a probability interval. The more the employed sample data, the narrower the probability interval. To estimate the interval, the imprecise Dirichlet model (IDM) that is an extension of the deterministic Dirichlet model, is proposed [35]. Consider a random variable with \(K\) types of possible outputs, whose occurrence probabilities are \(P_k, k = 1, 2, ..., K\). To estimate \(P_k\), a set of density functions are used to model prior ignorance, which can be described as
\[
f(P_k) = \frac{\Gamma(s')}{\prod_{k=1}^{K} \Gamma(s' \cdot r_k)} \prod_{k=1}^{K} P_k^{s' \cdot r_k - 1},
\]
\(\forall r_k \in [0, 1], \sum_{k=1}^{K} r_k = 1,\)

where \(r_k\) is the \(k\)th weight factor; \(\Gamma\) is the Gamma function; \(s'\) is the equivalent sample size that determines how quickly upper and lower probabilities converge as statistical data accumulate and \(s \geq 1\); \(s' \cdot r_k\) is the positive parameters of the Dirichlet distribution. Using the above set, the prejudice of the prior can be avoided, because all of the possible density functions given are included in the above set.

Then according to Bayesian rules, the corresponding estimation density function set can be obtained as
\[
f(P_k) = \frac{\Gamma(s' + n)}{\prod_{k=1}^{K} \Gamma(s' \cdot r_k + n_k)} \prod_{k=1}^{K} P_k^{s' \cdot r_k + n_k - 1},
\]
\(\forall r_k \in [0, 1], \sum_{k=1}^{K} r_k = 1,\)

where \(n_k\) and \(n\) are the numbers of \(k\)th output samples and total samples, respectively.

Thus, the imprecise probability interval of \(P_k\) can be obtained from the estimation density function set as
\[
\hat{P}_k = [P_k, \overline{P}_k] = [n_k/(n + s'), (n_k + s')/(n + s')], \forall k,
\]
where $P_k$ and $\overline{P}_k$ are calculated with respect to bounds of $r_k$. The above interval intends to include all the possible probabilities corresponding to different density functions to model the prior ignorance.

**F. Construction of the Ambiguity Set**

The CIAS method is provided here, which can directly establish the confidence bands (CBs) for the CDF of wind power based on historical data. All PDs, whose CDFs are within the CBs, construct the ambiguity set.

As is well known, the CDF of a real-valued random variable $x$ can be defined as $F_x(X) = P(x \leq X)$, indicating the probability of $x \leq X$. When we have infinite samples of $x$, based on the Law of Large Numbers, a precise cumulative probability can be obtained for all points in the support of $x$ and then $F_x$ is obtained. However, in practice, only finite samples are available and thus the true CDF cannot be exactly estimated. To indicate the uncertainties of estimating the true CDF based on finite samples, the CBs of the CDF are explicitly estimated with respect to the available sample data. According to the definition of CDF, two key steps are designed to estimate the CBs.

**Step 1:** For each value point of $x$, say $A$, the probability interval of $x \leq A$ at a specified confidence level $\gamma$ is estimated. Here, the interval is referred to as a confidence interval (CI) and the CIAS applies the IDM in [36] to estimate the CI as:

$$
\begin{cases}
    a_k = 0, & b_k = G^{-1}(\frac{\gamma}{2}), \\
    a_k = H^{-1}(\frac{\gamma}{2}), & b_k = G^{-1}(\frac{1-\gamma}{2}), \\
    a_k = H^{-1}(\frac{1-\gamma}{2}), & b_k = 1,
\end{cases}
$$

where $a_k$ and $b_k$ are the lower and upper bounds of the CI, respectively; $H$ and $G$ are the CDFs of beta distributions $B(n_k, s') + n - n_k)$ and $B(s' + n_k, n - n_k)$, respectively. Then, the CI of the cumulative probability at each point can be obtained.

**Step 2:** The CBs of the whole CDF are constructed according to the bounds at each point. Since only finite samples are available in practice, CBs are just calculated at the sample points, and the CBs can then be estimated using the stair-step interpolation method in [37]. Here, the CBs are expressed as:

$$
\begin{cases}
    P(x) = a_k, & x \in (X_k, X_{k+1}], \\
    \overline{P}(x) = b_{k+1}, & x \in [X_k, X_{k+1}).
\end{cases}
$$

Finally, the ambiguity set $A$ can be constructed as:

$$
A = \{F_x | F_x(X) \in [P(X), \overline{P}(X)]\}. \quad (31)
$$

**G. Point-wise and Family-wise Confidence Intervals**

There are two kinds of CIs, i.e., point-wise confidence level based confidence interval (PW-CI) that is employed in CIAS, and family-wise confidence level based confidence interval (FW-CI) that can be estimated by the method in [37]. The PW-CI ensures that the true cumulative probability is within the CI at a credibility for each point in the support of $x$, while using the FW-CI, the true CDF is wholly within the constructed ambiguity set at a credibility. The two kinds of CIs differ in their meanings and can be chosen based on actual needs.

In fact, CIAS can also be used to estimate FW-CIs. It only needs to map the specified family-wise confidence level $\tilde{\gamma}$ to the point-wise confidence level $\tilde{\gamma}$ using the mapping function $\tilde{\gamma}(\tilde{\gamma}, n)$ obtained via simulations [37]. Then, the $\tilde{\gamma}$-FW-CI can be obtained by estimating the corresponding $\tilde{\gamma}$-PW-CI.

The FW-CI is utilized in [38] to develop another similar ambiguity set. However, in the ambiguity set estimation method mentioned in [38], all employed samples have to be different from each other [39]. In other words, any two samples in the employed sample set are not the same, which may not be met in practice. Because, in practice, it is likely that there are two or more identical samples in the available sample set, especially when the sample size is large. Under the circumstances, the method mentioned in ref. [38] may not make full use of all available samples, leading to conservative results. In contrast, in the CIAS, all available samples can be made full use of, regardless of whether there are identical samples in the available sample set. Therefore, the CIAS is more general compared with the method utilized in [38].

**III. SOLUTION METHODOLOGY**

**A. Tractable Approximation of the Operational Risk**

According to the proposed ambiguity set, the worst-case expectation operational risk $Z^r_w$ in (14) can be reformulated as follows:

$$
\max_{F_p(\tilde{p}_w) \in A} \mathbb{E}_\mu \left( \rho^l (p_w^l - \tilde{p}_w)^+ + \rho^u (\tilde{p}_w - p^u_w)^+ \right) \quad (32)
$$

Equation (32) can be rewritten as (32a), where $F_{\mu}(\tilde{p}_w)$ is the CDF of $\tilde{p}_w$ and $P_{\mu}(\tilde{p}_w)$ is the PDF of $\tilde{p}_w$.

$$
\max_{F_{\mu}(\tilde{p}_w) \in A} \left( \rho^l \int_0^{p_w^l} (p_w^l - \tilde{p}_w) F_{\mu}(\tilde{p}_w) d\tilde{p}_w + \rho^u \int_{p_w^u}^{\tilde{p}_w} (\tilde{p}_w - p_w^u) F_{\mu}(\tilde{p}_w) d\tilde{p}_w \right) \quad (32a)
$$

According to the partial integration method, Eq. (32a) can be reformulated as follows:

$$
\max_{F_{\mu}(\tilde{p}_w) \in A} \left\{ \rho^l \left( (p_w^l - \tilde{p}_w) F_{\mu}(\tilde{p}_w) \right) \bigg|_{p_w^l}^{p_{\tilde{p}_w}} + \int_0^{p_{\tilde{p}_w}} F_{\mu}(\tilde{p}_w) d\tilde{p}_w + \rho^u \left( (\tilde{p}_w - p_w^u) F_{\mu}(\tilde{p}_w) \right) \bigg|_{p_w^u}^{\tilde{p}_w} - \int_{p_w^u}^{\tilde{p}_w} F_{\mu}(\tilde{p}_w) d\tilde{p}_w \right\} \quad (32b)
$$

Then, Eq. (32b) can be rewritten as follows:

$$
\max_{F_{\mu}(\tilde{p}_w) \in A} \rho^l \int_0^{p_{\tilde{p}_w}} F_{\mu}(\tilde{p}_w) d\tilde{p}_w + \rho^u \left( \tilde{w} - p_w^u - \int_{p_w^u}^{\tilde{p}_w} F_{\mu}(\tilde{p}_w) d\tilde{p}_w \right) \quad (33)
$$

By dividing the maximum term into two terms, Eq. (34) provides an upper bound on (33), as shown below.

$$
\max_{F_{\mu}(\tilde{p}_w) \in A} \rho^l \int_0^{p_{\tilde{p}_w}} F_{\mu 1}(\tilde{p}_w) d\tilde{p}_w + \max_{F_{\mu 2}(\tilde{p}_w) \in A} \rho^u \left( \tilde{w} - p_w^u - \int_{p_w^u}^{\tilde{p}_w} F_{\mu 2}(\tilde{p}_w) d\tilde{p}_w \right) \quad (34)
$$
As shown in Fig. 1, the integral value of the first term in (34) equals to the area between \( F_{\mu 1}(x) \) and the horizontal axis over \([0, p_w^1] \). Obviously, for any \( F_{\mu 1}(x) \in A \), if \( F_{\mu 1}(x) = F_b(x) \), the area is the largest. Then, the first term is simplified to
\[
\text{Cost}_{\text{Risk}}^{1,w} = \max_{\hat{p}_w \in A} \int_0^{p_w^1} F_{\mu 1}(\hat{p}_w) d\hat{p}_w = \int_0^{p_w^1} F_b(\hat{p}_w) d\hat{p}_w
\]
(35)

Similarly, for the last term in (34), the worst-case CDF in the ambiguity set \( A \) is \( F_b(x) \). Thus, it can be simplified to
\[
\text{Cost}_{\text{Risk}}^{2,w} = \hat{w} - p_w^1 - \int_{p_w^1}^{\hat{w}} F_u(\hat{p}_u) d\hat{p}_u.
\]
(36)

To handle bilinear terms, the support of random wind power is discretized in Section III.C. And then (35) and (36) can be exactly approximated by the cumulative method.

We take (35) for example. Discrete the support of \( \hat{p}_{w1} \) by a series of points, i.e., \( \{ o_{w1}^1, o_{w1}^2, ..., o_{w1}^s, ..., o_{w1}^N, \forall w 1 \} \). And thus \( p_{w1}^l \) can only be at these points. Let \( m_{w1}^1, m_{w1}^2, ..., m_{w1}^N \) be the ascending ordered samples of \( \hat{p}_{w1} \), where \( m_{w1}^1 = 0 \) and \( m_{w1}^k \leq o_{w1}^k \leq m_{w1}^{k+1} \). When \( p_{w1}^l = o_{w1}^k \), (35) can be exactly approximated as follows:
\[
\sum_{k_1} \mathcal{P}(m_{w1}^k)(m_{w1}^k - m_{w1}^{k-1}) + \mathcal{P}(m_{w1}^{k+1})(o_{w1}^k - m_{w1}^k) \]
(37)

where \( \mathcal{P}(m_{w1}^k) \) and \( \mathcal{P}(m_{w1}^{k+1}) \) are the upper bounds of the CDF confidence band at \( o_{w1}^k \) and \( m_{w1}^{k+1} \), respectively.

**Remark 2:** Estimating (33) by (34) is conservative, because the worst pair of CDFs, i.e., \( F_a \) and \( F_b \), instead of the worst single CDF is employed. However, when \( F_a(p_{w1}^u) > F_b(p_{w1}^u) \), the risk estimated using the worst pair of CDFs is exactly equal to that estimated using the worst CDF, since in this regard the worst CDF can always be constructed by connecting the points \( F_a(p_{w1}^u) \) and \( F_b(p_{w1}^u) \) with a non-decreasing curve, such as the CDF a-b-c-d in Fig. 1. Moreover, the more the available data, the narrower the CDF CBs, and thus the larger the probability of \( F_a(p_{w1}^u) > F_b(p_{w1}^u) \). Therefore, the proposed approach can usually obtain an exact risk estimation because wind power usually has a considerable amount of data.

**B. Determine Reformulation of Uncertain Constraints**

In the proposed R-DRTD, all constraints are deterministic except constraints (23)-(25) that can be represented in form of
\[
\begin{align*}
M^T & \leq M + J^T \Delta P_{W1} + S^T \Delta P_{W2} \leq \bar{M} \\
J^T & = e^T(H_1^1 \alpha_s) + e^T(H_2^1 \beta_{w2}) + H_3^T \\
S^T & = e^T(H_1^2 \alpha_s) + H_4^T
\end{align*}
\]
(38)

where \( H_i, i = 1, 2, 3, 4, 5 \) are all constant matrices that can be obtained from Eq. (11)-(12b). Further, the first inequality in (38) can be safely replaced by the following constraints [24].
\[
\begin{align*}
\min_{\Delta P_{W1}} & \ (J^T \Delta P_{W1}) + \min_{\Delta P_{W2}} & (S^T \Delta P_{W2}) \leq \bar{M} - M \\
\max_{\Delta P_{W1}} & \ (J^T \Delta P_{W1}) + \max_{\Delta P_{W2}} & (S^T \Delta P_{W2}) \leq \bar{M} - M
\end{align*}
\]
(39)

The first maximization term in the second equation of (39) can be equivalently expressed using:
\[
\max_{\Delta P_{W1}} \left(J^T \Delta P_{W1}\right) = \sum_{w1 \in W1} \max_{\Delta P_{w1}} \left((J^T)^{w1} \Delta P_{w1}\right)
\]
\[
= \sum_{w1 \in W1} \max_{\Delta P_{w1}} \left((J^T)^{w1} \Delta P_{w1}\right)
\]
(40)

Then, the second equation of (39) can be reformulated as:
\[
\begin{align*}
\sum_{w1 \in W1} & N_{w1}^1 + \sum_{w2 \in W2} N_{w2}^2 \leq \bar{M} - M \\
N_{w1}^1 \geq & (J^T)^{w1} \Delta P_{w1}, N_{w2}^1 \geq (J^T)^{w1} \Delta P_{w1},
\end{align*}
\]
(41)

Similarly, the first equation of (39) can also be reformulated as a deterministic equation. As a result, uncertain constraint (39) is transformed into a deterministic constraint.

**C. The Big-M Method for Bilinear Constraints**

The resulting model forms a bilinear programming problem. To solve the problem, the big-M method in [20] is applied to handle bilinear terms \( \alpha_g \Delta P_{w} \) and \( \beta_{w2}^2 \Delta p_{w1} \). To apply the big-M method, the wind power deviation variables \( \Delta P_{w1} \) and \( \Delta P_{w2} \) are discretized. We take the bilinear term \( \beta_{w2}^2 \Delta p_{w1} \) for example. The specific procedures are as follows:

**Step 1:** Discrete the support of \( \tilde{p}_{w1} \) by a series of points, e.g., \( \{ o_{w1}^1, o_{w1}^2, ..., o_{w1}^s, ..., o_{w1}^N, \forall w 1 \} \). And then it is approximately supposed that \( \Delta p_{w1} \) can only be at the discretization points, i.e., \( \Delta p_{w1} \) is discretized as follows:
\[
\begin{align*}
\Delta p_{w1} &= \frac{S}{s=1} \sum_{\eta_{w1,s}} \eta_{w1,s} \Delta p_{w1,s} \\
\eta_{w1,s} &= \frac{S}{s=1} \sum_{\eta_{w1,s}} = 1.
\end{align*}
\]
(42)

where \( \eta_{w1,s} \) is the 0-1 variable; \( \hat{p}_{w1,s} \) is the discretization point for \( \tilde{p}_{w1} ; \hat{p}_{w1} \) is the expected wind power output.

**Step 2:** Based on Step 1, a new bilinear term is obtained. Then, the big-M method is applied to transform the new bilinear term into mixed integer linear constraints as below.
\[
\begin{align*}
\beta_{w2}^2 \eta_{w1,s} & \leq M_{\eta_{w1,s}} \eta_{w1,s} \\
\beta_{w2}^2 \eta_{w1,s} & \geq \beta_{w2} - M_{\eta_{w1,s}}(1 - \eta_{w1,s})
\end{align*}
\]
(43)

where \( M_{\eta_{w1,s}} \) is a sufficient large positive real number.

**IV. CASE STUDIES**

In this section, to illustrate the performance of the proposed approach, case studies are conducted on a 6-bus test system, IEEE 118-bus system, and a real 445-bus system. All tests were carried out on a PC with an Intel Xeon E5-1620 CPU and 64 GB RAM. And all established models are solved using CPLEX of GAMS 23.8.2.

Unless otherwise specified, the confidence level in (29) is set to \( \gamma = 0.95 \), the installed capacity of every wind farm is set to 50 MW, and prices for the wind power curtailment and power shortage are set to $300/(MWh)$ and $3000/(MWh)$ [24], respectively. In practice, the prices can be chosen according to the historical data or the long-term electricity contract. Wind power samples are assumed to be generated from a Normal distribution, where the standard deviation of wind power is set to 20% of the forecasted value [40].
TABLE I  
**TEST RESULTS UNDER DIFFERENT CASES**

<table>
<thead>
<tr>
<th>Case</th>
<th>Size of ARWPs (MW)</th>
<th>Total cost ($)</th>
<th>Risk cost ($)</th>
<th>under- or over-voltage?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>40.68</td>
<td>9110.4</td>
<td>29.4</td>
<td>Yes</td>
</tr>
<tr>
<td>Case 2</td>
<td>22.8</td>
<td>9355.7</td>
<td>232.1</td>
<td>No</td>
</tr>
<tr>
<td>Case 3</td>
<td>25.3</td>
<td>9294.1</td>
<td>166.7</td>
<td>No</td>
</tr>
<tr>
<td>Case 4</td>
<td>31.2</td>
<td>9218.1</td>
<td>103.6</td>
<td>No</td>
</tr>
<tr>
<td>Case 5</td>
<td>28.6</td>
<td>9242.5</td>
<td>116.1</td>
<td>No</td>
</tr>
</tbody>
</table>

TABLE II  
**ERRORS UNDER DIFFERENT FORECAST ERRORS**

<table>
<thead>
<tr>
<th>RE forecast error (MW)</th>
<th>-10</th>
<th>-5</th>
<th>0</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Cost Errors</td>
<td>0.46%</td>
<td>0.51%</td>
<td>0.55%</td>
<td>0.62%</td>
<td>0.69%</td>
</tr>
<tr>
<td>Voltage Average Errors</td>
<td>0.23%</td>
<td>0.29%</td>
<td>0.18%</td>
<td>0.31%</td>
<td>0.27%</td>
</tr>
</tbody>
</table>

A. The Six-Bus System

The structure of the 6-bus system is shown in [14]. All conventional units in the system are assumed to be AVC units, whose parameters can be found in [14]. And G2 and G3 are assumed to be AGC units. The loads on bus 3, 5, 6 are 70MW, 150MW, 90 MW, respectively, and their power factor is 0.95. The parameters of transmission lines can be found in [29]. Two wind farms are installed at bus 4 and 5, which are equipped with VSWTs (W2) and FSWTs (W1), respectively. And their expected outputs are 30.3MW and 22.6MW, respectively.

To illustrate the necessity and validity of the proposed approach, the following five cases are studied. In each case, except case 1, voltage limits are set to $V_\text{min} = 0.96$, $V_\text{max} = 1.05$.

The comparison results are listed in Table I.

**Case 1:** Reactive power and voltage constraints (19), (24), (25) are excluded from the proposed model;

**Case 2:** No reactive power support is obtained from W2;

**Case 3:** W2 provides fixed reactive power support, regardless of wind power realizations;

**Case 4:** W2 applies the linear decision rule to provide reactive power support;

**Case 5:** W2 uses AVC strategy to provide reactive support, i.e., the nodal voltage of bus 4 is maintained at a set value.

Firstly, it can be seen that if voltage constraints are excluded from the optimization, the voltage security cannot be guaranteed, indicating the necessity to consider the voltage security in the system real-time power dispatch. This is because on one hand, as active power fluctuates, reactive power usually fluctuates, which will result in nodal voltage fluctuations. On the other hand, large active power fluctuations, i.e., wind generation disturbances, also lead to nodal voltage fluctuations.

Secondly, compared with Case 2, more optimal results, i.e., lower total cost and larger ARWP, can be obtained in Cases 3-5. This is because when W2 provides reactive power support, more reactive power capacity can be utilized to eliminate the voltage fluctuations resulting from the wind power integration. As a result, on one hand, the generation costs of conventional units can be decreased, which will improve the economic performance. On the other hand, the nodal voltage security can be ensured within larger wind power disturbance ranges, which decreases the system operational risk under uncertainties.

In addition, although the size of ARWP is similar, compared with the AVC, the linear decision rule can obtain more economic results. This is because the AVC is a local regulation method, which can only utilize local information to obtain a local optimal solution, while using the linear decision rule, global information is used to obtain the global optimal solution. On the other hand, by using the linear decision rule, the voltage magnitude at W2 can change within a certain range, which is more flexible than the AVC strategy. Of course, the AVC also has some advantages compared with the linear decision rule. For example, it does not require the global information. On the one hand, the privacy of different operators can be ensured. On the other hand, the local voltage control can be simplified, leading to a more timely voltage control. Therefore, in practice, we can choose suitable voltage control strategies according to actual needs.

Table II shows the accuracy of the employed linear power flow compared with the exact AC model. The total cost errors are computed under different power flow models. And the voltage average errors are computed by checking the voltage magnitude a posteriori. It shows that the accuracy of the employed power flow model is high enough to ensure the operational economy and security in the proposed transmission network real-time dispatch problem. In fact, if more accurate results are required, we can incorporate the exact AC model into the base case to improve the accuracy.

B. Modified IEEE 118-Bus System

A modified IEEE 118-bus system is also tested to demonstrate the features of the proposed DRO approach compared
mean and covariance of samples. After running all the afore-
prementioned methods under the same sample set, monte carlo
simulation with another $10^6$ samples generated from the true
PD is employed to test the practical performance. Fig. 4
shows the optimality gap of the proposed method. And the
total cost comparison results can also be found in Fig. 4 and
Table III, where some valuable observations can be obtained:
1) The conservativeness of R-DRTD can be decreased by
incorporating more data, indicating the data-exploiting ability
of the proposed method. The reason is that when more data are
available, according the Law of Large Number, the true prob-
ability at the value points can be estimated more accurately
and thus the CIs will be shrank. More impossible PDs can be
excluded from the ambiguity set. The proposed method based
on the worst-case PD will obtain less conservative solutions.
2) The total cost of R-DRTD is upper bounded by RO and
lower bounded by SP. This is because in R-DRTD, the PD
information is involved in the optimization, which is ignored in
RO. On the other, R-DRTD utilizes the ambiguity set to model
the uncertainty of the PD while SP directly uses the empirical
PD, ignoring the uncertainty of the PD, leading to over-
optimistic solutions. Although SP can obtain more economic
solutions, this is at the cost of decreasing the reliability, leading
to more unexpected risk, as shown in Table IV. 3) When the
size of data is low, the total cost of M-DRO is similar to
that of R-DRTD. However, as the size of data is increasing,
the different between R-DRTD and M-DRO gradually enlarge.
This is because M-DRO just uses moment information of the
distribution. When more data are at hand, just more accurate
moment information can be obtained in M-DRO. Even if M-
DRO obtains the true moment information, all PDs with the
true moment have to be considered. In contrast, R-DRTD
involves more PD information in the optimization and thus
fewer PDs have to be considered.

Table IV shows the operational risk reliability, i.e., the
reliability of risk constraint (17), where the required reliability
is 95%. Obviously, the operational risk reliability of is higher
than that of SP, especially when the size of samples is low.
This is because when the size of samples is low, the parameters
of SP, which is estimated from samples, is much uncertain
while the proposed DRO method can utilize the ambiguity set
to model the uncertainties and thus a more reliable solution.
Therefore, although the total cost of SP is less than that of
the proposed method, we need to perform DRO methods to
ensure the reliability. Of course, if we prefer the operational
economic, SP is a more suitable method to be performed.
The computing efficiency of different methods can be found in Table III. Obviously, the computing time of R-DRTD is less than SP and is similar to RO and M-DRO, indicating the high computing efficiency of R-DRTD. On the other hand, as the size of the sample data increases, the computing time of R-DRTD fluctuates slightly, which ensures the feasibility of incorporating more data to decrease the conservatism.

The sensitivity test of the discretization point number is also conducted on the 118-bus system. From the test results shown in Table V, it can be observed that when the number increases from 10 to 14, the total cost becomes almost constant. This indicates that the calculation precision has been high enough with 10 discretization points for the test system. Of course, as the number increasing, the calculation time also increases. But the time under 10 discretization points is acceptable.

The scalability of the proposed approach is tested on the real 445-bus system of Shandong Province, China. The 445-bus system has 48 generators and 693 transmission lines. Even for 50 wind farms with 10 discretization points, the time is still fast enough for on-line application, as shown in Table VI, indicating the high scalability of the proposed approach.

V. CONCLUSIONS

This paper studies a data-driven distributionally robust real-time dispatch problem, where both wind power uncertainties and the voltage security are considered. According to IDM, a CI-based ambiguity set is constructed to model the distributional uncertainties of wind power. Meanwhile, to ensure the nodal voltage security, except conventional units, VSWT based wind farms are also considered to provide reactive power support using two strategies, i.e., the AVC and linear decision rule. Based on the risk tractable estimation method and sequential convex optimization method, an efficient algorithm for the proposed R-DRTD model is also designed to ensure the scalability of the proposed approach in large-scale systems. Numerical results on a 6-bus and IEEE 118-bus systems verify the effectiveness and efficiency of the proposed approach.
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