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Highlights

- Low-energy building operated flexibly to offer services to district heating
- Dynamic heat production cost was used to control the building’s heating system
- Highly effective heat load shifting was achieved to reduce peak loads
- Rule base scheduling and cost based scheduling are both effective for load shifting
- Cost reduction up to 15% was achieved under dynamic pricing
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Abstract

Energy flexibility is a cost-effective solution to facilitate secure operation of the energy system while integrating large share of renewables. Thermal energy infrastructure is a great asset for flexibility in systems with widely developed district heating networks. The aim of the present work is to investigate the potential for low-energy residential buildings to be operated flexibly, according to the needs of district heating system. An apartment block is studied, utilizing the storage capacity of thermal mass as storage medium. Two sets of data are utilized: heat load of Greater Copenhagen and dynamic heat production cost which is used as a price signal for the scheduling of the heating use in the building. Scenarios with different control signals are determined in order to achieve load shifting. The findings show that pre-heating is highly effective for load shifting and peak load reduction. During morning peak load hours, energy use is reduced in all scenarios between 40% and 87%. Although with load shifting higher energy use may occur, it occurs mostly at times when the city heat load is lower and heat production is less expensive and less carbon-intensive. Indoor temperature has a wider range and/or more fluctuations, yet remains within acceptable limits.
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1. Introduction

A high penetration of renewable energy has already been achieved in many countries and it is anticipated to increase in the near future. Integrating a larger share of renewable sources in the energy system challenges the controllability and stability of the system due to the fluctuating production. The stochastic nature of the production side stresses the need for flexibility at the demand side. Methods for reducing peak loads and shifting demand have attracted great attention,
developing the framework for appropriate markets and introducing new control strategies and end use technologies for energy storage in the system [1]. Initially, the focus was on the electricity sector, though gradually a multi-carrier energy system came into perspective, and nowadays integration of sectors is strongly encouraged. Lund et al. 2012 [2] explains the need for the electricity grids to be seen as part of integrated smart energy systems and underlines the importance of including flexible Combined Heat and Power (CHP) production for the stability of the grid. Lund et al. 2016 [3], uses an integrated cross-sector approach to identify optimum storage solutions to integrate larger shares of renewable energy, as opposed to focusing on individual sub-sectors. Münster et al. 2012 [4] underlined the importance of district heating system (DH), concluding that DH can contribute to the security of supply and sustainability of future energy systems cost-effectively.

One very important element of DH networks is the potential for short-term heat storage, facilitating the optimization of the CHP cogeneration according to the electricity sector without compromising the heating sector [5,6]. By use of heat storage, when there is sufficient electricity production in the system from intermittent renewable energy, for example wind turbines, CHP can decrease their production since heat can be supplied from the storage. Respectively, the CHP plant can increase the production when there is higher demand for electricity. In that case, if the heat production is higher than the heat demand, the storage can be charged; conversely, if the heat production is lower than the heat demand, the heat storage can be discharged. This provides flexibility to the energy system, which is a significant aspect for the integration of larger share of intermittent renewables, which is crucial for the optimal operation of the system both economically and environmentally. Thereby, the thermal energy infrastructure is considered a great asset for flexibility with the existing energy storage and the potential for extension.

The building sector with the already existing large mass of the building stock appears to have potential for short-term thermal energy storage. There are different possibilities for short-term thermal energy storage in the buildings, including utilization of the thermal mass of buildings, use of phase changing materials and domestic hot water storage tanks [7]. The two latter may require new investments. Although domestic hot water storage tanks are common in Danish households, especially in apartment blocks, they are not necessarily available in every building; instantaneous heat exchangers are also used to supply domestic hot water from the DH network. Phase changing materials is an emerging technology but research is still needed and applications in buildings are rare [7–9]. On the other hand, the thermal mass of the building stock is available and can be used as short-term thermal energy storage with limited investment cost for control installations. The use of the thermal mass of buildings has been studied by many researchers already and it is shown that it can be utilized as short term thermal energy storage. Most often, case study buildings connected to the electricity grid have been used, with integrated heat pumps [10–14] or with electrical space heating systems [15]. There
are fewer studies that have worked with buildings which are connected to the district heating grid.

Compared to the electricity system, the available information and expertise on demand shifting for DH is limited. An important impediment to this is that the market structure for heat is not as developed and transparent as it is for electricity, so it is not mature yet to facilitate demand response. For instance, time-varying tariffs are not applied. Åberg et al. 2016 [16] discussed the Swedish experience: although this country has liberalized the district heating pricing the past two decades, the district heating market has not evolved yet to an integrated market. Li et al. [17] reviewed existing heat pricing models and methods and Song et al. [18] conducted a survey to capture the current structure of DH price models in Sweden, in an effort to improve DH market and heat pricing transparency. Yet, both studies [17,18] underlined that market transparency needs to be improved in order to effectively implement demand shifting strategies in the DH system. Nevertheless, important benefits are anticipated from demand response in the DH system. For the system, reduction of heat production costs by reducing the start-ups and avoiding the use of peak load boilers, handling capacity issues in the existing network, thus reducing network investment costs by more efficient use of the existing pipes and installations, running CHP plants at the most efficient states and being able to adjust the cogeneration to benefit from high potential of renewables in the electricity system, thus increasing the revenue of the CHP plant from electricity sales. In addition, environmental benefits are achieved by substituting the carbon-intensive peak load boilers and facilitating the production from renewables in the system. However, in order for the consumer to have a benefit from participating in demand response, monetary incentives need to be offered. Li et al. 2015 [17] suggests that engaging consumers on the demand side is equally important with renovating DH supply and distribution system, in order to achieve energy savings and CO₂ emissions reduction and suggests the development of real-time pricing mechanism in the DH sector.

Previous work on demand response in buildings connected to DH was focused on the load shape rather than heat pricing. Wernstedt et al. [19] implemented a multi-agent system to control a DH network with 14 buildings in order to achieve peak shaving without reducing the quality of services, emphasizing the importance of taking many small local decisions to impact the overall system performance. In continuation, Johansson et al. [20] describes the results from the implementation of the load control based on the multi-agent system in three DH systems in Sweden. It was shown that the system achieved reduction of peak loads up to 20% of the total load. Basciotti and Schmidt [21] simulated an optimization algorithm, utilizing the thermal capacity of buildings with a certain flexibility in the time of reaching the set-point. The results estimated peak reduction up to 35% with about 2% increased heat use for the considered DH network. Dominković et al. [22] implemented an optimization model of case study energy system in a Danish city, focusing on the impact of storage in the building thermal mass on the energy supply of DH. They showed that the building thermal mass was used as intra-day storage and that it facilitated effective utilization of larger share of solar
thermal heating energy. Evaluating the potential of individual buildings with field studies, Kensby et al. [23] presented results from 5 case studies of multifamily residential buildings, which were tested for their potential to act as thermal energy storage by adjusting the signals of the supply temperature to the radiator system, and showed that heavy concrete buildings can tolerate changes in heat deliveries without significant deterioration of indoor climate. Sweetnam et al. [24] performed a field study in 28 households connected to a DH network in England, implementing load shifting, which improved the load factor (ratio of mean to maximum demand) from 0.29 to 0.44, with consequent increased energy use of approximately 3%. To the knowledge of the authors, there are only a few studies performing demand response based on dynamic pricing. In [25] they summarized the results of three case study buildings where demand response demonstrations were carried out and propose DH tariff structures that encourage the utilization of DSM; they recommend that the tariffs in DH should reflect the suppliers’ marginal heat production costs, are understandable by the customers and consider legal constraints. Deventer et al. 2011 [26] proposed and simulated an implementation of demand response, with a sensor network exchanging information between the heat supplier and the building substation. The indoor temperature set-point was modulated according to variable pricing for heating in order to reduce the energy use during peak load hours. The study showed energy use reduction of 20% while the indoor temperature was reduced by 1°C with an outdoor temperature of -15°C.

1.1 Danish district heating

Denmark is one of the European countries with the most developed district heating networks, supplying 64% of Danish households [27]. Figure 1 presents the percentage distribution of fuel mix for district heating production in 2016 in Denmark [28], showing that the heat generation for the Danish DH system has already integrated 52% renewable energy, principally in the form of biomass.

![Figure 1: Percentage distribution of fuel mix for district heating production in Denmark (2016)](image)

According to the Danish energy targets it shall be based only on renewables by 2050. With the base load demand being gradually converted to CO₂-neutral energy by using biomass-fuelled plants, heat pumps and geothermal energy, the main
goal to be achieved is to avoid the utilization of peak load boilers, which mainly use natural gas. In addition, 69% of all heat is produced in cogeneration with electricity (CHP) [27], therefore the interaction between the sectors is profound. According to the Danish Energy Agency [29], “prudent interaction within the power and heating sector will further improve the efficiency in the energy sector and mitigate the challenges of integrating variable renewable energy sources in the power system”. Extending the heat storage potential within the DH system is essential and it would further increase flexibility of the energy system.

The Danish district heating is considered a natural monopoly and it has been therefore regulated by a non-profit principle. Although the heat price paid by the consumers varies in different areas, the costs that can be included in the heating price are defined by law. According to this, the consumer pays a heat price that should cover all costs pertaining to the heat supply, as it is not permissible for the heat supply company to make profit, but they should be financially sustainable. Thereby, the heat price paid by the consumers are influenced by many parameters, including investment, operation and maintenance (O&M) and efficiency of the production facility, investment, O&M and heat loss in the DH network, fuel prices, taxes and VAT, subsidies, electricity price (relevant for plants that use/produce electricity) [27]. Regarding the ownership of the DH production plants, there are different structures of ownerships in Denmark. Large energy companies typically own and operate the largest plants, while smaller plants are owned by municipalities or cooperatives. Along with the non-profit principle, the structure of the cooperative provides an efficient heat supply at the lowest possible price for the end customer. The payment for heating by the customers is fixed for the whole year and it is based on private contracts between them and the respective heating supply company.

DH in Greater Copenhagen area (i.e. Copenhagen metropolitan area) is produced by different plants owned by three companies: 3 waste incineration plants and 1 geothermal plant, which are politically prioritized production, 3 CHP plants, 2 heat accumulators, 4 large peak and reserve load boilers and approximately 30 peak load units, which function as a reserve for the base load units – typically if they fail during winter. It is supplied through interconnected transmission and distribution networks. A cooperative between the DH companies has been established (Varmelast.dk). One of the main tasks of Varmelast.dk is to prepare the day-ahead heating plan, which is based on the DH forecasts disclosed by the DH companies and considers fuel prices, operating and maintenance costs, energy taxes on heat production, CO₂ quota costs, income from the power market and hydraulic bottlenecks in the network [30]. Varmelast.dk performs a joint optimization of heat and power production and aims to ensure the maximum economic benefit for the entire system. The load dispatch is based on marginal heat production costs, while the heat price is defined in bilateral contracts between suppliers and buyers. The heat price contracts are confidential, i.e. not known by Varmelast.dk and define how the total benefit is shared. There are 3 scheduled intra-day adjustments of the heating plan every day with
updated heat consumption forecasts, capacities and power prices.

The present work is part of the “EnergyLab Nordhavn – New urban energy infrastructure” project, which is a smart city research project based in the Nordhavn district, Copenhagen. Nordhavn is a new development area in Copenhagen, in which the majority of the building stock is being built from 2014 and onwards. The buildings are built according to the strict energy performance requirements of the Danish Building Regulations (BR15 [31] / BR18 [32]), thus it is defined as an area for low-energy buildings by the City of Copenhagen development plan. After economic evaluation of the available options [33], district heating was chosen for heat supply in the area. Low-energy buildings are well-insulated, airtight and may be heavy-weight with a concrete core, thus have large thermal storage capacity. To the best knowledge of the authors, this category of buildings has not been utilized yet as a potential storage medium in the DH system. A multifamily residential apartment block in Nordhavn, Denmark, is studied in the present work. The physically available thermal storage capacity existing inherently in the structural mass has been analyzed in [34] and the findings showed that low-energy buildings are highly robust and can remain autonomous for several hours. This study evaluates the feasibility of the utilization of this flexibility potential. It investigates the benefits in the DH from the exploitation of these buildings if operated flexibly. Two sets of data from the district heating system are utilized as indication for the district heating needs: the hourly heat load of Greater Copenhagen and the respective marginal heat production cost. Scenarios with different control signals are determined based on the given data, which drive the operation of the heating system of the building. The aim is to demonstrate the potential of the building for flexible operation, in order to shift heat load in time, avoiding peak load periods and utilizing heat during periods that heat production is less expensive. The implemented scenarios are evaluated based on the effect on heat production cost and load shifting potential, and the consequent energy use and thermal comfort.

The structure of this paper is organized as follows. Section 2 analyses the available data from the district heating system in Copenhagen and narrates the approach. Then, the parameters of the simulations performed are presented, including the building model and the boundary conditions. Section 3 presents and analyses the results of the simulation studies and Section 4 discusses the outcomes. The main conclusions are summarized in Section 5.

2. Methodology

This section explains the methodology for the evaluation of using structural thermal mass as storage medium in the DH. The charging and discharging of the storage medium, i.e. structural thermal mass, is achieved by modulating the indoor air temperature set-point. When increasing the set-point, the heat load in a building is increased and the additional heat is stored into the thermal mass. When decreasing the set-point, the heat load in a building is curtailed or interrupted,
imposing heat to be released from the thermal mass of the building to the internal zones.

Initially in this work, a reference operation of the building was defined, with thermostatic control with constant air temperature set-point at 22°C, which is a typical desired indoor temperature in Danish households during the heating season [35]. Then, different signals triggered an increase or decrease of the air temperature set-point in order to charge or discharge the thermal mass. At all times, thermal comfort of occupants ought not to be compromised. The limits of comfortable conditions were chosen to be between of 20 – 24 °C, in accordance with the thermal comfort Category II “Normal level of expectations for new buildings” for heating season according to the standard EN/DS 15251[36].

2.1 Data from district heating system

Given the complication of the heat market in Denmark and the heat pricing mechanism, which is not transparent enough, choosing a signal to represent the needs of DH is not straightforward. As previously explained, the DH price paid by the customers is based on individual contracts and is constant throughout the year, thereby, different signals had to be chosen. Two sets of data were used as indication of the district heating needs; the heat load of Greater Copenhagen and the respective marginal heat production cost. The marginal heat production cost was chosen to be used as signal, as the variation of production costs is represented and the effects of the market on the heat production are reflected adequately, as shown by Li et al.2015 [17]. Sun et al.2016[37] showed that although the gap in magnitude between the marginal cost and the heat price is large, the marginal heat cost can adequately reflect the increase of variable heat production cost with increased heat demand. The data sets were provided to us by the DH utility company of Copenhagen, HOFOR A/S [38].

The marginal heat production cost is the cost to produce one additional unit of heat through DH. Since the DH system consists of several production plants, the marginal heat production cost of the DH system is equal to the marginal cost of the production plant with the highest operational costs. There are different factors affecting the marginal cost pricing method as reviewed by [17] and respective methods and tools developed to calculate the marginal heat cost. One of the critical factors is the allocation of joint costs of CHP plants. In Denmark, where the regulated heating supply co-exists with the liberalized electricity supply, there are two ways of allocating the costs. In small-scale CHP units, for which making profit in the electricity market is not allowed, the cost of fuel is allocated to heat and afterwards the income from selling the electricity is deducted from the total heat cost. This method has been used by Sjödin and Henning 2004 [39], after discussing different methods of allocation, and later adopted by [40] and [37]. In larger CHP plants, for which making profit in the electricity market is allowed, negotiations between the heating and electricity side define the sharing of the costs. We cannot disclose details for the calculation of the marginal heat production cost used in the present work,
as it was performed with a tool developed and used by HOFOR A/S [38], and it is the company’s confidential information. The basic components that were included in this calculation are heat demand, fuel costs, emission taxes, variable operation and maintenance costs of the plants, income from electricity sell and subsidies. The cost was used only as a signal, instead of using heat price on demand side, to reflect the potential of savings under a dynamic pricing scheme. Figure 2 presents the hourly data for the heat load (top) and the marginal heat production cost (bottom) in Greater Copenhagen calculated for a representative year.

![Figure 2: Hourly data for heat load (top) and marginal heat production cost (bottom) in Greater Copenhagen](image)

The graphs show a seasonal pattern, having high heat load and high marginal heat production cost during the heating season, which both become lower in the intermediate season and lowest during summer. Analyzing the given data during the heating season, in order to identify potential patterns, Figure 3 (left) illustrates a heat map graph of the heat load, having on the x-axis the days of the heating season and on the y-axis the time of the day. Each time step is displayed with a small rectangle, which is colored based on the heat load value in that time step. This format shows both diurnal and seasonal patterns. In this study, heating season is the period November-March. Marginal heat production cost data are presented in the same format in Figure 3 (right).

![Figure 3: Heat map graph of heat load (left) and marginal heat production cost (right) in Greater Copenhagen during heating season](image)
The graphs indicate a correlation between the heat production cost and the heat load, but only up to a certain extent, since there are many parameters that affect the cost, as previously explained. A clear diurnal pattern of heat load can be seen. A similar pattern is observed for the marginal heat production cost, but it is not as clear as it is for heat load.

### 2.2 Implementation

There are two main different approaches to implement demand response in the building sector: direct and indirect load control [25], [41]. In the direct load control, the supplier controls directly the loads of the consumers and has the right to perform load modulations in order to facilitate the operation of the system. The indirect load control refers to ways of motivating consumers to participate in demand response, by adjusting the timing and/or the magnitude of their energy use [42]. Most often indirect control is realized based on costs; the supplier provides variable tariff schemes that will motivate the consumers to benefit from low-cost periods and avoid high-cost periods. The dynamics of the tariff scheme may vary, including time-of-year (seasonal) pricing, time-of-use pricing (daily or weekly variations), critical-peak pricing and real-time pricing. The consumers are informed about the prices one day or some hours in advance and decide whether or not to participate in this demand response activity. More demand response types can be found in literature [43], and different methods could also be combined. In our approach, indirect control was chosen assuming participation of all occupants of the examined building. Two indirect load control strategies were studied, assuming first the non-existence and second the existence of a communication platform between the building and the supplier:

- Assuming no communication platform between the building and the heat supplier, a constant strategy was implemented with one or two flexibility events every day during the whole heating season. This could be achieved with indirect control by giving monetary incentives to the occupants, for example fixed contract with time-of-use tariffs. The occupants set lower temperatures when the heat cost is high and vice versa. In this case, fixed schedules for temperature set-points were used (Section 2.2.1), determined based on average daily profiles of the heat load of the area and the marginal heat production cost.

- Assuming a communication platform between the building and the heat supplier, a signal is sent to the building from the supplier to communicate the need for load adjustment and the home management system modulates the temperature set-points according to this signal. In this case, the signal was the hourly marginal heat production cost (Section 2.2.2).

#### 2.2.1 Fixed schedules for temperature set-points

Based on the average daily profiles of heat load and marginal heat production cost, it is, on average, favorable for the system to utilize heat during night time, in order both to flatten the heat load curve of Greater Copenhagen and to use
heat with lower production cost. Figure 4 shows scenarios with scheduled temperature set-points. Scenario 1 allowed for lower indoor temperature during the day. Scenario 2 was more conservative in terms of thermal comfort, with the set-point being lower for shorter period, i.e. in the morning and afternoon. Scenario 3 had the same pattern as Scenario 1, but with higher temperature during night, in order to pre-heat the building before the lower temperature set-point period starts. Scenario 4 was similar to scenario 2, but with night pre-heating of the building. Two sets of modulations were performed, one with temperature range 21-23 °C and another one with 20-24 °C, in order to evaluate the potential with different ranges of thermal comfort. These scenarios were opposite from typical night setback. Night setback increases morning peak load, while in this study we aim to reduce the morning and evening peak loads.

![Figure 4: Scenarios for fixed schedules for temperature set-points with temperature range 21-23 °C](image)

**2.2.2 Dynamic temperature set-points**

The aim of this strategy was to shift the energy use towards the hours when heat costs are low. Therefore, thresholds for the marginal heat production costs were set, according to which the building modulates the temperature set-points. When the signal was lower than the low cost threshold \( C_{\text{low}} \), the set-point was increased, in order to store heat in the thermal mass of the building. Likewise, when the signal was higher than the high cost threshold \( C_{\text{high}} \), the set-point was decreased to discharge the stored heat. When the signal was between the two thresholds, an interpolation for the set-point was used given in Eq. 1. In addition, a deadband of 0.5 °C was used to prevent the controller from activating for small temperature deviations.

\[
T_{\text{setpoint},i} = \begin{cases} 
T_{\text{setpoint},\text{min}}, & C_i > C_{\text{high}} \\
T_{\text{setpoint},\text{max}}, & C_i < C_{\text{low}} \\
\frac{T_{\text{setpoint},\text{max}} - T_{\text{setpoint},\text{min}}}{C_{\text{high}} - C_{\text{low}}} \cdot (C_{\text{high}} - C_i) + T_{\text{setpoint},\text{min}}, & C_{\text{high}} \geq C_i \geq C_{\text{low}}
\end{cases}
\]

Eq. (1)

The marginal heat production cost has large seasonal variations and significant differences between the months of the heating season [17]. In the present work, the percentile distribution of marginal cost for each month was used and the thresholds referred to the respective percentiles of each month individually. Similar to the previous strategy, scenarios without and with pre-heating of the building were studied.
Table 1 presents the scenarios examined with the minimum and maximum temperature set-point for each scenario, as well as low and high cost thresholds defined as percentiles of the monthly marginal cost. For scenarios without pre-heating (Scenarios 5-6), $C_{\text{low}}$ was not needed, since the set-point was either decreased or maintained. In scenarios with different thresholds, the 25% or 50% percentile of the monthly cost distribution were used as $C_{\text{low}}$, and the 50% or 75% percentile of the monthly cost distribution were used as $C_{\text{high}}$ (Scenarios 7-10). The temperature range used in these scenarios is 21-23 °C, since the set-points were generally modulated more times per day than these of the fixed schedules, so ±2 °C was not considered appropriate.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>No pre-heating</th>
<th>Pre-heating</th>
<th>$T_{\text{setpoint, min}}$</th>
<th>$T_{\text{setpoint, max}}$</th>
<th>$C_{\text{low}}$</th>
<th>$C_{\text{high}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 5</td>
<td></td>
<td></td>
<td>21 °C</td>
<td>22 °C</td>
<td>-</td>
<td>50%</td>
</tr>
<tr>
<td>Scenario 6</td>
<td></td>
<td></td>
<td>21 °C</td>
<td>22 °C</td>
<td>-</td>
<td>75%</td>
</tr>
<tr>
<td>Scenario 7</td>
<td>Pre-heating</td>
<td></td>
<td>21 °C</td>
<td>23 °C</td>
<td>25%</td>
<td>75%</td>
</tr>
<tr>
<td>Scenario 8</td>
<td>Pre-heating</td>
<td></td>
<td>21 °C</td>
<td>23 °C</td>
<td>50%</td>
<td>75%</td>
</tr>
<tr>
<td>Scenario 9</td>
<td>Pre-heating</td>
<td></td>
<td>21 °C</td>
<td>23 °C</td>
<td>25%</td>
<td>50%</td>
</tr>
<tr>
<td>Scenario 10</td>
<td>Pre-heating</td>
<td></td>
<td>21 °C</td>
<td>23 °C</td>
<td>50%</td>
<td>50%</td>
</tr>
</tbody>
</table>

### 2.2.3 Performance evaluation

For the scenarios examined, the following parameters were evaluated.

i. The total energy used for space heating of the building for the whole heating season, given by Equation (1):

$$E_{\text{tot}} = \sum_{i}^{\text{heating season}} E_{i}$$  \hspace{1cm} (2)

where: $E_{i}$, the space heating energy use for every hour.

ii. The total production cost of the heat that was used in the building for space heating. It is given by Equation (2):

$$\text{MHPC}_{\text{tot}} = \sum_{i}^{\text{heating season}} E_{i} \cdot \text{MHPC}_{i}$$  \hspace{1cm} (3)

where: $\text{MHPC}_{i}$, the marginal heat production cost of every hour.

iii. The indoor operative temperature, as an indicator of thermal comfort [36]. For the sake of clarity, the operative temperature of the critical apartment is presented, which is a top-corner apartment and was chosen because of its higher exposure to ambient conditions.

iv. The energy used for space heating of the building between 6:00-9:00, namely the morning peak load hours [44].

v. The potential for flexible operation, based on two flexibility indicators, equivalent to the one defined in [45]:

a) Evaluation of total energy use during high load hours versus during low load hours according to Equation (3):

$$F_{\text{a}} = \frac{E_{\text{high load}} - E_{\text{high load}}}{E_{\text{low load}} + E_{\text{high load}}}$$  \hspace{1cm} (4)

where: $E_{\text{high load}}$, the total space heating energy use during high load hours, between 6:00–21:00;

$E_{\text{low load}}$, the total space heating energy used during low load hours, between 21:00-6:00 (next morning). The
indicator ranges between -1 and 1, with the optimal operation being when $F_1 = 1$, namely energy was used only during low load hours.

b) Evaluation of total energy use during high production cost hours versus during low production cost hours, according to Equation (4):

$$F_2 = \frac{E_{\text{high\,cost}} - E_{\text{low\,cost}}}{E_{\text{low\,cost}} + E_{\text{high\,cost}}}$$  \hfill (5)

where: $E_{\text{high\,cost}}$, the total space heating energy use during high production cost hours, when the cost was higher than the median value of costs of each month, $E_{\text{low\,cost}}$, the total space heating energy use during low production cost hours, when the cost was lower than the median value of costs of each month. The indicator ranges between -1 and 1, with the optimal operation being when $F_2 = 1$, namely energy is used only during low production cost hours.

The scenarios were implemented for the entire heating season and were evaluated based on parameters $i$, $ii$ and $iii$. A selection of the implemented scenarios was further evaluated using average load and temperature profiles and parameters $iv$ and $v$. Evaluation of the scenarios was also performed for a cold day in Denmark with average ambient temperature of -8°C and daily solar irradiance of 2.2 kWh/m²/day.

2.3 Building model

The building type studied was a multifamily apartment block (Figure 5), designed according to the Danish Building Regulation 2015 (BR15) [31]. It represents a typical Danish building of this type, it is heavy-weight and well insulated, as according to BR15, “the total demand of the building for energy supply for heating, ventilation, cooling and domestic hot water must not exceed 30.0 kWh/m² per year plus 1000 kWh per year divided by the heated floor area”. The design, construction and materials chosen were in accordance with BR15 and Danish Building Research Institute (SBi) Guidelines ‘Energy Demand for Buildings’ [46]. Some details were supplemented by TABULA Webtool [47].

![Figure 5: Apartment block model](image)

The building has a net heated floor area of 6272 m² and envelope area per volume 0.265 m²/m³. It consists of 7 floors and an unheated basement. Each floor has 8 apartments with the same floor area of 112 m² each, and 4 staircases with the same floor area of 21 m² each. The windows comprise 22.5% of the heated floor area and are distributed 52% south, 37%
north and 11% east/west. The apartment block is modelled as one thermal zone per apartment and one thermal zone per staircase, using adequate zone multiplication of the zones that present similar thermal behavior. The building is connected to the DH grid. In this study only space heating was investigated, as the objective of the work was to evaluate the storage of the building structure itself. The heat emission system is low temperature water radiators of maximum heating power 14 W/m² heated floor area and the supply water temperature is 45°C. There is mechanical ventilation in the building with constant air volume of 0.3 l/s per m² of heated floor area with heat recovery of 67% efficiency\(^1\), according to BR15. Detailed information of the building model can be found in [34]. The simulations were performed with the building performance simulation software IDA Indoor Climate and Energy, version 4.7 [48]. It is a dynamic whole-building simulation tool based on symbolic equations stated in Neutral Modeling Format (NMF) that has undergone validation tests [49–52]. The building, systems, controls, network airflow, etc. are simulated in an integrated way and the time-step varies dynamically during runtime to automatically adapt to the nature of the problem.

### 2.3.1 Boundary conditions

The boundary conditions contribute significantly to the performance of structural thermal mass as storage medium. The ambient weather conditions used in this study were weather data collected from the DTU Climate Station [53] for the year corresponding to the heat load and marginal heat production cost data. Figure 6 presents indicatively the ambient air temperature and global solar irradiance.

![Figure 6: Ambient air temperature and global solar irradiance for the heating season](image1)

![Figure 7: Schedules for internal gains according to DS/EN ISO 13790:2008](image2)

\(^1\) When this study was finished, the new building regulation 2018 (BR18) was published. The only difference in the new regulation is the efficiency of heat recovery of the ventilation system for apartment blocks, which, in the new code, is 80%. If the simulations were run according to BR18, the only difference in the results would be the heating demand for the apartment block, which would slightly decrease.
The internal heat gains included heat emitted from lighting, equipment and occupants. The schedules for the internal gains were set according to the standard DS/EN ISO 13790:2008 Table G.8 [54], which were different for primarily day or night occupied zones. Since in the model there was one thermal zone per apartment, two components of internal gains were used in the same zone, one for each schedule. Figure 7 shows the ratio of internal gains compared to the maximum internal gains for every hour of the day. The total heat flow rate from internal gains was 5 W/m², which was lower than the one indicated by the standard [54], but it was adjusted in order to meet the average Danish national values [46].

3. Results

During the reference operation of the building, namely when the building was controlled with constant temperature set-point at 22°C, the energy use for space heating was 12 kWh/(year m² net heated floor area) and the peak demand was 82 kW (13.1 W/m²). Details on the energy performance, the thermal behavior and the physically available energy flexibility of this building can be found in [34].

This section presents the results of the flexibility potential when the building was operated during the entire heating season. Firstly, an example of the control operation is presented for one week of February, in order to demonstrate the operation of the two different strategies implemented, namely fixed set-point modulations (e.g. Scenario 3) and dynamic set-point modulations reacting to the signal (e.g. Scenario 9). Figure 8 (top) depicts the heat load of Greater Copenhagen and Figure 8 (middle) the marginal heat production cost, as well as \( C_{\text{low}} \) and \( C_{\text{high}} \) for Scenario 9. Figure 8 (bottom) shows the respective set-points according to Scenario 3 and Scenario 9.

![Figure 8: Exemplary week of February. Top: Heat load in Greater Copenhagen, Middle: Marginal heat production cost, \( C_{\text{high}} \) and \( C_{\text{low}} \) for Scenario 9. Bottom: Temperature set-points according to Scenario 3 and Scenario 9](image-url)
In Scenario 3, the set-point was modulated at fixed hours, thereby it roughly followed inversely the heat load pattern by increasing the demand at night, when the heat load on the district heating system is usually lower. Scenario 9 reacted inversely to the cost signal, aiming to utilize heat when it costs less to be produced. There was a correlation in the patterns of the marginal heat production cost and the heat load, which was reflected in the operation of the control set-points of Scenarios 3 and 9, but only to a certain extent. For instance, in this exemplary week, during the second day the set-point of Scenario 9 remained unaltered, while in the fifth and sixth day it was modulated more often than that of Scenario 3.

### 3.1 Effects of fixed schedules for temperature set-points

This subsection presents the results for the scenarios that control the temperature with fixed set-point schedules. Figure 9 presents the difference between the reference operation of the building and each scenario examined. The top figure shows the cost of heat used in the building during the heating season, while the middle figure shows the total energy use during the heating season. The bottom figure shows box plots of the operative temperature in the critical apartment across the heating season, for the reference operation and the scenarios examined.

![Figure 9: Effects of fixed schedules. Top: Percentage difference of cost between the reference operation and each scenario. Middle: Percentage difference of energy use between the reference operation and each scenario. Bottom: Box plots of operative temperature in the critical apartment during the heating season for the reference operation and each scenario.](image)

For Scenarios 1 and 2, using the ±1°C modulation schemes, the cost was lower by 15.5% and 14% respectively for the two scenarios compared to the reference operation of the building, while the total energy use was lower by 11%. This difference is attributed to the lower operative temperatures throughout the heating season. The mean value of the
operative temperatures was lower by 0.6 °C for Scenario 1 and by 0.3 °C for Scenario 2. Scenarios 3 and 4, which pre-heat the building during the night, presented a different behavior. The cost was decreased by 6%, while the total energy use was marginally increased by 2% and 1.5 %, respectively. The mean operative temperature was almost the same as in the reference operation, but temperature was fluctuating within a wider range. Thereby, although using marginally higher energy, the cost was decreased with small thermal comfort variations.

When the same schedules were implemented but with ±2 °C, the differences were apparent. For the two scenarios without pre-heating of the building, both the cost and the energy use decrease were higher, but at the expense of lower operative temperatures, which dropped below 20 °C. For the scenarios with pre-heating of the building during the night, there was higher cost and total energy use compared to the reference operation, which is attributed to the overall higher operative temperatures. Furthermore, the temperature fluctuations were strong, which in many cases are associated with thermal discomfort. Therefore, those strategies with set-point modulations of ±2 °C are not recommended for a control strategy of daily fixed schedules throughout the heating season in a low-energy building, but they can be possibly used for occasional events with other control strategies.

3.2 Effects of dynamic temperature set-points

This subsection presents the results for the scenarios that control the temperature according to the signal of marginal heat production cost. Figure 10 presents the difference between the reference operation of the building and each scenario examined. The top figure shows the cost of heat used in the building during the heating season, while the middle figure shows the total energy use during the heating season. The bottom figure shows box plots of the operative temperature in the critical apartment across the heating season, for the reference operation and the scenarios examined.
All scenarios implemented achieved cost reduction between 3% and 12%, while the effect on energy use and operative temperatures varied among the different scenarios. Scenarios 5 and 6, which allowed only decrease of temperature set-point, not increase, behaved similarly to Scenarios 1 and 2, but the effects were at a slightly lower magnitude. In Scenarios 5 and 6 cost was reduced by 12% and 11%, and energy by 6% and 5%. The median temperature was lower by 0.3 °C and 0.2 °C respectively, while there were marginally wider temperature ranges. Scenarios 7 and 8 set the high cost threshold higher than the other scenarios, so the temperature set-point is decreased less often. As a result, overall higher temperatures occurred compared to the other dynamic scenarios and the reference operation; thereby, higher total energy was used. Although cost was still decreased, the magnitude of the decrease was lower than any other dynamic scenario. Scenario 9 set the low cost threshold at the 25% percentile, so the temperature set-point was increased less often. There was a significant decrease of cost by 12%, while the energy use was almost the same as the reference operation. The mean operative temperature was moderately lower and the temperature fluctuated within a wider range. Scenario 10 set both the high and the low thresholds approximately at the median value of the costs, such that the temperature set-point is frequently modulated. This led to a wide temperature range and higher energy use by 3.5%. Nevertheless, the costs were still lower by 9%.

From the results presented so far it is not clear which is the best performing scenario. Some scenarios indicated higher potential for cost reduction, which resulted in changes in the total energy use and indoor temperatures. The choice would
depend on the services that the building is to offer to the district heating system considering also the thermal comfort required by occupants. In the following section further analysis is performed on the effects of some of the scenarios.

### 3.3 New heating profiles and energy flexibility

Based on the evaluation of the performance of scenarios so far, half of the scenarios were selected, in order to further investigate the effects of their implementation. Scenarios 1-4, which modulate the temperature by ±1°C, were selected for the fixed schedules. From the scenarios with dynamic signals, Scenarios 5, 6 and 9 were selected, since higher cost decrease was achieved. The average daily heat load patterns were calculated for the different scenarios and are depicted in Figure 11 (left), together with that of Greater Copenhagen (right axis). Figure 11 (right) presents the average daily profile of indoor temperatures in the different scenarios and the reference operation.

![Figure 11](image)

**Figure 11:** Left: Average daily heat load of the building in different scenarios and reference operation (left axis); average daily heat load in Greater Copenhagen (right axis). Right: Average daily operative temperature in different scenarios and reference operation

For all scenarios implemented, the maximum load was increased compared to the reference operation. The scenarios with pre-heating of the building presented higher peak loads, which was expected since the temperature increase that needed to be achieved, i.e. from 21 ºC to 23 ºC, was higher, hence the peak load was higher. The scenarios which only decreased the set-point presented a behavior closer to that of the reference operation. The occurrence of new peak loads was a result that was anticipated, but it is under discussion whether it undermines the implementation of those strategies. In terms of the building itself, the new peaks were within the installed capacity of the heating system, so no additional investment would be required. Therefore, technically for the building it is not problematic. Regarding the DH system, the time when the new peaks occur is essential. For all scenarios the highest heating use occurred during the night period, i.e. 21:00 -6:00, with new peaks been created at the transition between the day set-point to the night set-point. This means that the new peaks occurred at hours when the overall load of the system is low, and on average the marginal heat production cost is low. Thereby, the new peaks may not pose challenges to the system; however this would depend on the scale of the implementation. In all cases, load shifting from day to night was achieved, so the daily load pattern of the
building acted towards smoothing the load of the Greater Copenhagen, which was indeed one of the targets.

The morning peak in the heat load of Greater Copenhagen which occurs between 6:00-9:00 could be mitigated by lowering the space heating demand in this type of buildings during this period. All scenarios examined had lower energy use during this period, but the scenarios with fixed schedules for set-points achieved higher reductions. The highest reductions in the morning energy use were achieved in Scenarios 4 and 3 by 86.5% and 83% respectively. For the scenarios with dynamic response to the cost signal the reductions were around 41%. The evening peak in the heat load of Greater Copenhagen, which occurs around 19:00, cannot be mitigated with these scenarios in this type of buildings, since the space heating demand for the reference operation was already minimal due to the internal heat gains during these hours.

Regarding the average daily profile of indoor temperatures, the scenarios with the fixed temperature schedules presented a clear pattern, with Scenarios 1 and 2 being constantly below the temperatures of the reference operation, while Scenarios 3 and 4 fluctuated higher and lower than those of the reference. In scenarios with dynamic signals the average daily pattern appeared to be smooth, with small fluctuations during the day. Although in Figure 10 it was shown that the indoor temperatures in these scenarios covered a broader spectrum of temperatures, when they were averaged on a daily basis they levelled out to smooth profiles.

Figure 12 presents the performance of the implemented scenarios according to the two flexibility indicators described in Section 2.2.3. Flexibility indicator $F_1$ (blue bars), evaluates the total energy use during high load versus low load hours. The optimal operation is when the flexibility indicator is equal to 1, namely energy is used only during low load hours. Flexibility indicator $F_2$ (green bars), evaluates the total energy use during high production cost versus low production cost hours. The optimal operation is when the flexibility indicator is equal to is 1, namely energy is used only during low production cost hours.

![Figure 12: Flexibility indicators in different scenarios and reference operation](image)

It can be seen that for all scenarios, both indicators improved compared to the reference operation of the building. $F_1$ for the reference operation was -0.20, namely there was higher energy use during the high load hours than during low load hours. The scenarios with fixed schedules for set-points achieved higher values for $F_1$. The highest value of $F_1$ was achieved for Scenario 3 (0.79) followed by Scenario 4 (0.67), which were the scenarios with pre-heating during night.
The scenarios with dynamic response to the cost signal, improved the indicator compared to the reference operation, but only to a lower degree. Regarding $F_2$, during reference operation of the building it was almost 0, which means that there was equal energy use during high and low production cost period. The scenarios with dynamic response to the cost signal achieved higher values, with Scenario 9 being the highest with 0.52.

Table 2 shows the average performance and flexibility potential from the implementation of the selected scenarios.

### Table 2: Average performance and flexibility potential in different scenarios during the heating season

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Difference from reference operation</th>
<th>F1</th>
<th>F2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost [%]</td>
<td>Energy use in morning [%]</td>
<td>Average temperature [ºC]</td>
<td>Total energy [%]</td>
</tr>
<tr>
<td>Reference</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>-15.5%</td>
<td>-74.0%</td>
<td>-0.6</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>-14.0%</td>
<td>-80.6%</td>
<td>-0.4</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>-6.0%</td>
<td>-83.0%</td>
<td>0.0</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>-5.8%</td>
<td>-86.5%</td>
<td>0.1</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>-12.2%</td>
<td>-40.6%</td>
<td>-0.3</td>
</tr>
<tr>
<td>Scenario 6</td>
<td>-10.7%</td>
<td>-40.7%</td>
<td>-0.2</td>
</tr>
<tr>
<td>Scenario 9</td>
<td>-12.2%</td>
<td>-42.7%</td>
<td>-0.3</td>
</tr>
</tbody>
</table>

- Scenario 1 presented the highest cost decrease of 15.5%, as well as energy decrease of 10.8%. However, this was at the expense of lower indoor temperature, which was reduced by 0.6 ºC compared to the mean temperature of the reference operation.
- Scenario 3 achieved the highest indicator of load shifting during night time, namely 0.79. Cost was decreased by 6%, but energy use was moderately increased by 2.1%. The mean indoor temperature was the same as that of the reference operation, but with more fluctuations during the day.
- Scenario 4 achieved the highest decrease in energy use during morning peak hours by 86.5%. Cost was decreased by 5.8%, with only small differences in the total energy use and mean indoor temperature.
- Scenario 9 achieved the highest indicator of load shifting during periods with lower heat production cost, namely 0.52. Cost was decreased by 12.2%, with almost the same energy use as the reference scenario. The mean indoor temperature slightly lower than that of the reference operation and fluctuated within a wider temperature range.

The study was performed across the entire heating season; however, the weather is expected to have significant influence among the various scenarios. Indicatively, Table 3 presents the average performance evaluation and flexibility potential of the selected scenarios during a cold day of the heating season.

### Table 3: Average performance and flexibility potential in different scenarios during a cold day

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Difference from reference operation</th>
<th>F1</th>
<th>F2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost [%]</td>
<td>Energy use in morning [%]</td>
<td>Average temperature [ºC]</td>
<td>Total energy [%]</td>
</tr>
<tr>
<td>Reference</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>-4.4 %</td>
<td>-75.1 %</td>
<td>-0.5 ºC</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>-8.0 %</td>
<td>-79.5 %</td>
<td>-0.2 ºC</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>28.1 %</td>
<td>-80.9 %</td>
<td>0.1 ºC</td>
</tr>
</tbody>
</table>
For the scenarios with fixed schedules, during a very cold day the potential for cost reduction was lower and $F_2$ was considerably lower than the average of the heating season. Scenarios 3 and 4 that pre-heated the building during the night resulted in higher costs and considerably higher energy use. The scenarios with dynamic response to the cost signal, achieved considerable cost reduction, but at the expense of lower indoor temperatures.

4. Discussion

Choosing which of the scenarios to implement is a multifactorial decision. First and foremost, it depends on the services that energy flexible buildings should provide to the energy system. It may be the minimization of energy use during specific hours, the reduction of cost, the alleviation of local congestion problems, or the smoothing of the overall heat load. Furthermore, the aforementioned results may come at the expense of a wider temperature range and/or more fluctuations in the indoor temperature during the day. The level of acceptance of thermal comfort changes may as well affect the choice of the strategy to be implemented. In some cases higher total energy was observed, but this may be considered acceptable, as it is still costs less and it is probably less carbon intensive.

The signals used in this study have a significant influence on the obtained results. Different signals can be used to trigger the flexibility of a building, such as CO$_2$ emissions from heat production or the actual heat prices. To date, in Denmark the heat price paid by the customers is constant across the year and fixed by individual contracts, so there is no incentive for the individual customers to participate in similar strategies and decrease their energy use during peak hours. However, dynamic heat pricing is under research and it was the scope of this work to identify if there is potential for this type of building to be operated flexibly. Further work towards demand response in buildings connected to DH is needed and it will heavily depend on the specific DH market structure. In addition, scenarios with increased use of electricity for heating with increased deployment of heat pumps and electrical boilers can be considered. In such cases, the wind power production will be an appropriate signal to use to investigate different regimes and the interaction with the electric grid e.g., “wind power peak” and “no wind”. One can envision that in cases with a significant share of wind power integrated in the generation systems of DH, the form of the marginal costs curve would change as well. By using different signals, the control strategy and the quantification of the results and metrics may be different, but the dynamic thermal response of the building, which is presented in this paper, is anticipated to be similar.

In this study, the approach that was followed was an indirect load control assuming that all occupants of the building participated in the control strategy. Reality would probably be different, as in the indirect load control occupants would
have the choice not to participate, i.e. adjust their set-points. This would result in effects of a different magnitude than those simulated in this study. The percentage of occupants who participate in the control scheme is an important parameter when planning to implement flexibility strategies in residential buildings. Another important parameter, especially if using thermal mass as storage to facilitate flexibility, is the thermal comfort acceptability range of occupants which can vary significantly, as it was also pointed out by [24], who performed a field study on a sample of 28 homes in England deploying heating system demand-shifting with a focus on occupants’ thermal comfort. In the present study, this may be more critical since many of the proposed scenarios suggest opposite set-points to typical night set-back schedules. Nevertheless, for occupants to be willing to accept the changes on thermal comfort if their buildings should be operated flexibly, they need to be properly informed and motivated. Since monetary incentives are those, which mostly attract attention and motivate participation [24], [42], it should be further investigated how the benefits achieved for the system at the production side could be reflected to the prices that the occupants pay.

In addition to their decision whether to participate in flexibility strategies or not, occupants of residential buildings have an impact on the flexibility potential with their behavior, in terms of occupancy patterns and thermal comfort preferences. The schedule and intensity of the occupants’ patterns affect significantly the internal gains in the building, especially in low-energy buildings, and thus the demand that the heating system should cover. Furthermore, the thermal comfort preference, i.e. temperature set-point, affects significantly the heating demand; thereby, the potential for flexible operation. In this study, a deterministic occupancy pattern from standards was used and a reference set-point of 22 °C constantly, which is a typical desired indoor temperature in Danish households during the heating season. However, those may be different in reality, thus more representative or stochastic models for occupants’ behavior would improve the realism of the obtained results [55–58].

An important parameter to be further investigated is the effect of the implementation of those scenarios on the district or city level. The results can be further extended with aggregation studies creating a category of such buildings that can be added to the portfolio of solutions for storage in the energy system. In the scenarios implemented, new peak loads were created in the building, at the beginning of low production cost or low system load periods. In order to avoid disturbances in the system, a smoother ramp in the heating set-point control in the building could be set and/or the heat supplier could send signals which are slightly shifted in time to different categories of consumers. The specific design of the district heating system in the area, as well as hydraulic constraints should be considered.

5. Conclusions

This paper modelled the potential for a low-energy residential building to be operated flexibly, according to the needs
of the local district heating system for peak load shaving and cost reduction, to support extending the thermal storage potential of the DH system, which consequently facilitates the flexibility of the energy system. The structural thermal mass was used as storage medium to facilitate the flexible operation of the building, which was achieved by modulating the indoor air temperature set-point. Different control strategies were implemented, determined based on the marginal heat production cost and the heat load of Greater Copenhagen. The different control signals, i.e. fixed schedules and dynamic, triggered an increase or decrease of the air temperature set-point, in order to charge or discharge the thermal mass. Based on the average daily profiles of heat load and marginal heat production cost, it was, on average, favorable for the system to utilize heat during night time, as the total heat load in the area is low and base load boilers are normally used. Thus, heat costs less to be produced, and it is less carbon-intensive.

With all scenarios implemented, a significant energy reduction in the morning peak load hours was reached, between 40% and 87%, for this type of building. There were also reduced costs by up to 15% during a heating season, except scenario 3 and 4 on the cold winter day. This is due to higher heat loss from the building on the extremely cold day. In most scenarios, the total energy use during a heating season decreased by up to 11%, but in a few scenarios the total energy use increased by up to 2%. Higher energy use may be considered acceptable, as it costs less to be produced and can be beneficial for the environment as it less carbon-intensive. With the implemented strategies, new peaks in the heating load of the building were created. However, since they occurred during low load hours and were within the installed capacity of the building heating system, they are not considered as an impediment to the proposed strategies.

The thermal environment was changed, as a wider temperature range and/or more frequent fluctuations in the indoor temperature occurred.

This study showed that there is potential in low-energy residential buildings to be operated flexibly achieving peak load shaving and cost reduction in the district heating system. The choice of the best performing scenario is not straightforward, as it would depend on the services that the building is to offer to the district heating system. Some scenarios indicated higher potential for cost reduction (dynamic temperature set-points), while other achieved greater load shifting (fixed schedules for temperature set-points). The magnitude of the benefits that can be achieved depends on whether the changes in the energy use are acceptable and on the level of thermal comfort required by the occupants. To implement the outcomes of this study higher morning heat prices could be recommended. Intelligent control of heating systems is also recommended to be part of future heating systems to implement price responsive controls. Intelligent control is especially important when the control signal is dynamic, that could be real-time wind power production or real time CO₂ emission in heat production. Further investigations are to be performed in this research topic and real-life demonstrations are taking place within the EnergyLab Nordhavn project.
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